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Abstract — Gold immunochromatographic strip assay provides a rapid, simple, single-copy and on-site way to detect the presence or absence of the target analyte. This paper aims to develop a method for accurately segmenting the test line and control line of the gold immunochromatographic strip (GICS) image for quantitatively determining the trace concentrations in the specimen, which can lead to more functional information than the traditional qualitative or semi-quantitative strip assay. The canny operator as well as the mathematical morphology method is used to detect and extract the GICS reading-window. Then, the test line and control line of the GICS reading-window are segmented by the cellular neural network (CNN) algorithm, where the template parameters of the CNN are designed by the switching particle swarm optimization (SPSO) algorithm for improving the performance of the CNN. It is shown that the SPSO-based CNN offers a robust method for accurately segmenting the test and control lines, and therefore serves as a novel image methodology for the interpretation of GICS. Furthermore, quantitative comparison is carried out among four algorithms in terms of the peak signal-to-noise ratio. It is concluded that the proposed CNN algorithm gives higher accuracy and the CNN is capable of parallelism and analog VLSI (very-large-scale integration) implementation within a remarkably efficient time.
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I. INTRODUCTION

Cellular Neural Network (CNN), proposed by [3, 4] in 1988, is a large-scale nonlinear analog circuit capable of processing a large amount of information in parallel and in real time. The general idea of CNN is to combine the architecture of cellular automata with neural networks. In the past decade, CNNs have gained much attention with wide applications in image and signal processing, robotics and pattern recognition. It is remarkable that CNN allows for efficient VLSI (very-large-scale integration) implementation of analogue, array-computing structures [32]. Recently, the CNN algorithm has been applied for the GICS (Gold immunochromatographic strip) image segmentation via adaptively setting the threshold value $I$ in Ref. [36]. It is shown that the CNN offers a robust method for the interpretation of the GICS.

The GICS is a new lateral-flow immunoassay technique that uses a cellulose membrane as the carrier and a colloidal gold-labeled antigen (or antibody) as the tracer. The GICS assay has recently attracted considerable research attention for qualitative and semi-quantitative monitoring in resource-poor or non-laboratory environments owing to its attractive properties such as short analysis time, ease of use, low cost, high sensitivity, good specificity and satisfactory stability [23, 25, 31]. Especially, researchers have been focusing on not only the improvement of the biochemical properties of the strips via material selection (see e.g. [14, 17]) but also the establishment of accurate mathematical models for lateral flow immunoassay in order to optimize strip performance for the purpose of quantification (see e.g. [24, 33–35, 37]). On the other hand, the quantitative instrument of lateral flow immunoassay has been developed that has stirred a great deal of research attention (see e.g. [5, 8, 9, 16, 18, 19, 28]).

Up to now, most available methods for developing quantitative instruments involve the reflectance photometers for acquiring immunochromatographic strip signals, see e.g. [8, 9, 19]. In this case, mechanical scanning devices are needed which might cause slow operation with bulky style. An alternative way is to develop image-based instruments which are both cost effective and numerically efficient, see e.g. [5, 16, 18, 28]. Nevertheless, it is quite challenging to choose a suitable image process technology. In particular, an efficient image segmentation algorithm is of vital importance to the immunochromatographic strip image analysis. In the literature, the Otsu threshold selection method, the fuzzy c-means (FCM) clustering algorithm and genetic fast FCM algorithm have been employed to segment the control and test lines of GICS [5, 18, 28]. However, the background
in the reading-windows of the GICS image always contains certain level of noises on the strip that might result from the influence of temperature, the humidity as well as the non-uniform penetration of liquid and colloidal gold.

For images of low concentration with strong noisy background, it is difficult to infer a threshold because of the possible low signal-noise-ratio (i.e. part of the background intensity is much larger than the signal), which is actually the main drawback of the threshold method and the FCM clustering algorithm. Meanwhile, the genetic fast FCM clustering algorithm has been applied in GICS in order to cope with the local optimum problem of FCM algorithm [18]. This algorithm performs well but there is a need to run it in every segmentation, which gives rise to a time-consuming computation issue. The CNN algorithm proposed in [36] can avoid the limitations of the aforementioned segmentation techniques while still keeping satisfactory accuracies. However, by analyzing the dynamic properties of CNN, we are only able to get the range of the template parameters. At this stage, it is still very difficult to obtain the best (optimal) template parameters that would give rise to optimal performance of the CNN [10]. Thus, we hope to find an approach in this paper to optimize the template parameters of the CNN for improving its performance.

There are many global search algorithms available in the literature, for example, genetic algorithm, evolutionary algorithm and Particle Swarm Optimization (PSO) algorithm. For the purpose of optimizing the template parameters of the CNN, the suitable algorithm should have the following characteristics: 1) no requirement on the ranking of solutions; 2) strong influence of best solution on the population; 3) satisfactory continuity of search; and 4) ability to reach good solution without local search. In views of the listed characteristics, the PSO algorithm stands out as an ideal candidate, see [13] for the comparison between different search algorithms. The PSO algorithm developed by Kennedy and Eberhart [12] stimulates the social behaviors of birds blocking or fish schooling, etc. It has been successfully applied in a variety of fields due to its effectiveness in performing difficult optimization tasks and its convenience for implementation with fast convergence to a reasonably good solution [12, 26, 29]. In [29], a switching PSO algorithm has been developed that introduces a mode-dependent velocity updating equation with Markovian switching parameters in order to overcome the contradiction between the local search and global search. The switching PSO algorithm developed in [29] can avoid the local search stagnating in a local area (hence wasting more time on an invalid search), and also lead the swarm move to a more potential area quickly which helps to obtain a global search greatly. Thus, the main intention of this paper is therefore to optimize the template parameters of CNN by the switching particle swarm optimization (SPSO) algorithm for accurately segmenting the test and control lines of GICS image.

It should be pointed out that, the GICS image itself exhibits the following distinguishing features that add to the difficulties in its processing [36]. First, in order to improve the efficiency and effectiveness, we only focus on the GICS reading-windows with the test and control lines appearing on the nitrocellulose membrane. Thus, it would be better to obtain the reading-window through segmentation. Second, the test and control lines may appear blurred, uncertain, and mixed with background because they are usually made/smearred by a roller in a non-uniform way. Furthermore, when the testing liquid (e.g. urine, blood, serum) is added to the strip, there might be a lot of interference signals appearing on the strip. With hope to address the above listed challenges, we aim to develop a SPSO-based cellular neural network in combination with the mathematical morphology method in order to achieve the segmentation of the GICS image. The proposed algorithm offers a novel image methodology for interpreting gold immunochromatographic strip.

The main contribution of this paper is mainly threefold. 1) A novel image segmentation methodology for the interpretation of gold immunochromatographic strip is developed, which is based on the CNN approach for segmenting the reading-window image extracted via canny operator as well as mathematical morphology algorithm. 2) The template parameters of the CNN are designed by incorporating the switching PSO algorithm so that the CNN algorithm can offer a robust way for accurately extracting the test and control lines. 3) Our results show that the proposed algorithm gives high accuracy from the segmentation performance, the feature parameter as well as the quantitative comparison in terms of the peak signal-to-noise ratio. Moreover, the proposed method can be easily adapted for the interpretation of gold immunochromatographic strip.

The rest of this paper is organized as follows. The gold immunochromatographic strip assay is introduced in Section II. In Section III, the canny operator as well as mathematical morphology method for the GICS reading-window extraction are summarized, and the SPSO-based CNN approach for the segmentation of GICS reading-window images are described. The results of image segmentation by the proposed method are discussed in Section IV and the overall performance is also demonstrated. Finally, concluding remarks are given in Section V.

II. THE GOLD IMMUNOCHEMOTAGOGIC STRIP IMAGE AND PROBLEM FORMULATION

Gold immunochromatographic strip is based on colloidal gold labeled and chromatographic technology (Fig. 1). A typical immunochromatographic strip design utilizes the specific interaction between antigens and antibodies. In this paper, we focus on the sandwich format of GICS where one antibody is immobilized on the nitrocellulose membranes or other solid phase. The other antibody is labeled with colloidal gold. The labeled antibody is dried on a piece of low protein binding material in conjugate pad. When the specimen passes through and re-wet the material that is dried with the antibody conjugate, it will release the antibody conjugate. If the sample contains the antigen to be detected, the antigen will react with antibody conju-
gate and form an antigen-antibody conjugate compound.
The compound continues to move by capillary action to
the membrane where the capture antibody is embedded.
The antibody will capture the antigen-antibody conjugate
to form a sandwich type compound. This sandwich type
compound will stay on the membrane and form a visible red
or purple red color band or spot at the test and the control
lines, otherwise the redundant compound goes forward to
the absorbent pad. After the antigen-antibody reactions,
linear and nonlinear circuit elements, which are typically linear capacitors, linear resistors, linear and nonlinear controlled sources, and independent sources. The structure of cellular neural networks is similar to that found in cellular automata; namely, any cell in a cellular neural network is connected only to its neighbor cells. The adjacent cells can interact directly with each other. Cells not directly connected together may affect each other indirectly because of the propagation effects of the continuous-time dynamics of cellular neural networks.

\[ C \frac{d}{dt} x_{ij}(t) = - \frac{1}{R} x_{ij}(t) + \sum_{kl \in \mathcal{N}_r} A_{ijkl} y_{kl}(t) + \sum_{kl \in \mathcal{N}_r} B_{ijkl} u_{kl}(t) + I_{ij} \]

\[ y_{ij}(t) = \frac{1}{2}(|x_{ij}(t) + 1| - |x_{ij}(t) - 1|) \]

Constrained conditions:

\[ |x_{ij}(0)| \leq 1, |u_{ij}| \leq 1 \]
\[ 1 \leq i \leq M, 1 \leq j \leq N \]

where \( x_{ij} \), \( u_{ij} \) and \( y_{ij} \) are the state, input and output voltages of the specific CNN cell \( C_{ij} \), respectively. The state and output vary in time, the input is static (time-independent), \( ij \) refers to grid point associated with a cell on a 2D grid, and \( kl \in \mathcal{N}_r \) is a grid point in the neighborhood within a radius \( r \) of the cell \( C_{ij} \). Term \( A_{ijkl} \) represents the linear feedback, \( B_{ijkl} \) is the linear control, while \( I_{ij} \) is the cell current (also referred to as bias or threshold) which could be space and time variant. The time constant of a CNN cell is determined by the linear capacitor (\( C \)) and the linear resistor (\( R \)) and it can be expressed as \( \tau = RC \). A CNN cloning template, the program of the CNN array, is given with the linear and nonlinear terms completed by the cell current. Furthermore, a significant theorem for CNN has been given in [4], i.e., if the circuit parameters satisfy

\[ A_{ij} > \frac{1}{R}, \]

then

\[ \lim_{t \to \infty} |x_{ij}(t)| > 1, \lim_{t \to \infty} |y_{ij}(t)| = \pm 1. \]

The above result guarantees that our cellular neural networks have binary-value outputs. This property is crucial for solving classification problems in image processing applications.

Remark 1: In practice, as the digital image is always of the discrete-time nature, the differential equation of CNN state equation can be rewritten as the difference one when the CNN is applied in the image processing [3]. In general, we let \( \tau = 1 (R = 1, C = 1) \), so the difference equation of CNN can be seen as follows:

\[ x_{ij}(t + 1) = \sum_{kl \in \mathcal{N}_r} A_{ijkl} y_{kl}(t) + \sum_{kl \in \mathcal{N}_r} B_{ijkl} u_{kl}(t) + I_{ij} \]

Thus, we only need to set the feedback template \( A \), control template \( B \) and the threshold template \( I \) when the CNN is used for image processing.

Remark 2: Assuming the \( r \)-neighborhood of CNN in this paper is 3, that is to say, each cell only connected to \( 3 \times 3 \) neighbors. Thus, the template set contains 19 coefficients (feedback template \( A \): \( a_1, a_2, ..., a_9 \), control template \( B \): \( b_1, b_2, ..., b_9 \) and threshold template \( I \)). However, we can assume the template parameters \( a_1 = a_3 = a_5 = a_9 = a_2 = a_4 = a_6 = a_8, b_1 = b_3 = b_5 = b_9, b_2 = b_4 = b_6 = b_8 \) because of the symmetry property of CNN template [4]. The template set can be seen as follows:

\[ A = \begin{bmatrix} a_1 & a_2 & a_3 \\ a_4 & a_5 & a_6 \\ a_7 & a_8 & a_9 \end{bmatrix} = \begin{bmatrix} a_1 & a_2 & a_1 \\ a_2 & a_5 & a_2 \\ a_1 & a_2 & a_1 \end{bmatrix} \]
\[ B = \begin{bmatrix} b_1 & b_2 & b_3 \\ b_4 & b_5 & b_6 \\ b_7 & b_8 & b_9 \end{bmatrix} = \begin{bmatrix} b_1 & b_2 & b_1 \\ b_2 & b_5 & b_2 \\ b_1 & b_2 & b_1 \end{bmatrix} \]

However, by analyzing the dynamic properties of CNN we can only get the range of the template parameters. Unfortunately, it is still very difficult to choose the best optimal template parameters which results in limiting the performance of the CNN [10]. Thus, it is clear from (13)-(14) that what we need to do is to find a way to optimize the template parameters: \( a_1, a_2, a_5, b_1, b_2, b_5, I \).

C. Switching Particle Swarm Optimization Algorithm for Designing Cloning Templates of CNN

PSO is a popular stochastic optimization algorithm proposed by Kennedy and Eberhart in 1995 [12]. The main
idea of PSO algorithm was based on the simulation of simplified social models such as bird flocking and fish schooling. In PSO [29], a swarm consists of $S$ particles moving around in a $D$-dimensional search space. The position of the $i$th particle is denoted by a vector, $x_i(k) = (x_{i1}(k), x_{i2}(k), \cdots, x_{iD}(k))$, where $x_{in}(k) \in [x_{min,n}, x_{max,n}]$ ($1 \leq n \leq D$) with $x_{min,n}$ and $x_{max,n}$ being lower and upper bounds for the $n$th dimension, respectively. During the search process, the particle successively adjusts its position towards the global optimum according to the two factors: the best position encountered by itself (pbest) denoted as $p_i = (p_{i1}, p_{i2}, \cdots, p_{iD})$ and the best position in the whole swarm (gbest) denoted as $p_g = (p_{g1}, p_{g2}, \cdots, p_{gD})$. The velocity of the $i$th particle at the $k$th iteration is represented by $v_i(k) = (v_{i1}(k), v_{i2}(k), \cdots, v_{iD}(k))$, and is limited to a maximum velocity $v_{imax} = (v_{imax,1}, v_{imax,2}, \cdots, v_{imax,D})$. $r_{1,j}$ and $r_{2,j}$ are two uniform random number samples from $U(0, 1)$. The parameters $c_1$ and $c_2$ are called acceleration coefficients, namely, cognitive and social parameters, respectively. The velocity and position of the particle at next iteration are updated according to the following equations:

$$v_i(k + 1) = wv_i(k) + c_1r_1(p_i(k) - x_i(k)) + c_2r_2(p_g(k) - x_i(k)),$$

$$x_i(k + 1) = x_i(k) + v_i(k + 1), \quad (15)$$

where $w$ is the inertia weight. It is shown that a larger inertia weight tends to facilitate the global exploration and a smaller inertia weight achieves the local exploration to fine-tune the current search area [26].

In this paper, a modified version of the traditional PSO algorithm, namely, switching PSO algorithm [29], is employed to tackle the constrained optimization problem. The basic difference between the traditional PSO and the switching PSO algorithms is that, the contradiction between the local search and global search in the traditional PSO algorithm is removed in the switching PSO algorithm. Generally speaking, in the early search stage, the particle in the swarm should keep its independence and swarm’s diversity, which helps to enlarge the search scope and avoid premature problem happening. In the latter stage of the search process, all the swarms may converge to the best particle for getting more accurate solution. In the switching PSO algorithm, a mode-dependent velocity updating equation with Markovian switching parameters is introduced to overcome the contradiction between the local search and global search [29]. The velocity and position of the particle at next iteration are updated with Markovian jumping parameters according to the following equations:

$$v_i(k + 1) = w(\xi(k))v_i(k) + c_1(\xi(k))r_1(p_i(k) - x_i(k)) + c_2(\xi(k))r_2(p_g(k) - x_i(k)),$$

$$x_i(k + 1) = x_i(k) + v_i(k + 1), \quad (16)$$

where $w(\xi(k))$, $c_1(\xi(k))$ and $c_2(\xi(k))$ are the inertia weight and acceleration coefficients. All of them are mode-dependent on a non-homogeneous Markov chain $\xi(k)$ ($k \geq 0$), which take values in a finite state space $\mathcal{S} = \{1, 2, \cdots, N\}$ with probability transition matrix $\Pi^{(k)} = (\pi_{ij}^{(k)})_{N \times N}$ ($\pi_{ij}^{(k)} \geq 0$ ($i, j \in \mathcal{S}$) is the transition rate from $i$ to $j$ and $\sum_{j=1}^{N} \pi_{ij}^{(k)} = 1$). Usually, in the initial stage, the inertia weights $w(\xi(k))$ and $c_1(\xi(k))$ are larger than those of in the latter stage for maintaining the swarm diversity, while $c_2(\xi(k))$ is comparatively smaller than that in the early stage for getting the global optimum more accurately.

In order to maintain a balance between global search and local search, $\Pi^{(k)}$ should be adjusted by the current search information such as the swarm diversity and the current best solution in the swarm. The diversity of a swarm is used to describe the distribution of the each individual particle in a whole field, which can be calculated by the diversity-measure [29] as follows:

$$\text{Div}(k) = \frac{1}{S \cdot |L|} \sum_{i=1}^{S} \sqrt{\sum_{d=1}^{D} (x_{id}(k) - \bar{x}_d(k))^2} \quad (17)$$

where $S$ is the swarm size, $|L|$ is the length of the longest diagonal in the search space, $D$ is the dimension of the objective problem, $x_{id}$ is the $d$th value of the $i$th particle, while $\bar{x}_d$ is the $d$th value of the average point $\bar{x}$ in the whole swarm that can be computed by:

$$\bar{x}_d(k) = \frac{1}{S} \sum_{i=1}^{S} x_{id}(k). \quad (18)$$

In order to design the template parameters of the CNN for image segmentation by the SPSO algorithm in this paper, the Mean Square Error (MSE) is chosen as the fitness function of the SPSO algorithm. The MSE represents the cumulative squared error between the compressed and the original image. The lower the value of MSE, the lower the error. To compute the MSE, the proposed algorithm first produces a binary mask that classifies the image pixels as belonging to either signal (the test and control lines, which is assigned 1) or background (which is assigned 0), then the mean-squared error using the following equation is calculated:

$$\text{MSE} = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} [I_1(m, n) - I_2(m, n)]^2}{M \times N} \quad (19)$$

where $M$ and $N$ are the numbers of rows and columns in the input images, respectively.

Let $h$ be a coefficient to be used to differentiate the early search stage and late search stage. Here, $h$ is chosen as $h \in [\frac{1}{2}, 1]$. $T_{max}$ is the largest iterations for the algorithm. For the sake of simplicity, we set $N = 2$. The pseudo code of SPSO algorithm for designing the template parameters of CNN is described as follows by above discussion [29]:

Initialize the velocity $v_i$ and position $x_i$ ($k = 0$).

Set the $w(\xi(0))$, $c_1(\xi(0))$, $c_2(\xi(0))$, $\Pi^{(0)}$ and initial mode $s = 1$. 

...
while (not satisfying the termination condition)
do
  for i = 1 to particle numbers S;
  {
    Evaluate fitness of every particle by Eq.(19);
    Update the swarm best solution $p_g$ and the particle
    best solution $p_i$;
    if $(0 < k < h \cdot T_{\text{max}})$ and diversity $\text{Div}(k)$ <
    a set value
    increase the $\chi$ of $\Pi^{(k)} = \left[ \begin{array}{c} \chi \\ 1-\chi \end{array} \right]$ ($\chi \in
    [0.3, 0.7]$);
  end;
  if $(k > h \cdot T_{\text{max}})$ and $p_g < a$ set value
  $\Pi^{(k)} = \left[ \begin{array}{c} \rho \\ 1-\rho \end{array} \right]$ ($\rho \in [0.05, 0.2]$);
  end;
  Calculate particle new velocity $v_i(k + 1)$ by Eq.(16);
  Calculate particle new position $x_i(k + 1)$ by Eq.(16);
  $k = k + 1$;
}  
end do;
end;

IV. Simulation Results and Discussion

A. Performance of SPSO-Based CNN for Image Segmentation

Considering the image characteristics of the gold immunochromatographic strips, especially when the grayscale of the test and control lines are different, we divide the extracted reading-window into two parts. One part includes the control line and its background, and another includes the test line and the corresponding background. According to the above described SPSO algorithm, we set the finite sate space $S=\{1, 2\}$. Here, the mode 1 is set for global search and the mode 2 is for local search. Based on this strategy, let $w_1 = 0.8$, $c_{11} = 2.2$, $c_{21} = 1$ in mode 1 and $w_2 = 0.5$, $c_{12} = 1$, $c_{22} = 2$ in mode 2. The initiation of inputs $[a_1, a_2, a_5, b_1, b_2, b_5, I]$ are set as $[0.1, 1, 2, 0.1, 0.1, 0.2, 0.5]$. After a few iterations, the SPSO found the feedback template $A$, control template $B$ and the threshold template $I$ of the CNN algorithm can be described as follows:

\[
A = \begin{bmatrix}
0.1310 & 2.0516 & 0.1310 \\
2.0516 & 2.8190 & 2.0516 \\
0.1310 & 2.0516 & 0.1310
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0.1281 & 0.1408 & 0.1281 \\
0.1408 & 0.4043 & 0.1408 \\
0.1281 & 0.1408 & 0.1281
\end{bmatrix}
\]

\[
I = 0.8916
\]

In the following, three examples of the segmentation results are shown in Fig. 5, which represent low, middle and high concentration of the specimens respectively.

From Fig. 5, we can see the proposed method can accurately extract the test and control lines of the GICS images which obtained by the low, middle and high concentration of hCG in the specimens.

B. Feature Calculation and Line Fitting

In order to get the quantitative results of the GICS system, a feature parameter should be selected to evaluate the concentration of the specimens. A relative integral optical density ($\text{RIOD}$) [18] based on the Lambert-Beer Law is introduced to acquire the concentration of the measured substance. The $\text{RIOD}$ can be described as follows:

\[
\text{RIOD} = \frac{\text{IOD}_T}{\text{IOD}_C} = \frac{\sum_{i=1}^{N} \lg \frac{G_T}{G_C}}{\sum_{j=1}^{M} \lg \frac{G_T}{G_C}}
\]

where $\text{IOD}_T$ and $\text{IOD}_C$ represent the reflective integral optical density of the test line and control line, respectively. $G_T$ and $G_C$ are the gray level of pixel in the test line and control line. $G_0$ is the average gray level of the background in the reading-window.

It is obvious that $\text{RIOD}$ can cancel out all the influence, that is, the existence of transmission and scattering will decrease the reflective light intensity, and the non-uniform penetration of water, blood, and colloidal gold will cause the background to only partially reflect the incident light. The results of $\text{RIOD}$ for different concentration specimens are calculated by Eq.(20), and also are plotted against sample concentrations by a straight line fitted via a least square method to all of the data points shown in Fig. 6. From the Fig. 6, we can observe good corresponding relationships between the $\text{RIOD}$ and the concentration of hCG via the two CNN algorithms for GICS image segmentation. The correlation coefficient of the SPSO-based CNN method is 0.97182. Thus, the proposed method could be a novel image methodology for interpretation of GICS.
C. Evaluation

In order to quantify the performance of different segmentation methods, a quality measure is required in order to evaluate the validity of the test and control lines. For this purpose, an image quality measurement, known as the peak signal-to-noise ratio (PSNR) [32], is used and the rational is justified as follows.

The Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR) are the two error metrics frequently used to compare image compression quality. The PSNR represents a measure of the peak error. The PSNR is most commonly used as a measure of quality of reconstruction of lossy compression codes (e.g. for image compression). The signal in this case is the original data, and the noise is the error introduced by compression. To compute the PSNR, the proposed algorithm first produces a binary mask that classifies the image pixels as belonging to either signal (the test and control lines, which is assigned 1) or background (which is assigned 0), then the mean-squared error is calculated by Eq.(19), therefore we can obtain the PSNR using the following equation:

\[
PSNR = 10 \log \left( \frac{R^2}{MSE} \right)
\]  

(21)

where \( R \) is the maximum fluctuation in the input image data type. For example, if the input image has a double-precision floating-point data type, then \( R \) is 1. If it has an 8-bit unsigned integer data type, \( R \) is 255, etc.

The PSNR returns the ratio between the maximum value in the signal and the magnitude of the signal’s background noise. The higher the PSNR value the more strongly the binary spot mask fits with the raw image surface. The PSNR is a much better measure of the suitability of a spot mask to the raw image area containing the spot as it is more resilient against large intensity ranges within the spot area compared to the MSE [32].

Fig. 7 shows the PSNR comparison of segmenting images of 8 concentrations of specimens, where the four columns represent the peak signal to noise ratio (PSNR) for the fuzzy c-means (FCM) algorithm, the genetic fast FCM clustering algorithm, the CNN algorithm based on adaptively setting the threshold value and SPSO-based CNN algorithm, respectively. An increase of 20dB corresponds to a ten-fold decrease in the MSE difference between two images. Clearly, both of CNN algorithms give a much better segmentation outcome than the FCM method. Furthermore, it is also shown that the proposed SPSO-based CNN algorithm gives higher accuracy than CNN algorithm via adaptively setting the threshold value proposed in [36]. Comparing to the genetic fast FCM clustering algorithm, SPSO-based CNN algorithm has almost the same accuracy. Note that, for the genetic fast FCM clustering algorithm, there is a need to run the genetic algorithm in every segmentation, and this brings a time-consuming computation issue. On the contrary, there is no need to re-apply the SPSO algorithm once the template parameters of CNN algorithm for GICS image segmentation have been designed by the proposed method. As such, the SPSO-based CNN algorithm is more efficient than the genetic fast FCM clustering algorithm. In addition, the CNN is capable of parallelism and analog VLSI (very-large-scale integration) implementation within a remarkably efficient time.

V. Conclusions

In this paper, we have presented a novel image methodology for interpretation of gold immunochromatographic strip assay. Specifically, the framework consists of two steps, where the first step is to use the canny operator as well as mathematical morphology method for the GICS reading-window extraction and the second step is to apply cellular neural networks for the GICS reading-window filtering and segmentation. The template parameters of CNN are optimized by the switching particle swarm optimization (SPSO) algorithm, where the calculated feature parameter corresponds to the concentration of the target in specimen. Quantitative comparison in terms of the peak signal-to-noise ratio among four algorithms has shown that...
the proposed algorithm gives high accuracy. Furthermore, the cellular neural network is affordable to parallelism and analog VLSI implementation within a remarkably efficient time. In conclusion, the proposed approach adds a novel yet effective way for the quantitative interpretation of immunochromatographic strip. Future research directions would include the modification of the developed algorithms by adopting more advanced image processing techniques [20, 22] and data analysis algorithms [2, 7, 11, 15, 21, 38].
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