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Abstract

We study completeness properties of the Sobolev diffeomorphism groupsDs(M)
endowed with strong right-invariant Riemannian metrics whenM is R

d or a com-
pact manifold without boundary. We prove that fors > dimM/2 + 1, the group
Ds(M) is geodesically and metrically complete and any two diffeomorphisms in the
same component can be joined by a minimal geodesic. We then present the connec-
tion between the Sobolev diffeomorphism group and thelarge deformation matching
framework in order to apply our results to diffeomorphic image matching.

Keywords. Diffeomorphism groups, Sobolev metrics, strong Riemannian metric,
completeness, minimizing geodesics

1 Introduction

The interest in Riemannian geometry of diffeomorphism groups started with [Arn66],

where it was shown that Euler’s equations, describing the motion of an ideal, incom-

pressible fluid, can be regarded as geodesic equations on thegroup of volume-preserving

diffeomorphisms. The corresponding Riemannian metric is the right-invariantL2-type

metric. This was used in [EM70] to show the local well-posedness of Euler’s equations

in three and more dimensions. Also following [Arn66], the curvature of the Riemannian

metric was connected in [Mis93; Pre04; Shk98] to stability properties of the fluid flow.

The Fredholmness of the Riemannian exponential map was usedin [MP10] to show that

large parts of the diffeomorphism group is reachable from the identity via minimising

geodesics.
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Other equations that have been recognised as geodesic equations on the diffeomor-

phism groups include the Camassa–Holm equation [CH93], theKorteweg–de Vries equa-

tion [OK87; Seg91], the quasigeostrophic equation [Ebi12;EP15], the equations of a

barotropic fluid [Pre13] and others; see [BBM14; Viz08] for an overview. In [EK11], the

Degasperis-Procesi equation is identified as being a geodesic equation for a particular

right-invariant connection on the diffeomorphism group.

Right-invariant Sobolev metrics

LetM be eitherRd or a compact manifold without boundary of dimensiond. The group

Ds(M), with s > d/2+1, consists of allC1-diffeomorphisms of Sobolev regularityHs. It

is well-known thatDs(M) is a smooth Hilbert manifold and a topological group [IKT13].

Right-invariant SobolevHr-metrics on diffeomorphism groups can thus be described us-

ing two parameters: the orderr of the metric and the regularitys of the group. Obviously

one requiresr ≤ s for the metric to be well-defined.

As far as the behaviour of Sobolev metrics is concerned, the regularitys of the group

is less important that the orderr of the metric. Many properties like smoothness of the

geodesic spray, (non-)vanishing of the geodesic distance,Fredholmness of the exponen-

tial map are not present forHr-metrics withr small and then “emerge” at a certain critical

value ofr. For some, like the Fredholmness properties of the exponential map, the critical

value is independent of the dimension ofM , in other cases the independence is conjec-

tured and in yet others, like the completeness results in this paper, the critical value does

depend on the dimension. The range of admissible values fors is in each case usually an

interval bounded from below with the lower bound depending on r.

The study of Sobolev metrics is complicated by the fact that,for a given orderr, there

is no canonicalHr-metric, just like there is no canonicalHr-inner product on the space

Hr(M,R). The topology is canonical, but the inner product is not. Forr ∈ N, a class of

“natural” inner products can be defined using the intrinsic differential operations onM .

They are of the form

〈u, v〉Hr =

∫

M

〈u, Lv〉 dµ , (1.1)

whereL is a positive, invertible, elliptic differential operatorof order2r. For (possibly)

non-integer orders, the most general family of inner products is given by pseudodifferen-

tial operatorsL ∈ OPS2r of order2r within a certain symbol class. The corresponding

Riemannian metric is

Gϕ(Xϕ, Yϕ) =

∫

M

〈
Xϕ ◦ ϕ

−1, L(Yϕ ◦ ϕ
−1)

〉
dµ ,

and it can be represented by the operatorLϕ = R∗
ϕ−1 ◦ L ◦Rϕ−1 with RϕX = X ◦ ϕ de-

noting right-translation byϕ. Note however, thatϕ is not smooth, but only inDs(M) and
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thusLϕ is not a pseudodifferential operator with a smooth symbol any more. Pseudodif-

ferential operators with symbols in Sobolev spaces were studied for example in [ARS86a;

ARS86b; BR84; Lan06], but technical difficulties still remain.

Strong Sobolev metrics

Historically most papers dealt with right-invariant Sobolev metrics on diffeomorphism

groups in the weak setting, that is one consideredHr-metrics onDs(M) with s > r; a

typical assumption iss > 2r+ d/2+ 1, in order to ensure thatLu is still C1-regular. The

disconnect between the order of the metric and the regularity of the group arose, because

one was mostly interested inL2 or H1-metrics, butDs(M) is a Hilbert manifold only

whens > d/2+1. It was however noted already in [EM70] and again in [MP10], that the

Hs-metric is well-defined and, more importantly, smooth onDs(M), for integers when

the inner product is defined in terms of a differential operator as in (1.1). The smoothness

of the metric is not obvious, since it is defined via

Gϕ(Xϕ, Yϕ) = 〈Xϕ ◦ ϕ
−1, Yϕ ◦ ϕ

−1〉Hs

and the definition uses the inversion, which is only a continuous, but not a smooth opera-

tion onDs(M).

Higher order Sobolev metrics have been studied recently on diffeomorphism groups of

the circle [CK03], of the torus [KLT08] and of general compact manifolds [MP10]. The

sectional curvature of such metrics was analysed in [KLM+13] and in [BHM11; BHM12]

the authors considered Sobolev metrics on the space of immersions, which contains the

diffeomorphism group as a special case.

Diffeomorphic image matching

Another application of strong Sobolev metrics on the diffeomorphism group is the field of

computational anatomy and diffeomorphic image matching [GM98]. Given two images,

represented by scalar functionsI, J : Rd → R, diffeomorphic image registration is the

problem of solving the minimization problem

J (ϕ) = dist(Id, ϕ) + S(I ◦ ϕ−1, J) ,

over a suitable group of diffeomorphisms; hereS is a similarity measure between images,

for example theL2-norm, anddist is a distance between diffeomorphisms [BMT+05]. In

the large deformation matching framework this distance is taken to be the geodesic dis-

tance of an underlying right-invariant Riemannian metric on the diffeomorphism group.

Thus Sobolev metrics comprise a natural family of metrics tobe used for diffeomorphic

image registration.
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Completeness

The contributions of this paper are twofold. First we want toshow that strong, smooth

Sobolev metrics onDs(M) are geodesically and metrically complete and that there exist

minimizing geodesics between any two diffeomorphisms. We recall here that the Hopf–

Rinow theorem is not valid in infinite dimensions, namely Atkin gives in [Atk75] an

example of a geodesically complete Riemannian manifold where the exponential map is

not surjective. For the Sobolev diffeomorphism group withs > d/2 + 1, the best known

result can be found in [MP10, Thm. 9.1] which is an improvement of the positive result

of Ekeland [Eke78].

Geodesic completeness was shown for the diffeomorphism group of the circle in

[EK14] and in weaker form onRd in [TY05] and [MM13]. Metric completeness and

existence of minimizing geodesics in the context of groups of Sobolev diffeomorphisms

and its subgroups is—as far as we know—new. We prove the following theorem:

Theorem. LetM beRd or a closed manifold ands > d/2 + 1. If Gs is a smooth, right-

invariant Sobolev-metric of orders onDs(M), then

1. (Ds(M), Gs) is geodesically complete;

2. (Ds(M)0, dist
s) is a complete metric space;

3. Any two elements ofDs(M)0 can be joined by a minimizing geodesic.

We expect that the same methods of proof can also be applied tothe subgroupsDs
µ(M)

andDs
ω(M) of diffeomorphisms preserving a volume formµ or a symplectic structureω.

The crucial ingredient in the proof is showing that for eacht the flow map

Flt : L
1(I,Xs(M)) → Ds(M) , (1.2)

assigning a vector field its flow at timet, exists and is continuous; see Sec. 3.1 for defi-

nitions. The existence was known for vector fields inC(I,Xs(M)) and the continuity as

a map intoDs′ for s′ < s was shown in [Inc12]. We extend the existence result to vector

fields that areL1 in time and show continuity with respect to the manifold topology. The

flow map allows us to identify the space ofH1-paths with the space of right-trivialized

velocities,

Ds(M)× L2(I,Xs(M))
∼=
−→ H1(I,Ds(M)), (ϕ0, u) 7→ (t 7→ Flt(u) ◦ ϕ0) .

The inverse map of the identification is given byH1(I,Ds) ∋ ϕ 7→ (ϕ(0), ∂tϕ ◦ ϕ−1).

SinceL2(I,Xs(M)) is a Hilbert space, we can use variational methods to show theexis-

tence of minimizing geodesics.
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In order to show metric completeness, we derive, in the caseM = R
d, the following

estimate on the geodesic distance,

‖ϕ− ψ‖Hs ≤ C dists(ϕ, ψ) ,

which is valid on a bounded metricdists-ball. In other words, the identity map between

the two metric spaces

Id :
(
Ds(Rd), ‖ · ‖Hs

)
→

(
Ds(Rd), dists

)

is locally Lipschitz continuous. For compact manifolds we show a similar inequality in

coordinate charts. The Lipschitz continuity implies that aCauchy sequence fordists is a

Cauchy sequence for‖ · ‖Hs , thus giving us a candidate for a limit point. One then pro-

ceeds to show that the limit point lies in the diffeomorphismgroup and that the sequence

converges to it with respect to the geodesic distance.

Applications to image matching

The second contribution concerns the groups of diffeomorphisms introduced by Trouvé

[Tro98; TY05] for diffeomorphic image matching in the largedeformation framework

[BMT+05]. In this framework one chooses a Hilbert spaceH of vector fields onRd with

a norm that is stronger than the uniformC1
b -norm3, i.e.,H →֒ C1

b and considers the group

GH of all diffeomorphisms, that can be generated as flows of vector fields inL2(I,H), I

being a compact interval.

Whens > d/2+1 the Sobolev embedding theorem shows thatHs →֒ C1
b , allowing us

to consider the groupGHs as a special case of the construcion by Trouvé. It is not difficult

to show, fort fixed, the existence of the flow as a map

Flt : L
2(I,H) → Diff1(Rd)

into the space ofC1-diffeomorphisms. Thus we can view the existence of the flow map in

the sense (1.2) as a regularity result whenH = Hs. With the help of this regularity result

we are able to show the following:

Theorem. Let s > d/2 + 1. ThenGHs = Ds(Rd)0 .

HereDs(Rd)0 is the connected component of the identity. This means that,if we

chooseH to be a Sobolev space, then the framework of Trouvé constructs the classical

groups of Sobolev diffeomorphisms. As a consequence we obtain thatGHs is a topologi-

cal group and that the paths solving the image registration problem are smooth. We also

obtain using the proximal calculus on Riemannian manifolds[AF05] that Karcher means

of k diffeomorphisms – and more generally shapes – are unique on adense subset of the

k-fold productDs × . . .×Ds.
3TheC1

b
-norm is the supremum norm on the vector field and the first derivative,‖u‖C1

b

= ‖u‖∞ +

‖Du‖∞.
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2 The groupDs(Rd)

The Sobolev spacesHs(Rd) with s ∈ R can be defined in terms of the Fourier transform

Ff(ξ) = (2π)−n/2
∫

Rn

e−i〈x,ξ〉f(x) dx ,

and consist ofL2-integrable functionsf with the property that(1 + |ξ|2)s/2Ff is L2-

integrable as well. An inner product onHs(Rd) is given by

〈f, g〉Hs = Re

∫

Rd

(1 + |ξ|2)sFf(ξ)Fg(ξ)dξ .

Denote byDiff1(Rd) the space ofC1-diffeomorphisms ofRd, i.e.,

Diff1(Rd) = {ϕ ∈ C1(Rd,Rd) : ϕ bijective,ϕ−1 ∈ C1(Rd,Rd)} .

Fors > d/2 + 1 ands ∈ R there are three equivalent ways to define the groupDs(Rd) of

Sobolev diffeomorphisms:

Ds(Rd) = {ϕ ∈ Id+Hs(Rd,Rd) : ϕ bijective,ϕ−1 ∈ Id+Hs(Rd,Rd)}

= {ϕ ∈ Id+Hs(Rd,Rd) : ϕ ∈ Diff1(Rd)}

= {ϕ ∈ Id+Hs(Rd,Rd) : detDϕ(x) > 0, ∀x ∈ R
d} .

If we denote the three sets on the right byA1, A2 andA3, then it is not difficult to see

the inclusionsA1 ⊆ A2 ⊆ A3. The equivalenceA1 = A2 has first been shown in [Ebi70,

Sect. 3] for the diffeomorphism group of a compact manifold;a proof forDs(Rd) can be

found in [IKT13]. Regarding the inclusionA3 ⊆ A2, it is shown in [Pal59, Cor. 4.3] that if

ϕ ∈ C1 with detDϕ(x) > 0 andlim|x|→∞ |ϕ(x)| = ∞, thenϕ is aC1-diffeomorphism.

It follows from the Sobolev embedding theorem, thatDs(Rd) − Id is an open subset

of Hs(Rd,Rd) and thus a Hilbert manifold. Since eachϕ ∈ Ds(Rd) has to decay to

the identity for|x| → ∞, it follows thatϕ is orientation preserving. More importantly,

Ds(Rn) is a topological group, but not a Lie group, since left-multiplication and inversion

are continuous, but not smooth.

The space of vector fields onRd is eitherXs(Rd) orHs(Rd,Rd) and we shall denote

byDs(Rd)0 the connected component of the identity inDs(Rd).

2.1 Boundedness of Composition

We will use the following lemma in the later parts of the paperto estimate composition

in Sobolev spaces. The first two parts are Cor. 2.1 and Lem. 2.7of [IKT13], the third

statement is a slight refinement of [IKT13, Lem. 2.11] and canbe proven in the same

way. Denote byBε(0) theε-ball around the origin inHs(Rd,Rd).
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Lemma 2.2. Let s > d/2 + 1 and0 ≤ s′ ≤ s.

1. Givenψ ∈ Ds(Rd) there existsε > 0 andM > 0, such thatψ + Bε(0) ⊆ Ds(Rd)

and

inf
x∈Rd

detDϕ(x) > M for all ϕ ∈ ψ +Bε(0) .

2. GivenM,C > 0 there existsCs′ = Cs′(M,C), such that for allϕ ∈ Ds(Rd) with

inf
x∈Rd

detDϕ(x) > M and ‖ϕ− Id ‖Hs < C ,

and allf ∈ Hs′(Rd),

‖f ◦ ϕ‖Hs′ ≤ Cs′‖f‖Hs′ .

3. Assume additionallys′ > d/2. LetU ⊂ Ds(Rd) be a convex set andM,C > 0

constants, such that

inf
x∈Rd

detDϕ(x) > M and ‖ϕ− Id ‖Hs < C for all ϕ ∈ U .

Then there existsCs′ = Cs′(M,C), such that for allf ∈ Hs′+1(Rd) andϕ, ψ ∈ U ,

‖f ◦ ϕ− f ◦ ψ‖Hs′ ≤ Cs′‖f‖Hs′+1‖ϕ− ψ‖Hs′ .

Proof. For the sake of completeness we give a proof of the third statement. We may

assume thatf ∈ C∞
c (Rd), sinceC∞

c (Rd) is dense inHs′+1(Rd). Introduceδϕ(x) =

ϕ(x)− ψ(x) and note thatϕ + tδϕ ∈ U for any0 ≤ t ≤ 1. Sinceϕ, ψ ∈ Diff1
+(R

d), we

have for allx ∈ R
d,

f ◦ ϕ(x)− f ◦ ψ(x) =

∫ 1

0

d

dt
(f ◦ (ϕ+ tδϕ)(x)) dt

=

∫ 1

0

Df ((ϕ+ tδϕ)(x)) .δϕ(x) dt .

Hence

‖f ◦ ϕ− f ◦ ψ‖Hs′ ≤ C ′
s′

∫ 1

0

‖Df ◦ (ϕ+ tδϕ)‖Hs′ ‖ϕ− ψ‖Hs′ dt

≤ C ′′
s′‖Df‖Hs′‖ϕ− ψ‖Hs′ ≤ Cs′‖f‖Hs′+1‖ϕ− ψ‖Hs′ ,

with some constantsCs′, C ′
s′, C

′′
s′.
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3 Convergence of Flows inDs(Rd)

In this section we want to clarify, what is meant by the flow of avector field – in particular

for vector fields that are onlyL1 – and then prove some results about the convergence of

flows given convergence of the underlying vector fields. The main result of the section

is Thm. 3.7, which shows that fors > d/2 + 1 the flow map – assuming it exists – is

continuous as a map

Fl : L1(I,Hs(Rd,Rd)) → C(I,Ds′(Rd)) ,

whered/2 + 1 < s′ < s. The result will be strengthened by Thm. 4.4, which will show

the existence of the flow as well as the convergence fors′ = s.

3.1 Pointwise andDs-valued flows

Let s > d/2 + 1 andI be a compact interval containing 0. Assumeu is a vector field,

u ∈ L1(I,Hs(Rd,Rd)). It is shown in [You10, Sect. 8.2] that there exists a mapϕ :

I × R
d → R

d, such that

• ϕ(·, x) is absolutely continuous for eachx and

• ϕ(t, ·) is continuous for eacht,

and this map satisfies the equation

ϕ(t, x) = x+

∫ t

0

u(τ, ϕ(τ, x)) dτ . (3.1)

We will call such a mapϕ thepointwise flow ofu or simply theflow ofu. It then follows

that for eachx ∈ R
d the differential equation

∂tϕ(t, x) = u(t, ϕ(t, x))

is satisfiedt almost everywhere. It is also shown in [You10, Thm. 8.7] thatϕ(t) is a

C1-diffeomorphism for allt ∈ I.

We will denote byFl(u) : I → Diff1(Rd) the flow map of the vector fieldu. Given

t ∈ I, the flow at timet is Flt(u) ∈ Diff1(Rd). If ϕ is the map solving (3.1), then

ϕ = Fl(u) andϕ(t) = Flt(u). Note that (3.1) impliesFl0(u) = Id; we shall use this

convention throughout the paper.

If we additionaly assume thatϕ ∈ C(I,Ds(Rd)), i.e., ϕ is a continuous curve in

Ds(Rd), then Lem. 3.2 shows that the functiont 7→ u(t) ◦ ϕ(t) is Bochner integrable in

Hs and the identity

ϕ(t) = Id+

∫ t

0

u(τ) ◦ ϕ(τ) dτ (3.2)
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holds inDs(Rd); furthermore, (3.2) implies that the curvet 7→ ϕ(t) is absolutely con-

tinuous. We will call a curveϕ ∈ C(I,Ds(Rd)) a flow ofu with values inDs(Rd) or a

Ds-valued flow ofu. The pointwise flow of a vector field is unique and therefore, if the

Ds-valued flow exists, it is also unique. It will be shown in Thm.4.4 that every vector

field u ∈ L1(I,Hs) has aDs-valued flow.

Lemma 3.2. Let s > d/2 + 1, u ∈ L1(I,Hs(Rd,Rd)) andϕ ∈ C(I,Ds(Rd)). Then it

follows that:

1. The functiont 7→ u(t) ◦ ϕ(t) is Bochner integrable.

2. If ϕ satisfies(3.1), then the identity(3.2)holds as an identity inDs(Rd).

Proof. First we show thatt 7→ u(t)◦ϕ(t) is Bochner integrable. The mapt 7→ u(t)◦ϕ(t)

is weakly measurable and sinceHs is separable, also measurable [SY05, Prop. 1.1.10].

SinceI is compact, the setϕ(I) satisfies the conditions of Lem. 2.2 (2), i.e., there exists

a constantC such that

‖v ◦ ϕ(t)‖Hs ≤ C‖v‖Hs ,

holds for allv ∈ Hs and allt ∈ I. Thus
∫

I

‖u(t) ◦ ϕ(t)‖Hs dt ≤ C‖u‖L1 <∞ ,

via [SY05, Thm. 1.4.3], which implies thatt 7→ u(t) ◦ ϕ(t) is Bochner integrable.

Now we prove the second statement. Denote byevx : H
s(Rd,Rd) → R

d the evaluation

map. Sinces > d/2, this map is continuous and thus (3.1) can be interpreted as

evx (ϕ(t)− Id) =

∫ t

0

evx (u(τ) ◦ ϕ(τ)) dτ .

The Bochner integral commutes with bounded linear maps [DU77, Thm. 6], and the set

{evx : x ∈ R
d} is point-separating. Thus we obtain

ϕ(t)− Id =

∫ t

0

u(τ) ◦ ϕ(τ) dτ in Hs(Rd,Rd) ,

which concludes the proof.

The meaning of Lem. 3.2 is that the notions ofDs-valued flow and pointwise flow

coincide, if we know a priori, thatϕ is a continuous curve inDs(Rd). The next lemma

shows the basic property, that being a flow is preserved underuniform convergence of the

flows andL1-convergence of the vector fields.

Lemma 3.3. Let s > d/2 + 1 and letun ∈ L1(I,Hs(Rd,Rd)) be a sequence of vector

fields withDs-valued flowsϕn. Assume thatun → u andϕn − ϕ → 0 in L1(I,Hs) and

C(I,Hs) respectively. Thenϕ is theDs-valued flow ofu.
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Proof. We need to show two things: thatϕ(t) ∈ Ds(Rd) and thatϕ is theDs-valued flow

of u. First note thatϕn(t)− ϕ(t) ∈ Hs impliesϕ(t)− Id ∈ Hs.

Asϕn is the flow ofun, it satisfies the identity

ϕn(t, x) = x+

∫ t

0

un(τ, ϕn(τ, x)) dτ , (3.3)

for all (t, x) ∈ I × R
d. From the estimates

∣∣∣∣
∫ t

0

un(τ, ϕn(τ, x))− u(τ, ϕ(τ, x)) dτ

∣∣∣∣

≤

∫ t

0

|un(τ, ϕn(τ, x))− u(τ, ϕn(τ, x))|+ |u(τ, ϕn(τ, x))− u(τ, ϕ(τ, x))| dτ

≤

∫ t

0

‖un(τ)− u(τ)‖∞ + ‖Du(τ)‖∞ ‖ϕn(τ)− ϕ(τ)‖∞ dτ

≤ C

∫ t

0

‖un(τ)− u(τ)‖Hs + ‖u(τ)‖Hs‖ϕn(τ)− ϕ(τ)‖Hs dτ

≤ C‖un − u‖L1(I,Hs) + C‖u‖L1(I,Hs)‖ϕ
n − ϕ‖C(I,Ds) ,

with the constantC arising from Sobolev embeddings, we see by passing to the limit in

(3.3) thatϕ is the pointwise flow ofu. As remarked at the beginning of the section, it

is shown in [You10, Thm 8.7] that the pointwise flowϕ(t) is aC1-diffeomorphism and

together withϕ(t) − Id ∈ Hs this showsϕ(t) ∈ Ds(Rd). Finally it follows from Lem.

3.2 thatϕ is theDs-valued flow.

We will use the following decomposition method repeatedly.

Remark 3.4. A recurring theme is to show the existence of the flow

Flt : L
1(I,Xs) → Ds, u 7→ ϕ(t) ,

and its continuity – either pointwise or uniformly int – whereXs is the space of vector

fields of a certain Sobolev regularitys onR
d or on a manifoldM . This is often done by

proving the statement in question first for small vector fields, i.e. those with‖u‖L1 < ε

for some givenε. The statement then follows for all vector fields via the following general

principle.

Let ε > 0 be fixed. Given a vector fieldu ∈ L1(I,Xs), there exists anN and a

decomposition of the intervalI intoN subintervals[tj , tj+1], such that on each subinterval

we have ∫ tj+1

tj

‖u(t)‖Hs dt < ε .

Note that, while the pointstj will depend onu, their total numberN can be bounded

by a bound depending only on‖u‖L1; indeed we haveN ≤ ‖u‖L1/ε + 1. To see this,
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assume w.l.o.g. thatI = [0, 1] and define the functionf(t) =
∫ t
0
‖u(τ)‖Hs dτ . The func-

tion is non-decreasing and maps[0, 1] to [0, ‖u‖L1]. Subdivide the latter interval intoN

subintervals[sj, sj+1] of length less thanε and sett0 = 0 and tj = sup f−1(sj) for

j = 1, . . . , N .

Letuj = u|[tj ,tj+1] be the restriction ofu to the subinterval[tj , tj+1]. We have‖uj‖L1 <

ε and we can apply the proven statement to obtain the existenceof a flow, which we denote

ϕj; here we letϕj(tj) = Id. Then we define fort ∈ [tj , tj+1],

ϕ(t) = ϕj(t) ◦ ϕj−1(tj) ◦ . . . ◦ ϕ1(t2) ◦ ϕ0(t1) .

It can easily be checked, thatϕ is the flow ofu – onRd this can be done directly and on a

manifoldM using coordinate charts. As the flow is put together using only finitely many

compositions andDs is a topological group any statement about continuity of theflow

map can be transferred fromuj to u.

Another reformulation of the decomposition principle is that any diffeomorphismϕ,

that is the flow of a vector fieldu with ‖u‖L1 < r, can be decomposed into

ϕ = ϕ1 ◦ ϕ2 ◦ . . . ◦ ϕN ,

where eachϕj is the flow of a vector fielduj with ‖uj‖L1 < ε andN depends only onr.

A first example, that uses this method is the proof of the following lemma, showing

that Lem. 2.2 can be applied on arbitrary geodesic balls.

Lemma 3.5. Let s > d/2 + 1 and0 ≤ s′ ≤ s. Givenr > 0 andn ∈ N, there exists a

constantC, such that the inequality

‖v ◦ ϕ‖Hs′ ≤ C‖v‖Hs′

holds for all v ∈ Hs′(Rd,Rn) and all ϕ ∈ Ds(Rd), that can be written asϕ = ψ(1),

whereψ is theDs(Rd)-valued flow of a vector fieldu with ‖u‖L1(I,Hs) < r.

Proof. For the purposes of this proof we setI = [0, 1]. Choose anε > 0 such that

Id+Bε(0) ⊆ Ds(M) with Bε(0) being theε-ball in Hs(Rd,Rd). Using Rem. 3.4 it is

enough to prove the lemma for vector fieldsu with C‖u‖L1 < ε. Letψ be theDs-valued

flow of such a vector field; the existence ofψ is guaranteed by the assumptions of the

lemma. We claim thatψ satisfiesψ(t) ∈ Id+Bε(0). Assume the contrary and letT be the

smallest time, such that either‖ψ(T )− Id ‖Hs = ε or T = 1. Then fort < T we have the

bound

‖ψ(t)− Id ‖Hs ≤

∫ t

0

‖u(τ) ◦ ψ(τ)‖Hs dτ ≤ C

∫

I

‖u(τ)‖Hs dτ < ε .
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The curvet 7→ ψ(t) is continuous inDs(Rd) and since the last inequality doesn’t depend

on t, it remains strict even in the limitt → T , thus showing‖ψ(T ) − Id ‖Hs < ε. This

implies thatT = 1 andϕ = ψ(1) ∈ Id+Bε(0).

This shows that givenϕ, we can decomposeϕ into

ϕ = ϕ1 ◦ . . . ◦ ϕN

andϕk ∈ Id+Bε(0) for all k = 1, . . . , N . For eachϕk we can apply Lem. 2.2 (2) to

obtain

‖u ◦ ϕ‖Hs′ ≤ CN
1 ‖u‖Hs′ ,

for some constantC1. AsN depends onϕ only via r, this completes the proof.

Remark 3.6. With a bit more work one can show that for eachr > 0, there exist constants

M andC, such that the bounds

inf
x∈Rd

detDϕ(t, x) > M and ‖ϕ(t)− Id ‖Hs < C

hold for diffeomorphisms, that are flows of vector fields withL1-norm less thatr; then it

is possible to apply Lem. 2.2 (2) directly.

The next theorem shows thatL1-convergence ofHs-vector fields implies uniform con-

vergence of the flows, not inDs(Rd), but inDs′(Rd) with s′ < s. The proof is a general-

ization of the proof in [Inc12, Prop. B.1].

Theorem 3.7. Let s > d/2 + 1 and letun ∈ L1(I,Hs(Rd,Rd)) be a sequence of vector

fields withDs-valued flowsϕn. Assume thatun → u in L1(I,Hs).

Then there exists a mapϕ : I×R
d → R

d, satisfyingϕ ∈ C(I,Ds′(Rd)) for all s′ with

d/2 + 1 < s′ < s,

ϕn → ϕ in C(I,Ds′(Rd)) ,

andϕ is theDs′-valued flow ofu.

Proof. LetBs
ε(0) be theε-ball inHs(Rd,Rd). As s > d/2 + 1 we obtain via Lem. 2.2 an

ε > 0 and a constantC = C(ε), such thatId+Bs
ε(0) ⊆ Ds(Rd) and the estimates

‖u ◦ ϕ− u ◦ ψ‖Hs−1 ≤ C‖u‖Hs‖ϕ− ψ‖Hs−1 (3.4)

‖u ◦ ϕ‖Hs−1 ≤ C‖u‖Hs−1 (3.5)

‖u ◦ ϕ‖Hs ≤ C‖u‖Hs (3.6)

are valid for allu ∈ Hs and allϕ, ψ ∈ Id+Bs
ε(0).

Step 1.Reduce problem toId+Bs
ε(0).

Using the decomposition method of Rem. 3.4 it is enough to prove the theorem for vector
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fieldsu with C‖u‖L1 < ε. Sinceun → u in L1, we can also assume thatC‖un‖L1 < ε

for all n ∈ N.

As part of the proof of Lem. 3.5 it was shown that ifun satisfiesC‖un‖L1 < ε, then

its flow ϕn remains inId+Bs
ε(0). Thus we can restrict our attention to diffeomorphisms

lying in anε-ball aroundId.

Step 2.Convergence inHs−1(Rd,Rd).

We show that(ϕn(t)− Id)n∈N are Cauchy sequences inHs−1, uniformly in t. Using (3.4)

and (3.5) we can estimate

‖ϕn(t)− ϕm(t)‖Hs−1 ≤

≤

∫ t

0

‖un ◦ ϕn − um ◦ ϕn‖Hs−1 + ‖um ◦ ϕn − um ◦ ϕm‖Hs−1 dτ

≤ C

∫ t

0

‖un − um‖Hs−1 + ‖um‖Hs‖ϕn − ϕm‖Hs−1 dτ .

Via Gronwall’s inequality we get for someC1 > 0, independent oft,

‖ϕn(t)− ϕm(t)‖Hs−1 ≤ C1

∫ t

0

‖un(τ)− um(τ)‖Hs−1 dτ . (3.7)

Thus there exists a continuous limit curveϕ(t)− Id ∈ Hs−1.

Step 3.Convergence inHs′(Rd,Rd) with s− 1 < s′ < s.

We apply the following interpolation inequality, see, e.g., [Inc12, Lem. B.4]:

‖f‖Hλσ+(1−λ)s ≤ C2 ‖f‖
λ
Hσ‖f‖1−λHs ,

The inequality is valid for0 ≤ σ ≤ s, f ∈ Hs(Rd,Rd) and a constantC2, independent of

f . Choose in the above inequalityσ = s− 1 and0 < λ ≤ 1. Then

‖ϕn(t)− ϕm(t)‖Hs−λ ≤

≤ C2‖ϕ
n(t)− ϕm(t)‖λHs−1‖ϕn(t)− ϕm(t)‖1−λHs

≤ C2‖ϕ
n(t)− ϕm(t)‖λHs−1 (‖ϕn(t)− Id ‖Hs + ‖ϕm(t)− Id ‖Hs)1−λ

≤ C2‖ϕ
n(t)− ϕm(t)‖λHs−1(2ε)1−λ .

Sinceϕn(t)− Id → ϕ(t)− Id in Hs−1, uniformly in t, it follows that(ϕn(t)− Id)n∈N is

a Cauchy sequence inHs′ for s− 1 ≤ s′ < s, uniformly in t. Asϕn(t)− Id converges to

ϕ(t)− Id in Hs−1, it must also converge to the same limit inHs′. By applying Lem. 3.3

we see thatϕ ∈ Ds′(Rd) and that it is theDs′-valued flow ofu.

4 Existence of the flow map

The main result of this section is the existence and continuity of the flow map

Fl : L1(I,Xs(Rd)) → C(I,Ds(Rd))
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for s > d/2 + 1, with I being a compact interval containing 0. This result will be the

crucial ingredient in proving that the groupGHs(Rd,Rd), introduced in Sect. 8, coincides

with the connected component of the identity ofDs(Rd). We would like to make some

comments about this result.

Since the flowϕ of a vector fieldu is defined as the solution of the ODE

∂tϕ(t) = u(t) ◦ ϕ(t)

ϕ(0) = Id
, (4.1)

the first attempt at showing the existence ofϕ would be to consider (4.1) as an ODE in

Ds(Rd) – the latter being, up to translation byId, an open subset of the Hilbert space

Hs(Rd,Rd) – with the right hand side given by the vector field

U : I ×Ds → Hs , U(t, ϕ) = u(t) ◦ ϕ . (4.2)

This runs into two sets of difficulties.

Firstly, the Picard–Lindelöf theory of ODEs requires the right hand sidef(t, x) of an

ODE to be (locally) Lipschitz continuous inx and continuous int. Under these conditions

the theorem of Picard-Lindelöf guarantees the local existence of integral curves. In our

case the right hand side is not continuous int, but onlyL1. The usual way to prove

existence of solutions in the framework of Picard–Linderl¨of involves the Banach fixed

point theorem, and the proof can be generalized without muchdifficulty to ODEs, that

are not continuous int. It is enough to require thatf(t, x) is Lipschitz inx and only

measurable int and that the Lipschitz constants are locally integrable, i.e., there exists a

functionℓ(t) with
∫
ℓ(t) dt <∞, such that

‖f(t, x1)− f(t, x2)‖ ≤ ℓ(t) ‖x1 − x2‖

is valid for all x1, x2 and fort almost everywhere. This class of differential equations is

called ordinary differential equations ofCarath́eodory type. We have summarized the key

facts about ODEs of Carathéodory type in App. A.

Secondly, the vector fieldU from (4.2) is also not Lipschitz inϕ. The composition

mapHs × Ds → Hs is continuous, but not Lipschitz continuous. In finite dimensions

the theorem of Peano shows that vector fieldsf(t, x) that are continuous int andx, have

flows, but the flows might fail to be unique. In infinite dimensions this is not the case

anymore; an example of a continuous vector field without a flowcan be found in [Dei77,

Example 2.1].

For a continuous vector fieldu, i.e.,u ∈ C(I,Hs), the existence of aDs-valued flow

has been shown in [FM72] and using different methods also in [BB74] and [Inc12]. We

will briefly review the proofs to choose the one, that most easily generalizes to vector

fieldsu ∈ L1(I,Hs).



On Completeness of Groups of Diffeomorphisms 15

If we only requires > d/2 + 2, then the proof is much shorter than the more general

cases > d/2 + 1 and can be found already in [EM70]. First one considers the equation

(4.1) as an ODE onDs−1(Rd). Due to the properties of the composition map, the vector

fieldU : I×Ds−1 → Hs−1 is aC1-vector field and hence has aDs−1-valued flowϕ. This

is worked out in detail in Lem. 4.2. To show thatϕ ∈ Ds, one considers the differential

equation forDϕ(t),

∂t (Dϕ(t)− Idd×d) = (Du(t) ◦ ϕ(t)) . (Dϕ(t)− Idd×d) +Du(t) ◦ ϕ(t) .

This is a linear differential equation onHs−1, thus showingDϕ − Idd×d ∈ Hs−1 and

ϕ ∈ Ds. The details of this argument can be found in Lem. 4.1.

Improving the hypothesis ons to s > d/2 + 1 requires a bit of work. For vector fields

u ∈ C(I,Hs) that are continuous in time and not justL1 this result has been proven by

three different methods.

1. The approach used in [FM72] was to derive an equation forϕ−1(t) instead ofϕ(t).

Write ϕ−1(t) = Id+f(t) with f(t) ∈ Hs. Then∂tϕ−1(t) = −Dϕ−1(t).u(t) and sof(t)

satisfies the equation

∂tf(t) = −Df(t).u(t)− u(t) . (4.3)

This is a linear, symmetric, hyperbolic system and the theory developed in [FM72] can be

applied to show that, givenu ∈ C(I,Hs), the system (4.3) has a solutionf(t) ∈ Hs and

henceϕ−1(t) ∈ Ds(Rd). To extend this method to vector fields that are onlyL1 in t, one

would need a theory of linear, hyperbolic systems with non-smooth (int) coefficients.

2. The method of [BB74] considers not only the groupsDs(Rd) which are based on

the spacesHs, but the more general familyW s,p and the corresponding diffeomorphism

groups, which we shall denote byDs,p(Rd). One proves that vector fieldsu ∈ C(I,W s,p)

with s > d/p+1 haveDs,p-valued flows. The proof considers onlys ∈ N and proceeds by

induction ons. The induction step uses the fact that givens satisfyings > d/p+1 we can

find p′ > p such thats− 1 > d/p′ + 1 and hence we can apply the induction hypothesis

to the pair(s− 1, p′). Extending this method tos ∈ R and vector fieldsu ∈ L1(I,W s,p)

would require us to study properties of the composition map on the spacesDs,p(Rd) – this

has not yet been done fors ∈ R \ N.

3. The idea of [Inc12, App. B] is to approximate a vector fieldu ∈ C(I,Hs) by a

sequence of vector fields inHs+1 and then to show that the corresponding flows converge

as well. This method is ideally suited to be generalised fromcontinuous vector fields to

L1 vector fields and it will be the path we choose to follow here.

To prepare the proof of the main theorem, Thm. 4.4, we will need some lemmas. The

first lemma – which can be traced back to [EM70, Lem. 3.3] – shows that the flow of a

vector field is as regular as the vector field itself.
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Lemma 4.1. Let d/2 + 1 < s′ ≤ s andu ∈ L1(I,Hs(Rd,Rd)). Assumeu has a flow in

Ds′(Rd). Then in factϕ ∈ C(I,Ds(Rd)).

Proof. We will first prove the cases′ < s ≤ s′ + 1. This is equivalent tos− 1 ≤ s′ < s.

Our aim is to show thatDϕ(t)−Idd×d is a continuous curve inHs−1(Rd,Rd×d), implying

thatϕ(t)−Id is a continuous curve inHs(Rd,Rd). Note that the derivativeDϕ(t) satisfies

the following ODE inHs′−1, t-a.e.,

∂t (Dϕ(t)− Idd×d) = (Du(t) ◦ ϕ(t)). (Dϕ(t)− Idd×d) +Du(t) ◦ ϕ(t) . (4.4)

Consider the following linear, inhomogeneous, matrix-valued differential equation

∂tA(t) = (Du(t) ◦ ϕ(t)).A(t) +Du(t) ◦ ϕ(t) , (4.5)

onHs−1(Rd,Rd×d). SinceHs−1 is a Banach algebra, we can interpretDu(t) ◦ ϕ(t) as

an element ofL(Hs−1), i.e., a linear map fromHs−1 to itself, and there exists a constant

C > 0, such that

‖Du(t) ◦ ϕ(t)‖L(Hs−1) ≤ C‖Du(t) ◦ ϕ(t)‖Hs−1 .

Lemma 3.2 shows thatDu(t) ◦ ϕ(t) is Bochner integrable inHs′ and thus inHs−1. This

allows us to apply the existence theorem for linear Carathéodory equations, Thm. A.3,

giving us a solutionA ∈ C(I,Hs−1) of (4.5). SinceDϕ − Idd×d satisfies (4.4) inHs′−1

andA(t) satisfies (4.5) inHs−1, it follows that they are equal,Dϕ(t) − Idd×d = A(t),

thus showing thatDϕ(t)− Idd×d ∈ Hs−1.

In the general case we haves′ + k < s ≤ s′ + k + 1 with k ∈ N. The argument

above proved the lemma fork = 0. If k ≥ 1, we apply the above argument with the pair

(s′, s′ + 1) in the place of(s′, s). This shows thatϕ(t) ∈ Ds′+1. Then we can apply the

argument with(s′ + 1, s′ + 2) to obtainϕ(t) ∈ Ds′+2 and so one shows inductively

ϕ(t) ∈ Ds′ ⇒ ϕ(t) ∈ Ds′+1 ⇒ · · · ⇒ ϕ(t) ∈ Ds′+k ⇒ ϕ(t) ∈ Ds .

In the last step we use the argument with the pair(s′ + k, s) to conclude thatϕ(t) ∈

Ds.

As stated in the introduction to this section, we will first show the existence of flows

for Hs vector fields, whens > d/2 + 2. This involves applying the existence theorem for

Carathéodory differential equations to the equation (4.1).

Lemma 4.2. Let s > d/2 + 2 and u ∈ L1([0, 1], Hs(Rd,Rd)). Thenu has a flow in

Ds(Rd).
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Proof. Define forε > 0 the open ball

Bs−1
ε (0) =

{
f ∈ Hs−1(Rd,Rd) : ‖f‖Hs−1 < ε

}
.

Sinces − 1 > d/2 + 1, we obtain by Lem. 2.2 anε > 0 and a constantC = C(ε), such

thatId+Bs−1
ε (0) ⊆ Ds−1(Rd) and the estimates

‖u ◦ ϕ1 − u ◦ ϕ2‖Hs−1 ≤ C‖u‖Hs‖ϕ1 − ϕ2‖Hs−1

‖u ◦ ϕ‖Hs−1 ≤ C‖u‖Hs−1

are valid for allu ∈ Hs and allϕ, ϕ1, ϕ2 ∈ Id+Bs−1
ε (0).

Using the decomposition method in Rem. 3.4 it is enough to show the existence of the

flow whenC‖u‖L1 < ε. Under this assumption, define the vector field

U : I × Bs−1
ε (0) → Hs−1(Rd,Rd) , U(t, f) = u(t) ◦ (Id+f) ,

whereu(t) is given. The mappingU has the Carathéodory property, Def. A.1, because

composition is continuous inDs−1(Rd) andHs−1 is separable. The functionsm(t) and

ℓ(t) required in Thm. A.2 are given bym(t) = C ‖u(t)‖Hs−1 andℓ(t) = C ‖u(t)‖Hs.

Then by Thm. A.2 we have a solutionϕ ∈ C([0, 1],Ds−1(Rd)) of the equation

ϕ(t) = Id+

∫ t

0

u(τ) ◦ ϕ(τ) dτ .

Thusϕ is theDs−1(Rd)-valued flow ofu and Lem. 4.1 shows that in factϕ is Ds(Rd)-

valued.

The next lemma shows how to approximate vector fields inHs(Rd) by a sequence of

vector fields inHs+1(Rd), whilst preserving integrability in time.

Lemma 4.3. Lets ≥ 0 andf ∈ L1(I,Hs(Rd)). For k ≥ 0, defineχ(ξ) = 1{|ξ|≤k}(ξ) and

let χk(D) be the corresponding Fourier multiplier. Then

χk(D)f ∈ L1
(
I,Hs+1(Rd)

)
,

andχk(D)f → f for k → ∞ in L1(I,Hs(Rd)).

Proof. We have for allt ∈ I,

‖χk(D)f(t)‖2Hs+1(Rd) =

∫

|ξ|≤k

(1 + |ξ|2)s+1|f̂(t)(ξ)|2 dξ ≤ (1 + k2)‖f(t)‖2Hs(Rd) ,

and thusχk(D)f ∈ L1
(
I,Hs+1(Rd)

)
; in fact we haveχk(D)f(t) ∈ H∞, but this will not

be needed here.
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To show convergence we note that

‖χk(D)f(t)− f(t)‖2Hs(Rd) =

∫

|ξ|>k

(1 + |ξ|2)s|f̂(t)(ξ)|2 dξ ≤ ‖f(t)‖2Hs(Rd) .

By the theorem of dominated convergence we obtain first

∫

|ξ|>k

(1 + |ξ|2)s|f̂(t)(ξ)|2 dξ → 0 ,

for all t ∈ I and thusχk(D)f(t) → f(t) in Hs(Rd), and by applying it again

lim
k→∞

‖χk(D)f − f‖L1(I,Hs) =

∫ 1

0

lim
k→∞

‖χk(D)f(t)− f(t)‖Hs(Rd) dt = 0

showing thatχk(D)f → f in L1.

We are now ready to prove the main theorem.

Theorem 4.4.Lets > d/2+ 1 andu ∈ L1(I,Hs(Rd,Rd)). Thenu has aDs(Rd)-valued

flow and the map

Fl : L1(I,Hs(Rd,Rd)) → C(I,Ds(Rd)) , u 7→ ϕ

is continuous.

Proof. Givenu ∈ L1(I,Hs), it follows from Lem. 4.3 that there exists a sequenceun ∈

L1(I,Hs+1) converging tou,

un → u in L1(I,Hs(Rd,Rd)) .

According to Lem. 4.2, eachun has aDs(Rd)-valued flow; in fact they haveDs+1(Rd)-

valued flows. Asun → u inL1, it was shown in Thm. 3.7 thatu itself has aDs′(Rd)-valued

flow ϕ for eachs′ with d/2 + 1 < s′ < s and thatϕn → ϕ in C(I,Ds′(Rd)). Finally we

use the regularity result from Lem. 4.1 to conclude that the flowϕ of u isDs(Rd)-valued.

To prove the continuity of the flow map, consider a sequenceun converging tou in

L1(I,Hs) and denote byϕn andϕ theDs-valued flows ofun andu respectively. The

Hs-norm‖u‖Hs is equivalent to the norm‖u‖L2 + ‖Du‖Hs−1 and sinceϕn(t) → ϕ(t)

uniformly in Ds−1(Rd), we only need to show thatDϕn(t) − Dϕ(t) → 0 uniformly in

Hs−1. We will do this by applying Gronwall’s lemma to

Dϕn(t)−Dϕ(t) =

∫ t

0

(Dun(τ) ◦ ϕn(τ)) .Dϕn(τ)− (Du(τ) ◦ ϕ(τ)) .Dϕ(τ) dτ .
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Taking norms we obtain

‖Dϕn(t)−Dϕ(t)‖Hs−1 ≤

≤

∫ t

0

‖(Dun(τ) ◦ ϕn(τ)) . (Dϕn(τ)−Dϕ(τ))‖Hs−1 +

+ ‖(Dun(τ) ◦ ϕn(τ)−Du(τ) ◦ ϕ(τ)) .Dϕ(τ)‖Hs−1 dτ

≤

∫ t

0

C ‖Dun(τ) ◦ ϕn(τ)‖Hs−1 ‖Dϕ
n(τ)−Dϕ(τ)‖Hs−1 +

+ ‖Dun(τ) ◦ ϕn(τ)−Du(τ) ◦ ϕ(τ)‖Hs−1 ·

· (1 + C ‖Dϕ(τ)− Idd×d‖Hs−1) dτ

and the constantC arises from the boundedness of pointwise multiplication.

Chooses′ with s − 1 < s′ < s ands′ > d/2 + 1. As ϕ(I) ⊂ Ds′(Rd) is compact

andϕn(t) → ϕ(t) uniformly in Ds′(Rd), it follows that the set{ϕn(t) : t ∈ I, n ∈ N}

satisfies the assumptions of Lem. 2.2 (2)., i.e.,detDϕn(t, x) is bounded from below and

‖ϕn(t)− Id ‖Hs′ is bounded from above. Thus

‖Dun(τ) ◦ ϕn(τ)‖Hs−1 ≤ C1‖Du
n(τ)‖Hs−1 ≤ C2‖u

n(τ)‖Hs .

Also note that‖Dϕ(τ)− Idd×d ‖Hs−1 is bounded, sinceϕ(I) is compact inDs(Rd). Next

we estimate – omitting the argumentτ from now on –

‖Dun ◦ ϕn −Du ◦ ϕ‖Hs−1 ≤ ‖(Dun −Du) ◦ ϕn‖Hs−1 + ‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1

≤ C2‖u
n − u‖Hs + ‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1 .

Hence

‖Dϕn(t)−Dϕ(t)‖Hs−1 ≤ C3

∫ t

0

‖un‖Hs ‖Dϕ
n −Dϕ‖Hs−1 dτ +

+ C4‖u
n − u‖L1(I,Hs) + C5

∫ 1

0

‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1 dτ .

In the last integral we note that since composition is a continuous mapHs−1 × Ds′ →

Hs−1, the integrand converges pointwise to 0 asn→ ∞. Because

‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1 ≤ 2C1‖Du‖Hs−1 ≤ 2C1‖u‖Hs ,

we can apply the theorem of dominated convergence to conclude that

∫ 1

0

‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1 dτ → 0 asn→ ∞ .
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Thus we obtain via Gronwall’s inequality

‖Dϕn(t)−Dϕ(t)‖Hs−1 ≤

≤

(
C4‖u

n − u‖L1(I,Hs) + C5

∫ 1

0

‖Du ◦ ϕn −Du ◦ ϕ‖Hs−1 dτ

)
·

·
(
1 + C3‖u

n‖L1(I,Hs) exp
(
‖un‖L1(I,Hs)

))
,

the required uniform convergence ofDϕn(t)−Dϕ(t) → 0 in Hs−1.

5 Diffeomorphisms of a compact manifold

5.1 Sobolev spaces on domains

Let U ⊂ R
d be a Lipschitz domain, i.e., a bounded open set with a Lipschitz boundary.

Fors ∈ R we can define the Sobolev space onU as the set of restrictions of functions on

the whole space,

Hs(U,Rn) =
{
g|U : g ∈ Hs(Rd,Rn)

}
,

and a norm is given by

‖f‖Hs(U) = inf
{
‖g‖Hs(Rd) : g|U = f

}
.

For each Lipschitz domainU and eachs ∈ R, there exists an extension operator – see

[Ryc99] – i.e., a bounded linear map

EU : Hs(U,Rn) → Hs(Rd,Rn) .

5.2 Sobolev spaces on compact manifolds

Throughout this section, we make the following assumption:

M is ad-dimensional compact manifold andN ann-dimensional manifold,

both without boundary.

Fors ≥ 0 a functionf :M → R belongs toHs(M), if around each point there exists

a chartχ : U → U ⊂ R
d, such thatf ◦ χ−1 ∈ Hs(U,R). Similarly the spaceXs(M) of

vector fields consists of sectionsu : M → TM , such that around each point there exists

a chart withTχ ◦ u ◦ χ−1 ∈ Hs(U,Rd).

To define the spacesHs(M,N) we requires > d/2. A continuous mapf : M → N

belongs toHs(M,N), if for each pointx ∈ M , there exists a chartχ : U → U ⊆ R
d of

M aroundx and a chartη : V → V ⊆ R
n of N aroundf(x), such thatη ◦ f ◦ χ−1 ∈

Hs(U,Rn). If N = R, thenHs(M) = Hs(M,R) andXs(M) ⊂ Hs(M,TM) consists of

thoseu ∈ Hs(M,TM) with πTM ◦ u = IdM .
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In order to define norms onHs(M) andXs(M) and to introduce a differentiable struc-

ture onHs(M,N), we define, following [IKT13], a special class of atlases.

Definition 5.3. A coverUI = (Ui)i∈I of M by coordinate chartsχi : Ui → Ui ⊂ R
d is

called afine cover, if

(C1) I is finite andUi are bounded Lipschitz domains inRd.

(C2) If Ui ∩ Uj 6= ∅, thenχj ◦ χ
−1
i ∈ C∞

b

(
χi(Ui ∩ Uj),R

d
)
.

(C3) If Ui ∩ Uj 6= ∅, then the boundary ofχi(Ui ∩ Uj) is a bounded Lipschitz domain.

The spacesHs(M) andXs(M) are Hilbert spaces and a norm can be defined by choos-

ing a fine coverUI of M . OnHs(M) the norm is

‖u‖2Hs,UI
=

∑

i∈I

∥∥u ◦ χ−1
i

∥∥2

Hs(Ui)
.

Similarly for vector fieldsu ∈ X
s(M) we define

‖u‖2Hs,UI
=

∑

i∈I

∥∥Tχi ◦ u ◦ χ−1
i

∥∥2

Hs(Ui,Rd)
.

In the above formula we identify the coordinate expressionTχi◦u◦χ
−1
i : Ui → TUi with

a mapUi → R
d, obtained by projectingTUi = Ui × R

d to the second component. The

norms depend on the chosen cover, but choosing another fine cover will lead to equivalent

norms. We will write‖u‖Hs for the norms onHs(M) andXs(M).

5.4 Diffeomorphism groups on compact manifolds

To define a differentiable structure onHs(M,N) we introduce the notion of adapted fine

covers. For details on these constructions and full proofs we refer the reader to [IKT13,

Sect. 3].

Definition 5.5. A triple (UI ,VI , f) consisting off ∈ Hs(M,N), a fine coverUI of M

and a fine cover ofVI of
⋃
i∈I Vi ⊆ N is called afine cover with respect tof or adapted

to f , if f(Ui) ⊆ Vi for all i ∈ I.

Givenf ∈ Hs(M,N) one can show that there always exists a fine cover adapted to it.

Let (UI ,VI , f) be such a fine cover and define the subsetOs = Os(UI ,VI),

Os =
{
h ∈ Hs(M,N) : h(Ui) ⊆ Vi

}
,

as well as the map

ı = ıUI ,VI
: Os →

⊕

i∈I

Hs(Ui,R
d), h 7→

(
ηi ◦ h ◦ χ

−1
i

)
i∈I

,
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whereχi : Ui → Ui andηi : Vi → Vi are the charts associated toUi andVi respec-

tively. Thenı(Os) is aC∞-submanifold of
⊕

i∈I H
s(Ui,R

d). We define a topology on

Hs(M,N) by letting the setsOs(UI ,VI) form a basis of open sets and we use the maps

ıUI ,VI
to define a differentiable structure makingHs(M,N) into aC∞-Hilbert manifold.

This differentiable structure is compatible with the one introduced in [Eel66; Pal68] and

used in [EM70].

Fors > d/2 + 1 the diffeomorphism groupDs(M) can be defined by

Ds(M) = {ϕ ∈ Hs(M,M) : ϕ bijective,ϕ−1 ∈ Hs(M,M)}

= {ϕ ∈ Hs(M,M) : ϕ ∈ Diff1(M)} ,

withDiff1(M) denotingC1-diffeomorphisms ofM . The diffeomorphism group is an open

subset ofHs(M,M) and a topological group.

It will later be convenient to work with fine covers(UI ,VI , Id) of M adapted to the

identity map with the additional constraint, that the coordinate charts ofUI andVI are the

same, i.e.,χi = ηi|Ui
. Such covers can always be constructed by starting with a finecover

VI ofM and shrinking each setVi slightly toUi, so that the smaller sets still coverM and

Ui ⊆ Vi. Then(UI ,VI , Id) is an adapted cover.

5.6 Flows on compact manifolds

Given a vector fieldu ∈ L1(I,Xs(M)) with I a compact interval containing0, we call

a mapϕ : I × M → M the pointwise flowof u, if ϕ(0, x) = x and for each pair

(t, x) ∈ I ×M there exists a coordinate chartχ : U → U aroundx, a chartη : V → V

aroundϕ(t, x), such that withv = Tη ◦ u ◦ η−1 andψ = η ◦ ϕ ◦ χ−1 the flow equation

ψ(s, y) = ψ(t, x) +

∫ s

t

v(τ, ψ(τ, y)) dτ

holds for(s, y) close to(t, χ(x)). For smooth vector fields this coincides with the usual

definition of a flow.

If additionallyϕ ∈ C(I,Ds(M)), i.e.,ϕ is a continuous curve with values inDs(M),

then we callϕ theDs(M)-valued flowof u. In this case let(UI ,VI , ϕ(t)) be a fine cover

adapted toϕ(t) with t ∈ I and setui(t) = Tηi ◦ u(t) ◦ η
−1
i andϕi(t) = ηi ◦ ϕ(t) ◦ χ

−1
i .

Then

ϕi(s) = ϕi(t) +

∫ s

t

ui(τ) ◦ ϕi(τ) dτ

holds fors close tot as an identity inHs(Ui,R
d).

5.7 Existence of flows

To deal with vector fields and flows onM , we need to pass to coordinate charts. The

following is a general technique, that will be useful throughout the section. Fix a fine
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cover(UJ ,VJ , Id) of M with respect toId with χj = ηj |Uj
and letu ∈ L1(I,Xs(M)) be

a vector field. We define its coordinate expression

vj = Tηj ◦ u ◦ η
−1
j andvj ∈ L1(I,Xs(Vj)) ,

and extend these vector fields to all ofR
d using the extension operatorsEVj ,

wj = EVjvj andwj ∈ L1(I,Xs(Rd)) .

Note that the norms

‖u‖L1(I,Xs(M)) ∼
∑

j∈J

‖vj‖L1(I,Xs(Vj)) ∼
∑

j∈J

‖wj‖L1(I,Xs(Rd)) (5.1)

are all equivalent. From Thm. 4.4 we know, that the vector fieldswj have flows

ψj = Fl(wj) andψj ∈ C(I,Ds(Rd)) .

To glue them together to a flow ofu, the flowsψj must not be too far away from the

identity. To ensure this, we fixε given in Lem. 5.9 and assume from now onwards, that

‖u‖L1(I,Xs(M)) < ε. Then Lem. 5.9 implies thatψj(Uj) ⊆ Vj and we define

ϕ(t)|Uj
= χ−1

j ◦ ψj(t) ◦ χj . (5.2)

It is shown in Lem. 5.10, thatϕ(t) is well-defined and thatϕ(t) ∈ Ds(M). It also follows

from (5.2) thatϕ(t)(Uj) ⊆ Vj and thusϕ(t) ∈ Os(UJ ,VJ) and

ı(ϕ(t)) =
(
ψj(t)|Uj

)
j∈J

∈
⊕

j∈J

Hs(Uj,R
d) .

Obviouslyϕ is theDs-valued flow ofu. This leads us to the following result on existence

and continuity of the flow map.

Theorem 5.8. Let s > d/2 + 1 andu ∈ L1(I,Xs(M)). Thenu has aDs-valued flowϕ

and for eacht ∈ I the map

Flt : L
1(I,Xs(M)) → Ds(M), u 7→ ϕ(t)

is continuous.

Proof. The above discussion shows the existence of aDs-valued flowϕ for vector fields

u with ‖u‖L1 < ε, with ε given by Lem. 5.9. To show thatFlt is continuous, letun →

u in L1(I,Xs(M)). Since the norms in (5.1) are equivalent, it follows thatwnj → wj

in L1(I,Xs(Rd)) and by Thm. 4.4 alsoψnj → ψj in C(I,Ds(Rd)). Thus we see that

ı(ϕn(t)) → ı(ϕ(t)) in
⊕

j∈J H
s(U j ,Rd), which impliesϕn(t) → ϕ(t) in Ds(M).

Using Rem. 3.4 we can extend these results from vector fieldsu with ‖u‖L1 < ε to all

vector fields.
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Now we prove the two lemmas, that were used in the discussion in 5.7.

Lemma 5.9.Lets > d/2+1 and(UJ ,VJ , Id) be a fine cover ofM with respect toId with

χj = ηj . Then there exists anε > 0, such that if‖u‖L1(I,Xs(M)) < ε, thenψj(t)(Uj) ⊆ Vj

for all j ∈ J .

Proof. As (UJ ,VJ , Id) is a fine cover, it follows that forUj = χj(Uj) andVj = χj(Vj)

we haveUj ⊆ Vj and all sets are bounded. Thus there existsδ > 0, such that

Uj +Bδ(0) ⊆ Vj ,

andBδ(0) is theδ-ball in R
d. By Thm. 4.4 there existsε, such that if‖wj‖L1 < ε, then

‖ψj − Id ‖∞ < δ, i.e., for all (t, x) ∈ I × R
d we have|ψ(t, x) − x| < δ; in particular

this impliesψj(t)(Uj) ⊆ Uj +Bδ(0) and thusψj(t)(Uj) ⊆ Vj . Using (5.1) we can bound

‖wj‖L1 via a bound on‖u‖L1.

Lemma 5.10. Let s > d/2 + 1 and (UJ ,VJ , Id) be a fine cover ofM with respect toId

with χj = ηj|Uj
. Withε as in Lem. 5.9, take a vector fieldu with ‖u‖L1(I,Xs(M)) < ε and

defineϕ(t) via (5.2). Thenϕ(t) is well-defined andϕ(t) ∈ Ds(M) for all t ∈ I.

Proof. To show thatϕ(t) is well-defined we need to show that wheneverUi ∩Uj 6= ∅, we

have on the intersection the identity

η−1
i ◦ ψi(t) ◦ ηi = η−1

j ◦ ψj(t) ◦ ηj .

Omitting the argumentt, we note that the identityTηi ◦ u = vi ◦ ηi means thatu is

ηi-related tovi, i.e.,u ∼ηi vi; hence onηi(Ui ∩ Uj) we have the relationui ∼ηj◦η
−1
i

uj,

implying for the flows the identity

ηj ◦ η
−1
i ◦ ψi(t) = ψj(t) ◦ ηj ◦ η

−1
i ,

and thus showing the well-definedness ofϕ(t). From (5.2) we see thatϕ(t) ∈ Hs(M,M),

thatϕ(t) is invertible and thatϕ−1(t) ∈ Hs(M,M) as well. Thusϕ(t) ∈ Ds(M).

The following lemma is a generalization of Lem. 2.2 to manifolds. Its main use will

be when reformulated as a local equivalence of inner products in Sect. 6.

Lemma 5.11. Let s > d/2 + 1 and0 ≤ s′ ≤ s. Givenr > 0 there exists a constantC,

such that the inequality

‖v ◦ ϕ‖Hs′ ≤ C‖v‖Hs′ , (5.3)

holds for allϕ ∈ Ds(M) that can be writted asϕ = Fl1(u) with ‖u‖L1 < r and all

v ∈ Hs′(M) or v ∈ X
s′(M).
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Proof. Choose a fine cover(UI ,VI , Id) ofM with respect toId with χi = ηi|Ui
. Let ε > 0

be such that ifϕ = Fl(u) with ‖u‖L1 < ε thenϕ ∈ Os(UI ,VI). Such anε exists, because

Os is open inDs(M) andFl1 is continuous. We will show the inequality (5.3) first for

r ≤ ε.

Givenϕ = Fl1(u) with ‖u‖L1 < ε, defineϕi = ηi ◦ ϕ ◦ η−1
i andui = Tηi ◦ u ◦ η−1

i ,

the extensions̃ui = EViui and their flowsϕ̃i = Fl1(ũi). Givenf ∈ Hs′(M), the norm

‖f ◦ ϕ‖Hs′(M) is equivalent to

‖f ◦ ϕ‖Hs′(M) ∼
∑

i∈I

‖(f ◦ ϕ)i‖Hs′ (Ui)

with (f ◦ ϕ)i = f ◦ ϕ ◦ η−1
i . Settingfi = f ◦ ηi, sinceϕ ∈ Os, we have the equality

(f ◦ ϕ)i = fi ◦ ϕi = EVifi ◦ ϕ̃i onUi and thus

‖(f ◦ ϕ)i‖Hs′ (Ui)
≤ ‖EVifi ◦ ϕ̃i‖Hs′ (Rd) ≤ C1‖EVifi‖Hs′(Rd) ≤ C2‖fi‖Hs′ (Vi)

.

The constantC1 arises from Lem. 3.5, since all̃ϕi are generated by vector fields with

bounded norms. Forv ∈ X
s′(M) the proof proceeds in the same way.

Whenr > ε, we use the decomposition in Rem. 3.4 to write

ϕ = ϕ1 ◦ ϕ2 ◦ . . . ◦ ϕN

with ϕk ∈ Ds(M), whereϕk = Fl1(u
k) with ‖uk‖L1 < ε. SinceN , the number of

elements in the decomposition, depends only onr, the inequality (5.3) can be shown

inductively forr of any size.

To formulate the next lemma we need to introduce the geodesicdistance of a right-

invariant Riemannian metric onDs(M). Fixing an inner product onXs(M), we define

dists(ϕ, ψ) = inf
{
‖u‖L1([0,1],Xs(M)) : ψ = Fl1(u) ◦ ϕ

}
.

See Sect. 6 where it is shown, thatdists is indeed the geodesic distance associated to a

Riemmnian metric and Sect. 7, where it is shown, that the infimum is attained.

Lemma 5.12. Let s > d/2 + 1. Given a fine cover(UI ,WI , Id) of M with respect to

IdM with χi = ηi, there exists anε > 0 and a constantC, such that forϕ ∈ Ds(M),

dists(Id, ϕ) < ε impliesϕ ∈ Os(UI ,WI) and such that the inequality

∑

i∈I

‖ϕi − ψi‖Hs(Ui) ≤ C dists(ϕ, ψ)

holds for allϕ, ψ ∈ Ds(M) inside the metricε-ball around Id in Ds(M); hereϕi =

ηi ◦ ϕ ◦ η−1
i denotes the coordinate expression ofϕ.
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Proof. Choose first an intermediate coverVI = (Vi)i∈I , such that both(UI ,VI , Id) and

(VI ,WI , Id) are fine covers ofM w.r.t. Id and they all use the same coordinate chartsηi.

This implies in particular the inclusionsUi ⊆ Vi andVi ⊆ Wi. Let ε > 0 be such that

dists(Id, ϕ) < 3ε ⇒ ϕ ∈ Os(UI ,VI) andϕ ∈ Os(VI ,WI) .

Note that sincedists(Id, ϕ) = dists(Id, ϕ−1), the same holds forϕ−1.

Letϕ1, ϕ2 be inside the metricε-ball aroundId in Ds(M). Then

dists(ϕ1, ϕ2) ≤ dists(ϕ1, Id) + dists(Id, ϕ2) < 2ε .

Let v be a vector field withFl1(v) = ϕ2 ◦ (ϕ1)−1 and‖v‖L1 < 2ε. Denote its flow by

ψ(t) = Flt(v). Then

dists(Id, ψ(t)) ≤ dists(Id, ϕ1) + dists(ϕ1, ψ(t)) < 3ε ,

and thusψ(t) ∈ Os(VI ,WI). Definevi(t) = Tηi ◦ v(t) ◦ η
−1
i andψi(t) = ηi ◦ ψ(t) ◦ η

−1
i .

Thenvi(t) ∈ X
s(Wi) and the following equality holds

(
ϕ2 ◦ (ϕ1)−1

)
i
(x)− x =

∫ 1

0

vi(t, ψi(t, x)) dt for x ∈ Vi . (5.4)

Becauseϕ1, (ϕ1)−1, ϕ2 ◦ (ϕ1)−1 ∈ Os(VI ,WI) we have

(
ϕ2 ◦ (ϕ1)−1

)
i
(x) = ϕ2

i ◦ (ϕ
1
i )(x) for x ∈ Vi , (5.5)

and sinceϕ1 ∈ Os(UI ,VI), equality (5.4) together with (5.5) implies

ϕ2
i (x)− ϕ1

i (x) =

∫ 1

0

vi(t) ◦ ψi(t) ◦ ϕ
1
i (x) dt for x ∈ Ui . (5.6)

Note that the domain, where the equality holds, has shrunk from Vi to Ui. This is the

reason for introducing the intermediate coverVI .

Sincedists(Id, ϕ1) < ε, we can writeϕ1 = Fl1(u
1) for a vector fieldu1 with ‖u1‖L1 <

ε. Setϕ(t) = Flt(u
1). Introduce the coordinate expressionsu1i = Tηi ◦ u

1 ◦ η−1
i , extend

them toũ1i = EWi
u1i and denote their flows bỹϕi(t) = Flt(ũi). Sincedists(Id, ϕ(t)) < ε,

it follows thatϕ(t) ∈ Os(UI ,VI) and thusϕi(t, x) = ϕ̃i(t, x) for x ∈ Ui; in particular

ϕ1
i = ϕ̃i(1) onUi.

Similarly we define the extensioñvi = EWi
vi and its flowψ̃i(t) = Flt(ṽi) and by the

same argument we obtainψi(t, x) = ψ̃i(t, x) for all t andx ∈ Vi. The advantage is, that

ϕ̃i(1) andψ̃i(t) are defined on all ofRd and are elements ofDs(Rd). Thus (5.6) can be

written as

ϕ2(x)− ϕ1
i (x) =

∫ 1

0

ṽi(t) ◦ ψ̃i(t) ◦ ϕ̃i(1)(x) dt for x ∈ Ui ,
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and we can estimate

‖ϕ2
i − ϕ1

i ‖Hs(Ui) ≤

∫ 1

0

∥∥∥ṽi(t) ◦ ψ̃i(t) ◦ ϕ̃i(1)
∥∥∥
Hs(Rd)

dt ≤

≤ C1

∫ 1

0

‖ṽi(t)‖Hs(Rd) dt ≤ C2‖v‖L1([0,1],Xs(M)) . (5.7)

The constantC1 appears from invoking Lem. 3.5, since both̃ϕi and ψ̃i are generated

by vector fields with boundedL1-norms. Sincev was taken to be any vector field with

Fl1(v) = ϕ2 ◦ (ϕ1)−1, we can take the infimum overv in (5.7) to obtain

‖ϕ1
i − ϕ2

i ‖Hs(Ui) ≤ C2 dist
s(ϕ1, ϕ2) ,

from which the statement of the lemma easily follows.

6 Riemannian metrics onDs(M)

6.1 Strong metrics

Let (M, g) beRd with the Euclidean metric or a closedd-dimensional Riemannian man-

ifold and s > d/2 + 1. On the diffeomorphism groupDs(M) we put a right-invariant

Sobolev metricGs of orders, defined at the identity by

〈u, v〉Hs =

∫

M

g(u, Lv) dµ , (6.1)

for u, v ∈ X
s(M), whereL ∈ OPS2s

1,0 is a positive, self-adjoint, elliptic operator of order

2s. By right-invariance the metric is given by

Gs
ϕ(Xϕ, Yϕ) = 〈Xϕ ◦ ϕ

−1, Yϕ ◦ ϕ
−1〉Hs , (6.2)

for Xϕ, Yϕ ∈ TϕD
s(M). SinceDs(M) is a topological group, the metricGs is a continu-

ous Riemannian metric.

Whens = n is an integer and the operator is

L = (Id+∆n) orL = (Id+∆)n ,

where∆u = (δdu♭ + dδu♭)♯ is the positive definite Hodge Laplacian or some other com-

bination of intrinsically defined differential operators with smooth coefficient functions,

then one can show that the metricGn is in fact smooth onDn(M). Since the inner prod-

uctsGn generate the topology of the tangent spaces, this makes(Dn(M), Gn) into a

strong Riemannian manifold; see [EM70] and [MP10] for details and [Lan99] for infinite-

dimensional Riemannian geometry for strong metrics.
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The existence of strong metrics is somewhat surprising, since there is a result by Omori

[Omo78] stating that there exist no infinite-dimensional Banach Lie groups acting effec-

tively, transitively and smoothly on a compacts manifold.Ds(M) acts effectively, tran-

sitively and smoothly onM . While Ds(M) is not a Lie group, but only a topological

group with a smooth right-multiplication, the definition (6.2) of the metric uses the inver-

sion, which is only a continuous operation. As it turns out one can have a smooth, strong,

right-invariant Riemannian metric on a topological group,that is not a Lie group.

Remark 6.2. Most results in this paper – in particular the existence and continuity of flow

maps and estimates on the composition – depend only on the topology of the Sobolev

spaces and are robust with respect to changes to equivalent inner products. The smooth-

ness of the metric does not fall into this category. Assume〈·, ·〉1 and〈·, ·〉2 are two equiv-

alent inner products onXs(M) and denote byG1 andG2 the induced right-invariant Rie-

mannian metrics onDs(M). Then the smoothness ofG1 does not imply anything about

the smoothness ofG2. To see this, factorize the map(ϕ,X, Y ) 7→ Gϕ(X, Y ) into

TDs ×Ds TDs → X
s × X

s → R

(ϕ,X, Y ) 7→ (X ◦ ϕ−1, Y ◦ ϕ−1) 7→ 〈X ◦ ϕ−1, Y ◦ ϕ−1〉
.

Changing the inner product corresponds to changing the right part of the diagram. How-

ever the left part of the diagram is not smooth by itself, i.e., the map(ϕ,X) 7→ X ◦ ϕ−1

is only continuous. The smoothness of the Riemannian metricis thus a property of the

composition.

Open Question.What class of inner products onXs(M) induces smooth right-invariant

Riemannian metrics onDs(M)? Does this hold for alls > d/2 + 1, non-integer, and all

metrics of the form (6.1)?

6.3 Geodesic distance

Given a right-invariant Sobolev metricGs, the induced geodesic distance is

dists(ϕ, ψ) = inf {L(η) : η(0) = ϕ, η(1) = ψ} ,

with the length functional

L(η) =

∫ 1

0

√
Gη(t) (∂tη(t), ∂tη(t)) dt ,

and the infimum is taken over all piecewise smooth paths. Due to right-invariance we have

L(η) = ‖∂tη ◦ η
−1‖L1([0,1],Xs(M)) ,
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whereXs(M) is equipped with the inner product〈·, ·〉Hs. Since piecewise smooth paths

are dense inL1 one can also compute the distance via

dists(ϕ, ψ) = inf
{
‖u‖L1([0,1],Xs(M)) : ψ = Fl1(u) ◦ ϕ

}
.

It was shown in Thms. 4.4 and 5.8 that the flow-map is well-defined. To define the

geodesic distance a continuous Riemannian metric is sufficient and thus the following

results hold fors > d/2 + 1.

6.4 Uniform equivalence of inner products

Since the open geodesic ball aroundId of radiusr coincides with the set
{
Fl1(u) : ‖u‖L1([0,1],Xs(M)) < r

}
= {ϕ : dists(Id, ϕ) < r} ,

we can reformulate Lem. 3.5 and Lem. 5.11 as follows.

Corollary 6.5. Let s > d/2 + 1 and0 ≤ s′ ≤ s. Givenr > 0 there exists a constantC,

such that the inequality

‖v ◦ ϕ‖Hs′ ≤ C‖v‖Hs′ ,

holds for allϕ ∈ Ds(M) with dists(Id, ϕ) < r and allv ∈ Hs′(M) or v ∈ X
s′(M).

Sincedists(Id, ϕ) = dists(Id, ϕ−1), we have for some constantC on every geodesic

ball the inequalities

C−1‖v‖Hs ≤ ‖v ◦ ϕ−1‖Hs ≤ C‖v‖Hs ,

stating that the inner products induced byGs(·, ·) is equivalent to the inner product〈·, ·〉Hs

on every geodesic ball with a constant that depends only on the radius of the ball.

This result enables us to prove that onR
d theXs(Rd)-norm is Lipschitz with respect

to the geodesic distance on any bounded metric ball. We will use this lemma to show that

the geodesic distance is a complete metric.

Lemma 6.6. Let s > d/2 + 1. Givenr > 0, there exists a constantC, such that the

inequality

‖ϕ1 − ϕ2‖Hs ≤ C dists(ϕ1, ϕ2) ,

holds for allϕ1, ϕ2 ∈ Ds(Rd) with dists(Id, ϕi) < r.

Proof. We have

dists(ϕ1, ϕ2) ≤ dists(ϕ1, Id) + dists(Id, ϕ2) < 2r .

Let u be a vector field withϕ2 = Fl1(u) ◦ ϕ1 and ‖u‖L1 < 2r. Denote its flow by

ψ(t) = Flt(u). Then

dists(Id, ψ(t)) ≤ dists(Id, ϕ1) + dists(ϕ1, ψ(t)) < 3r ,
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and thus using Cor. 6.5 there exists a constantC, allowing us to estimate

‖ϕ1 − ϕ2‖Hs ≤

∫ 1

0

‖u(t) ◦ ψ(t) ◦ ϕ1‖Hs dt ≤ C

∫ 1

0

‖u(t)‖Hs dt .

By taking the infimum over all vector fields we obtain the result.

On an arbitrary compact manifoldM we can show only a local version of Lem. 6.6,

which we did in Lem. 5.12. This local version will however be enough to show metric

completeness.

7 Completeness of diffeomorphism groups

In this section we will combine the results on flows ofL1-vector fields and estimates

on the geodesic distance, to show thatDs(M) with a Sobolev-metricGs of orders is a

complete Riemannian manifold in all the senses of the theorem of Hopf–Rinow.

The completeness results are valid for the class of metrics satisfying the following

hypothesis:

Let M be R
d or a closed manifold and let〈·, ·〉Hs be an inner

product onXs(M), such that the induced right-invariant metric

Gs
ϕ(Xϕ, Yϕ) = 〈Xϕ ◦ ϕ

−1, Yϕ ◦ ϕ
−1〉Hs ,

onDs(M) is smooth, thus making(Ds(M), Gs) into a strong Rie-
mannian manifold.

(H)

As discussed in Sect. 6, this hypothesis is satisfied for a large class of Sobolev metrics

of integer order.

First we show the existence of minimizing geodesics betweenany two diffeomor-

phisms in the same connected component. This extends Thm. 9.1 in [MP10], where exis-

tence of minimizing geodesics was shown only for an open and dense subset.

This existence result is shown using the direct method of thecalculus of variations.

Namely, the variational problem we consider consists of theminimization of an energy

which is, under a change of variables, a weakly lower semi-continuous functional on a

weakly closed constraint set. The change of variables is simply given by the vector field

associated with the path and in the next lemma, we also prove that the constraint set is

weakly closed.

Lemma 7.1. Letψ0, ψ1 ∈ Ds(M) be two diffeomorphisms and define

Ωψ0H
1 = {ϕ : ϕ(0) = ψ0, } ⊆ H1([0, 1],Ds(M))

as well as

Ωψ0,ψ1H
1 = {ϕ : ϕ(0) = ψ0, ϕ(1) = ψ1} ⊆ Ωψ0H

1
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which are submanifolds of the manifoldH1([0, 1],Ds(M)) of H1-curves with values in

Ds(M). The map

Θ : Ωψ0H
1 → L2([0, 1],Xs(M)) , ϕ 7→

(
t 7→ ∂tϕ(t) ◦ ϕ(t)

−1
)

is a homeomorphism for the strong topologies and the setΘ(Ωψ0,ψ1H
1) is closed with

respect to the weak topology onL2([0, 1],Xs(M)).

Proof. The definition ofΘ is a direct consequence of Lem. 2.2. The inverse ofΘ is given

by the flow with initial conditionϕ(0) = ψ0, Θ−1(u) = (t 7→ Flt(u) ◦ ψ0). The flow

belongs toH1([0, 1],Ds(M)) by Thm. 4.4 forM = R
d and by Thm. 5.8 forM a closed

manifold.

We now prove the second part of the lemma in the caseM = R
d. Consider a sequence

un ∈ L2([0, 1], Hs(Rd,Rd)), converging weakly tou. Denote byϕn andϕ the respective

flows. We will show thatϕn(t, x) → ϕ(t, x) pointwise inx and uniformly int. Because

s > d/2 + 1, we have the continuous embeddingHs(Rd,Rd) →֒ C1
b (R

d,Rd), whereC1
b

denotes the space ofC1-functions with bounded derivatives, and we letC > 0 be such

that‖u‖C1
b
≤ C‖u‖Hs holds for allu ∈ Hs.

Take(t, x) ∈ [0, 1]× R
d. Then

|ϕn(t, x)− ϕ(t, x)| ≤

∣∣∣∣
∫ t

0

un(τ, ϕn(τ, x))− u(τ, ϕ(τ, x)) dτ

∣∣∣∣

≤

∫ t

0

|un(τ, ϕn(τ, x))− un(τ, ϕ(τ, x)| dτ +

∣∣∣∣
∫ t

0

un(τ, ϕ(τ, x))− u(τ, ϕ(τ, x) dτ

∣∣∣∣ .
(7.1)

For the first term we have
∫ t

0

|un(τ, ϕn(τ, x))− un(τ, ϕ(τ, x)| ds ≤

∫ t

0

‖un(τ)‖C1
b
|ϕn(τ, x)− ϕ(τ, x)| dτ

≤

∫ t

0

C‖un(τ)‖Hs |ϕn(τ, x)− ϕ(τ, x)| dτ .

The second term can be written as|〈mt,x, u
n − u〉|, where

〈mt,x, v〉 =

∫ t

0

v(τ, ϕ(τ, x)) dτ ,

which is a linear mapmt,x : L
2([0, 1], Hs) → R

d. Fix x ∈ R
d and consider the functions

mn : [0, 1] → R
d , t 7→ 〈mt,x, u

n〉

They converge pointwisemn(t) = 〈mt,x, u
n〉 → 〈mt,x, u〉 = m(t) for eacht ∈ [0, 1].

Becauseun ⇀ u weakly, the sequence(un)n∈N is bounded inL2([0, 1], Hs) and hence

the following estimates show that the sequence(mn)n∈N is equicontinuous:

|〈mt,x −mr,x, u
n〉| ≤

∣∣∣∣
∫ t

r

un(τ, ϕ(τ, x)) dτ

∣∣∣∣ ≤ C
√

|t− r|‖un‖L2([0,1],Hs) .
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By Arzela-Ascoli it follows, that〈mt,x, u
n〉 → 〈mt,x, u〉 uniformly in t.

Going back to (7.1), we defineA(t) = |ϕn(t, x)− ϕ(t, x)| and we have the estimate

A(t) ≤

∫ t

0

C‖un(τ)‖HsA(τ) dτ + |〈mt,x, u
n − u〉| .

Gronwall’s inequality then leads to

|ϕn(t, x)− ϕ(t, x)| ≤ |〈mt,x, u
n − u〉|+

+ C

∫ t

0

|〈mτ,x, u
n − u〉| ‖un(τ)‖Hs exp

(
C‖un‖L1([0,1],Hs)

)
dτ .

The uniform convergence of〈mτ,x, u
n−u〉 → 0 shows thatϕn(t, x) → ϕ(t, x) pointwise

in x and uniformly int.

Now consider a sequence of paths inϕn ∈ Ωψ0,ψ1H
1 such thatun = Θ(ϕn) converges

weakly tou = Θ(ϕ). We have to show thatϕ(1) = ψ1. We haveϕn(1) = ψ1 for all

n ∈ N and using the pointwise convergence of the flow established above, alsoϕ(1, x) =

limn→∞ ϕn(1, x) = limn→∞ ψ1(x) = ψ1(x). This concludes the proof forM = R
d.

WhenM is a compact manifold the result follows by reduction toR
d and the use of a

fine cover.

Theorem 7.2.Let(Ds(M), Gs) satisfy hypothesis(H). Then any two elements ofDs(M)0

can be joined by a minimizing geodesic.

Proof. Let ψ0, ψ1 ∈ Ds(M)0 be two diffeomorphisms. Our aim is to minimize

E(ϕ) =

∫ 1

0

Gϕ(t) (∂tϕ(t), ∂tϕ(t)) dt , (7.2)

onΩψ0,ψ1H
1. We have,

E(ϕ) =

∫ 1

0

‖Θ(ϕ)‖2Hs dt = ‖Θ(ϕ)‖2L2([0,1],Xs) .

Consider a minimizing sequenceϕn ∈ Ωψ0,ψ1H
1, thusΘ(ϕn) ∈ L2([0, 1],Xs) is bounded

and after extraction of a subsequence, we can assume thatΘ(ϕn) weakly converges to

Θ(ϕ∗). Lemma 7.1 ensures thatϕ∗ ∈ Ωψ0,ψ1H
1. Because the norm onL2([0, 1],Xs) is

sequentially weakly lower semi-continuous, we haveE(ϕ∗) ≤ lim inf E(ϕn). Thusϕ∗ is

a minimizer ofE .

To show regularity of minimizers, we considerE given by (7.2) as a functional on the

spaceH1([0, 1],Ds(M)). This functional is differentiable and the derivative is given by

DE(ϕ).h =

∫ 1

0

Gϕ(t)(∂tϕ(t),∇∂tϕ(t)h(t)) dt ,



On Completeness of Groups of Diffeomorphisms 33

with ∇ denoting the covariant derivative of the metricG [Kli95, Thm. 2.3.20]. The mini-

mizerϕ∗ constructed above is thus a critical point ofE . By standard bootstrap methods it

follows that critical points are smooth in time and thus solutions of the geodesic equation,

e.g., it is shown in [Kli95, Lem. 2.4.3] that critical pointsof E , restricted to paths with

fixed endpoints, are geodesics on the underlying manifold.4

Remark 7.3. Let M and (Ds(M), Gs) satisfy the assumptions of Thm. 7.2. The same

proof can be used to show the existence of minimizing geodesics for subgroups of the

diffeomorphism group: the groupDs
µ(M) of diffeomorphisms preserving a volume formµ

or the groupDs
ω(M) of diffeomorphisms preserving a symplectic formω. In fact the proof

can be generalized to any closed, connected subgroupC, that is also a Hilbert submanifold

of Ds(M) sinceTIdC is a closed Hilbert subspace ofX
s. ThenL2([0, 1], TIdC) is a closed

subspace ofL2([0, 1],Xs) and thus weakly closed. Therefore, the limit found in the proof

will satisfy the boundary conditions and will also belong toC.

Next we show that the the group of diffeomorphisms with the induced geodesic dis-

tance is a complete metric space. There is a related result byTrouvé – see [You10, Thm.

8.15] – which shows metric completeness for the groups of diffeomorphismsGH, gener-

ated by an admissible space of vector fieldsH; see Sect. 8 for details. Since we obtain

Ds(Rd)0 = GHs(Rd,Rd) in Thm. 8.3, this provides another proof of metric completeness of

Ds(Rd)0.

Theorem 7.4. Let (Ds(M), Gs) satisfy hypothesis(H). Then(Ds(M)0, dist
s) is a com-

plete metric space.

Proof. Case:M = R
d. Consider first the caseM = R

d. Let ε > 0 be such that

Id+Bε(0) ⊂ Ds(Rd), whereBε(0) is theε-ball in Hs(Rd,Rd). By Cor. 6.5 there ex-

ists a constantC, such that the inequality

‖ϕ− ψ‖Hs ≤ C dists(ϕ, ψ) (7.3)

holds on the metricε-ball aroundId in Ds(Rd).

Let (ϕn)n∈N be a Cauchy sequence inDs(Rd)0. We can assume without loss of gen-

erality thatdists(ϕn, ϕm) < 1
2
ε/C holds for alln,m ∈ N and since the distance is right-

invariant we can also assume thatϕ1 = Id. Then (7.3) shows, that(Id−ϕn)n∈N is a

Cauchy sequence inHs(Rd,Rd). Denote the limit byId−ϕ∗. From

‖ Id−ϕ∗‖Hs = ‖ϕ1 − ϕ∗‖Hs ≤ C lim sup
n→∞

dists(ϕ1, ϕn) ≤ 1
2
ε

4In [Kli95] the space of paths,H1([0, 1],M), is constructed only for finite-dimensional manifoldsM .
However the results, that are necessary for us, remain validwith the same proofs, whenM is a strong
Riemannian manifold modelled on a separable Hilbert space.The important part is that[0, 1] is finite di-
mensional and compact.
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it follows thatϕ∗ ∈ Ds(Rd) and since the manifold topology coincides with the metric

topology, we also havedists(ϕn, ϕ∗) → 0. ThusDs(Rd)0 is complete.

Case:M a closed manifold.The proof for a compact manifold proceeds in essentially

the same way, the added complication is, that one has to work in a coordinate chart around

the identity. Choose a fine cover(UI ,VI , Id) of M with respect toId such thatηi = χi|Ui
.

There existsε1 > 0, such that ifdists(Id, ϕ) < ε1, thenϕ ∈ Os = Os(UI ,VI). For

h ∈ Os ⊆ Hs(M,M) we define

hi = ηi ◦ h ◦ η
−1
i , hi ∈ Ds(Ui,R

d) .

and by Lem. 5.12 there exists a constantC, such that the inequality

‖ϕi − ψi‖Hs(Ui) ≤ C dists(ϕ, ψ) (7.4)

is valid for alli ∈ I and allϕ, ψ ∈ Ds(M) in the geodesicε1-ball aroundId. Furthermore,

sinceDs(M) is open inHs(M,M), there exists anε2 > 0, such that

h ∈ Os and‖ Id−hi‖Hs(Ui) < ε2, ∀i ∈ I ⇒ h ∈ Ds(M) . (7.5)

Given these preparations, let(ϕn)n∈N be a Cauchy sequence inDs(M)0. We can as-

sume w.l.o.g. thatdists(ϕn, ϕm) < min(ε1,
1
2
ε2/C) for all n,m ∈ N and because the

distance is right-invariant also thatϕ1 = Id. It then follows from (7.4), that for alli ∈ I,

the sequences(ϕni )n∈N are Cauchy sequences inHs(Ui,R
d). Denote their limits byϕ∗

i .

WheneverUi ∩ Uj 6= ∅, we have the compatibility conditions

η−1
i ◦ ϕni ◦ ηi = η−1

j ◦ ϕnj ◦ ηj onUi ∩ Uj ,

and since convergence inHs(Ui,R
d) implies pointwise convergence, the compatibility

conditions also hold for the limitϕ∗
i . Thus we can define a functionϕ∗ onM viaϕ∗|Ui

=

η−1
i ◦ ϕ∗

i ◦ ηi andϕn → ϕ∗ in Hs(M,M). We also have

‖ Id−ϕni ‖Hs(Ui) ≤ C dists(Id, ϕn) ≤ 1
2
ε2 ,

and so using (7.5), we see after passing to the limit thatϕ∗ ∈ Ds(M). As the manifold

topology onDs(M)0 coincides with the metric topology, it follows thatdists(ϕn, ϕ∗) → 0

and henceDs(M)0 is a complete metric space.

Remark 7.5. Let M and(Ds(M), Gs) satisfy the assumptions of Thm. 7.4. Consider a

closed, connected subgroupC and denote bydistsC the geodesic distance of the subman-

ifold (C, Gs). Then(C, distsC) is a complete metric space as well. This follows from the

closedess ofC and the inequalitydists(ϕ, ψ) ≤ distsC(ϕ, ψ) ,which holds for allϕ, ψ ∈ C.

Similar to Rem. 7.3 this applies in particular to the groupsDs
µ(M) andDs

ω(M) of

diffeomorphisms preserving a given volume form or symplectic structure.
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We can now collect the various completeness properties diffeomorphism groups en-

dowed with strong smooth Sobolev-type Riemannian metrics.

Corollary 7.6. Let (Ds(M), Gs) satisfy hypothesis(H). Then

1. (Ds(M), Gs) is geodesically complete.

2. (Ds(M)0, dist
s) is a complete metric space.

3. Any two elements ofDs(M)0 can be joined by a minimizing geodesic.

Proof. Geodesic completeness follows from metric completeness; see [Lan99]. It is also

shown in [GBR15, Lem. 5.2], that every strong right-invariant metric on a manifold, that

is a topological group with a smooth right-multiplication,is geodesically complete.

Metric completeness is shown in Thm. 7.4 and the existence ofminimizing geodesics

in Thm. 7.2. For the statements about subgroups see Rems. 7.3and 7.5.

Following Rem. 7.3 and Rem. 7.5 the methods of proof can also be applied to the

subgroupsDs
µ(M) andDs

ω(M) of diffeomorphisms preserving a volume formµ or a

symplectic structureω.

8 Applications to diffeomorphic image matching

8.1 The group generated by an admissible vector space

Let (H, 〈·, ·〉H) be a Hilbert space of vector fields, such that the norm onH is stronger

than the uniformC1-norm, i.e.,H →֒ C1
b (R

d,Rd). We call such anH anadmissible vector

space. This embedding implies that pointwise evaluations are continuousRd-valued forms

on H: for x ∈ R
d, evx : f ∈ H 7→ f(x) ∈ R

d is continuous andevvx(f) := 〈f(x), v〉

is a linear form onH; herev ∈ R
d and〈·, ·〉 denotes the Euclidean scalar product onR

d.

Such a space is called areproducing kernel Hilbert spaceand is completely defined by its

kernel. This kernel is defined as follows: denotingK : H∗ → H the Riesz isomorphism

betweenH∗ (the dual ofH) andH, the reproducing kernel ofH evaluated at points

x, y ∈ R
d, denoted byk(x, y) ∈ L(Rd,Rd), is defined byk(x, y)v = evy(K evvx).

Given a time-dependent vector fieldu ∈ L1([0, 1],H), it admits a flow, i.e., there exists

a curveϕ ∈ C([0, 1],Diff1
+(R

d)) solving

∂tϕ(t) = u(t) ◦ ϕ(t) , ϕ(0) = Id , (8.1)

for t ∈ [0, 1] almost everywhere.

We define the groupGH consisting of all flows that can be generated byH-valued

vector fields,

GH =
{
ϕ(1) : ϕ(t) is the solution of (8.1) withu ∈ L1([0, 1],H)

}
.
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ThenGH ⊆ Diff1
+(R

d) and one can show thatGH is a group. We can define a distance on

GH via

distH(ϕ, ψ) = inf

{∫ 1

0

‖u(t)‖H dt : u ∈ L1([0, 1],H), ψ = Fl1(u) ◦ ψ

}
. (8.2)

Then(GH, dist
H) is a complete metric space and the infimum in (8.2) is always attained;

furthermore there always exist minima with‖u(t)‖H constant int. See [You10, Sect. 8]

for details and full proofs.

The spaceH, wherek is the Gaussian kernel

k(x, y) = exp
(
− |x−y|2

σ2

)
Idd×d ,

or a sum of Gaussian kernels is widely used for diffeomorphicimage matching. For nu-

merical reasons, the kernel associated with Sobolev spacesis used less.

Note that from an analytic point of view the class of admissible vector spaces is rather

large. It contains finite-dimensional vector spaces as wellas spaces on real-analytic vec-

tor fields; it makes no assumptions about the decay of the vector fields at infinity other

than that they are bounded; any closed subspace of an admissible vector space is itself

admissible. Therefore there are limits as to how far a general theory can be developed:

GH does not need to have a differentiable structure;GH with the topology induced by the

metricdistH does not need to be a topological group; there is no known natural topology

onGH making it a topological group.

8.2 Equivalence of groups

The situation is more promising, ifH is a Sobolev space. In this case we can use Thm. 4.4

to characterize the group generated byH: the groupGHs coincides with the connected

component of the identity of the group of Sobolev diffeomorphisms.

Theorem 8.3.Let s > d/2 + 1. Then

GHs(Rd,Rd) = Ds(Rd)0 .

Proof. Let U be a convex neighborhood aroundId in Ds(Rd). Then everyψ ∈ U can

be reached fromId via the smooth pathϕ(t) = (1 − t) Id+tψ. Sinceϕ(t) is the flow of

the associated vector fieldu(t) = ∂tϕ(t) ◦ ϕ(t)
−1 andu ∈ C([0, 1], Hs), it follows that

ψ ∈ GHs . ThusU ⊆ GHs and sinceGHs is a group, the same holds also for the whole

connected component containingU . This shows the inclusionDs(Rd)0 ⊆ GH.

For the inclusionGHs ⊆ Ds(Rd) we have to show that given a vector fieldu ∈

L1([0, 1], Hs(Rd,Rd)) the flow defined by (8.1) is a curve not only onDiff1
+(R

d), but

also inDs(Rd). This is the content of Thm. 4.4.



On Completeness of Groups of Diffeomorphisms 37

So whenH = Hs is a Sobolev space, then the groupGHs is a smooth Hilbert mani-

fold as well as a topological group. If additionally the right-invariant metric induced by

the inner product onHs is smooth, then the distance defined in (8.2) coincides with the

geodesic distance. In particular paths of minimal length are smooth in time.

Open Question. WhenH is a Sobolev space and the induced right-invariant metric is

smooth onDs(Rs), the corresponding geodesic equation is called the EPDiff equation. In

order to write the geodesic equation, one only needs the kernel k(·, ·) and it would be of

interest to study its solutions for those kernels, where theinduced groups don’t carry a

smooth structure.

8.4 Karcher means of images

Diffeomorphic image matching solves the minimization problem [BMT+05]

J (ϕ) =
1

2
dists(Id, ϕ)2 + S(I ◦ ϕ−1, J) , (8.3)

whereI, J ∈ F(Rd,R) are respectively the source image and the target image. The term

S measures the similarity between the deformed imageI ◦ϕ−1 andJ . Its simplest form is

theL2 distance between the two functions. Therefore, optimal paths are geodesics onGH.

At a formal level, the situation can be understood as follows: The compositionI ◦ ϕ−1

is a left action of the group of diffeomorphismsGH on the space of images. The strong

Riemannian structure on the group of diffeomorphismsDs(Rd) and its completeness en-

able the application of results showed using proximal calculus on Riemannian manifolds

[AF05].

Proposition 8.5. Let I ∈ L1(Rd,R) be an image andOI its orbit under the action of

Ds(Rd). There exists a dense setD ⊂ On
I such that if(I1, . . . , In) ∈ D, then there exists

a unique minimizer inOI of
n∑

k=1

d(J, Ik)
2 , (8.4)

whered is the induced distance on the orbitOI defined by

d(I, J) = inf
ϕ∈Ds(Rd)

{
dists(Id, ϕ) | I ◦ ϕ−1 = J

}
.

In other words, the Karcher mean of a set of images inD is unique.

Proof. Since the action ofDs(Rd) onL1(Rd,R) is continuous, the isotropy subgroup of

I denotedDI is a closed subset ofDs(Rd). Since each imageIk lies in the orbitOI , there

existϕk ∈ Ds(Rd), such thatIk = I ◦ ϕ−1
k . Define

C = ϕ1 ◦ DI × . . .× ϕk ◦ DI
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Clearly, the setC ⊂ Ds(Rd)n is closed and nonempty. Note that the product distance

dists,n onDs(Rd)n derives from a smooth Riemannian metric with the property that any

two points can be joined by a minimizing geodesic. Using [AF05, Thm. 3.5], there exists

a dense subsetD′ ⊂ Ds(Rd)n such thatΦ ∈ Ds(Rd) 7→ dists,n(Φ, C) is differentiable at

the pointsΦ ∈ D′ and there exists a unique minimizing geodesic betweenΦ andC. We

have

dists,n(Φ, C)2 = inf
ϕ∈Ds(Rd)

n∑

k=1

dists(ϕk, ϕDI)
2 = inf

ϕ∈Ds(Rd)

n∑

k=1

dists(ϕkDI , ϕDI)
2

= inf
ϕ∈Ds(Rd)

n∑

k=1

d(I ◦ ϕ−1
k , I ◦ ϕ−1)2 . (8.5)

Therefore, the image ofD′ by action onI gives the subsetD dense inOn
I .

This is a weak generalization of Ekeland’s result [Eke78] ongeneric uniqueness of

geodesics.

A Carathéodory Differential Equations

Let I be an interval,X a Banach space andU ⊆ X an open subset ofX. If f : I×U → X

is continuous and satisfies the Lipschitz condition

‖f(t, x)− f(t, y)‖X ≤ L‖x− y‖X

for all t ∈ I andx, y ∈ U , then the ODE

∂tx(t) = f(t, x(t))

x(t0) = x0 ,

with t0 ∈ I andx0 ∈ U has a unique solution on some small interval[t0 − δ, t0 + δ]. This

result is a straight-forward generalisation from ODEs inR
d and can be found in several

books. See, e.g. [Mar76] or [Dei77].

To apply techniques from variational calculus it is convenient to work with vector

fieldsu ∈ L2([0, 1],H) whereH is a Hilbert space ofC1
b -vector fields onRd. The flow

equation of these vector fields,

∂tϕ(t) = u(t) ◦ ϕ(t) ,

leads to differential equations, whose right hand side is not continuous int any more,

but only measurable. Such ODEs are called differential equations ofCarath́eodory type.

Since Carathéodory differential equations might be unfamiliar to some readers, we will

state here the results, that are used in this article. Following the exposition of [AW96] we

define:
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Definition A.1. Let I be a nonempty interval,X a Banach space andU ⊆ X an open

subset. A mappingf : I×U → X is said to have theCarath́eodory propertyif it satisfies

the following two conditions:

1. For everyt ∈ I the mappingf(t, ·) : U → X is continuous.

2. For everyx ∈ U the mappingf(·, x) : I → X is strongly measurable (with

respect to the Borelσ-algebras), i.e.,f(·, x) is measurable and the imagef(I, x)

is separable.

We have the following basic existence result for Carathéodory type differential equa-

tions.

Theorem A.2. Given an intervalI = [a, b] and a Banach spaceX, let U ⊆ X be an

open subset andf : I × U → X have the Carath́eodory property. Givenx0 ∈ U let ε be

such thatBε(x0) = {x : |x− x0| < ε} ⊆ U . Furthermore letm, ℓ : I → R>0 be locally

integrable functions such that the two estimates

‖f(t, x1)− f(t, x2)‖X ≤ ℓ(t) ‖x1 − x2‖X

‖f(t, x)‖X ≤ m(t)

are valid for almost allt ∈ I and for allx, x1, x2 ∈ Bε(x0). Finally let δ > 0 be such that

∫ a+δ

a

m(t) dt < ε . (A.1)

Then the differential equation

∂tx(t) = f(t, x(t))

has a unique solutionλ : [a, a + δ] → Bε(x0) satisfying the initial conditionλ(a) = x0,

i.e.

λ(t) = x0 +

∫ t

a

f(τ, λ(τ)) dτ

holds for allt ∈ [a, a+ δ]. The functionλ is absolutely continuous.

Proof. This is essentially [AW96, Thm. 2.4]. The condition (A.1) istaken from [Fil88,

Thm. 1.1.1] to ensure that the mapping

T (µ)(t) := x0 +

∫ t

a

f(τ, µ(τ)) dτ

maps continuous functionsµ : [a, a + δ) → Bε(x0) to continuous functions with values

in Bε(x0). The rest of the proof in [AW96] can be used without change.

For linear equations it is enough that the right hand side be integrable. See [AW96, p.

55f].
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Theorem A.3. Given an intervalI = [a, b], a Banach spaceX and an elementx0 ∈ X,

letA : I → L(X) andb : I → X be Bochner integrable functions, i.e. both functions are

strongly measurable and the real-valued functions‖A(·)‖L(X) and‖b(·)‖X are integrable.

Then the differential equation

∂tx(t) = A(t).x(t) + b(t)

has a unique solutionλ : I → X satisfying the initial conditionλ(a) = x0.

The theory of Carathéodory type differential equations can be found in [CL55] and

[Fil88] for dimX < ∞ and in [AW96], [Dei77] or [You10] for infinite-dimensional

spaces.
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