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Fault Detection Filter Design for Networked
Multi-rate Systems with Fading Measurements and
Randomly Occurring Faults

Yong Zhang, Zidong Wang, Lei Zou and Zhenxing Liu

Abstract

In this paper, the fault detection problem is investigatedd class of networked multi-rate systems (NMSs)
with network-induced fading channels and randomly ocagrfaults. The stochastic characteristics of the fading
measurements are governed by mutually independent rantarmmel coefficients over the known interjal 1].

By applying the lifting technique, the system model for theserver-based fault detection is established. With the
aid of the stochastic analysis approach, sufficient camstiare established under which the stochastic stability
of the error dynamics for the state estimation is guarantaeti the prescribedi,, performance constraint on
the error dynamics for the fault estimation is achieved.dBlasn the established conditions, the addressed fault
detection problem of NMSs is recast as a convex optimizaiimnthat can be solved via the semi-definite program
method, and the explicit expression of the desired fauleat&tn filter is derived by means of the feasibility of
certain matrix inequalities. The main results are spemdlito the networked single-rate systems that are a special
case of the NMSs. Finally, two simulation examples areadtdito illustrate the effectiveness of the proposed fault
detection method.

Index Terms

Networked multi-rate systems; Fading measurements; Ralydoccurring faults; Fault detection.

. INTRODUCTION

In networked control systems (NCSs) [1], [2], in additiontte well-studied communication delays
[3], [4], packet dropouts [5]-[8] and signal quantizati®@}[11], the channel fading phenomenon is often
unavoidable due mainly to the multi-path propagation, shang effects from obstacles, as well as the
path loss. Up to now, the stability and state estimation lerob for the networked systems with fading
measurements have drawn some initial research attent@jr[l7]. On the other hand, most available
literature concerning NCSs has assumed the single-ratpledfdata setting for the underlying system.
However, in practice, especially for large-scale netwdrkgstems, the elements of the control system may
be structured distributively, that is, the sensors, aotgaand controller are connected by communication
networks. For such kind of NCSs, faster A/D and D/A convarsiwould lead to better performance but
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also mean higher implementation cost. Allowing differepéads for A/D and D/A conversions results in
satisfactory trade-offs between the performance and im@ieation cost. As such, the scheme of multi-rate
sampled-data (MSD) arise naturally and has become a réstargs for many years, see [18]-[22].

In order to meet the ever-increasing demand for higher pmdace, higher safety, and reliability
standard, the fault detection problem has been an actieanmds area for several decades [23], [24].
Recently, the fault detection (FD) problem of networked tooinsystems [25]-[27], [29] has become a
rather hot topic. For example, to deal with the FD problemarfilmear networked systems, the T-S fuzzy-
model-based fault detection problem has been studied hfB8INCSs with Markov delays. In [31], an
FD framework has been proposed for a class of nonlinear N@G5s shared communication medium.
On the other hand, the FD problem of MSD systems has beentigatei in [18]-[20]. To date, the FD
problem has not been adequately examined for networked-ratdt systems (NMSs), not to mention the
cases when fading measurements and randomly occurringg fan@ simultaneously presented.

In this paper, we aim to investigate the fault detection fmwbfor a class of NMSs with fading
measurements and randomly occurring faults. Our main ibonitons can be highlighted as follows:
(1) the system model is comprehensive that covers netwonkéiirate sampled-data dynamics, fading
measurements and randomly occurring faults, thereby bedflecting the reality; (2) by using the lifting
technique, the FD problem for networked multi-rate samyglath systems is investigated that caters for
fading measurements and randomly occurring faults; andtk@) sufficient conditions are establish to
guantify the relationships between tli&, performance, the fault occurrence probability as well as th
multiple of periodh.

The rest of this paper is outlined as follows. In Section hie tmulti-rate sampled-data system with
network-induced randomly occurring faults and measurésnéading is introduced. Section Il uses
lifting technique to establish the model for the multi-rdéailt detection dynamics. In Section IV, by
employing the Lyapunov stability theory, some sufficienhditions are established in the form of matrix
inequalities, and then the fault detection gain is obtaibgdsolving a convex optimization problem.
Two illustrative examples are given in Section V to demaatstithe effectiveness of the results obtained.
Finally, conclusions are drawn in Section VI.

Notation The notation used here is fairly standard except where wikerstatedR™ andR™*™ denote,
respectively, the:-dimensional Euclidean space and the set ofnak m real matrices/y[0,c0) is the
space of square summable sequences. The notation Y (respectively,X > Y), where X andY
are real symmetric matrices, means tiat- Y is positive semi-definite (respectively, positive defipite
Prob{-} means the occurrence probability of the everiténd E{-} stands for the expectation of the
stochastic variable-” with respect to the given probability measupPeob. 0 and I denote, respectively,
the zero matrix of compatible dimensions and the identityrixaf compatible dimensions. In symmetric
block matrices or complex matrix expressions, we utilizeedsk « to represent a term that is induced
by symmetry, anddiag{---} stands for a block-diagonal matrixol{---} represents a column vector
composed of elementg.e || refers to the Euclidean norm for vectots:| is the floor function which is
the largest integer not greater thanMatrices, if not explicitly specified, are assumed to havmpatible
dimensions.
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[I. INTRODUCTION OF NETWORKED MULTFRATE SYSTEMS

Consider the following class of discrete time systems wathdomly occurring faults:

2(Tys1) = Ax(Ty) + Biw(Ty) + o(Ty) Bo f (Tk) Q)

wherez(T},) € R™ represents the state vectg(t;) € R™ is the ideal measurement(7},) € R is the
disturbance input which belongs [0, o), and f(7}) € R"/ is the fault signal to be detected, By,
By and C' are constant matrices with appropriate dimensions.

The sampling period of system (1) is denoted /b2 7., — T},. For simplicity, it is assumed that
the measurement period is integer multiples of the systémi.€¢,., — t, = bh, whereb is a positive
integer. An illustration of the multi-rate sampled-datateyns is shown in Fig. 1 whete= 3, T}, are the
updating instants for system states apdire the updating instants for system measurements.

The stochastic variable(7},) is used to govern the random behaviour of the fault occueemtich
is a Bernoulli distributed white-noise sequence takingigalon0 or 1 with the following probabilities:

Prob{a(T}) =1} =&, Prob{a(T;)=0}=1-—a.

In comparison with the wired NCSs, the wireless NCSs areeqidide to fading effect because of
multipath propagation or shadowing from obstacles affgctihe wave propagation [12], [13]. In this
paper, the actually received measurement signal with jibstec fading channels is described by

£(tr)
(te) =Y Bulte)y(t — sbh) ©)
s=0
where((t;) = min{¢, | = |} with £ being a given positive scalar denoting the number of pattis) € R
is the measurement output through fading channgls,) (s = 0,1, ..., {(tx)) are assumed to be mutually
independent channel coefficients having probability dgniinctions ¢(5s) on the interval|0, 1] with
known mathematical expectatiops and variancesgs?.

Remark 1:In a networked environment, the faults could occur in a ramdeay due to a variety of
reasons such as limited bandwidth of the communicationratlanrandom fluctuation of the network load,
unreliability of the wireless links with large distances, well as the fading measurement signals. The
network-induced fault can be modelled in (1) whose prolitghidlistribution information can be specified
a prior through statistical tests. Note that both the time-delays® @acket dropouts can be described by
this kind of fading model.

It can be seen that (1) evolves with a constant pefipthile the fading measurement dynamics (3)
is generated with a slower peridd. Accordingly, (1) and (3) is essentially a multi-rate saetptata

Fig. 1. Anillustration of the multi-rate sampled-data systwith b=3.
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(MRSD) system model. Note that it is mathematically difftdol handle the FD problem directly for such
kind of MRSD system. In the next section, we are going to cdniree resulting MRSD system into a
single-rate system for technical convenience.

I1l. M ODEL OF THE NETWORKED MULTFRATE SYSTEMS

The following assumptions are needed in the derivation efrttain results.

Assumption 1:The mutually independent channel coefficieatét;) (s =0, 1,---,/¢) are independent
of the random variable(7},) governing the fault occurrence.

Assumption 2:In this paper, for the purpose of simplicity, fer/ <i < —1, we assume that(:) =0
andcol{w(7), f(7)} = 0. Without loss of generality, we also assume that1 < b.

By applying the relation (1) recursively, one obtains a ngatem with time scale, as follows:

b—1
2(ter) = An(ty) + An@(te) + Aiaf(te) + Y a(ty +ih) A By f(ty, + ih) (4)
where -
w(ty) = col{w(te),w(ts +h), - ,w(ty + (b—1)h)},
fte) = col{f(tw), f(t+h), -, f(t+(b—1)h)},
a(ty +ih) = a(ty+ih) —a (i=0,1,2,--- ,b—1),
Ay & [A'B) AR .- AB, By,
Ay 2 [aA"'By, aA"™2By---aAB, aB).

Consider the following observer-based fault detectioeffilt
{ F(tre) = A2 () + L(g(te) — Ca(ty))
r(ty) =V (y(tr) — Ci(tr))

where z(t;) € R is the estimated state(t,) € R"" is the residual that is compatible with the fault
vector, and thel. and V' are the appropriately dimensioned fault detection filtein gaatrices to be
designedln our present work, it is intended to make the error betwéenrésidual signat(t;) and the
fault signal f(¢) as small as possible iff,, framework.

Letting e(ty) 2 x(ty) — @(ty), z(ty) 2 col{a(ty),x(ty — h),-- ,x(ty — (b — 1)h)} and B,(t)) £
Bs(tr) — Bs, the error dynamics for the fault detection filter can be i@ from (4)-(5) and Assumption
2 as follows:

(5)

( e(tk+1) :(Ab — LC)6(tk) -+ Alla(tk) -+ Algf(tk) -+ ch(tk)

4
— > Bo(tw) LOw(ty, — sbh) = > BLC(ty — sbh)
s=0

+ Y alty +ih) A" By f (1, + ih)
i=0 (6)

J4
r(ty) =VCe(ty) — VCx(ty) + Y BV Ca(ty — sbh)
s=0
V4

+ 3 Bu(te)VCa(ty, — sbh)

\ s=0
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On the other hand, with similar procedure for obtaining (¥¢, have

( Ttp — h) =A"2(t) + Ap@(ty) + As f ()
b—2
+ Y Aty +ih) A" By f (8, + ih)

=0

(7)

Tty — (b — 1)h) =Ax(ty) + Anw(ty)
+ Ao f(ty) + a(ty) Baf (ty)

7

where

>

Aoy [A"2By A"*By-- By 0]~ ,Agp_1p = [AB; By---0 0],
Ay = [By 0---0 0],Apn = [@A"?By, aA"3B,---aB, 0],---
Ap_1p £ [@ABy aBy---0 0], Ay £ [aBy 0---0 0].

Y

For convenience of later analysis, we denote

n(ty) = col{e(tr), Z(ty), Z(ty — bh), -+, Z(ty, — Lbh)}, re(tr) = r(ty) — f(tx),
T 2 col{l,0,,0}, A2 col{(1-F)LC, A" A oo A0, 0},
—_——— —_———
(t+1)b b

B 2 col{ A" By, A" By AV 2By, o ABy By, 0},

~ o N —

b /b
B2 é COl{Ab_ZBZ> Ab_2BZa Ab_gB% e 7BZ> 07 07 e 70 }7 Ty,

A ~~ J/ HH
b /b
By, £ col{By, B,,0,---,0,0,0,---,0}.
b 45}

Then, by using the lifting technique, the augmented syst=ulting from (4), (6) and (7) can be written
as

4

l
nlten) = (A4 Y0 At A nit) + Bio(t)
s=0
b—1
+(D+ Y alt + ih)D;) F(ta) ®8)
=0
)4
relte) = (C+ 0 Bu(t)C () + Bof (1)
\ s=0
where
A 2 [(A—LCYT A —BLOT —BoLCT -+ — B LCT 0 --- ()],
b
A, 2 0---0LCT 0 --- 0],
s+1 (L+1)b—s—1

B, = COI{Au,An,Am,"' 71‘_1(19—1)1,1‘_11)170,"' 70}7
b
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D = 001{/_112,/_112,/_122,'“ 7A(b—1)27/_1b2707"' 70}7
N——

b

Di £ [0+ 0 By 0--- 0]
i b—i—1
C £ [VC —(1=By)VC BVC BVC - BVC Q --- 0,
s
5 s ... 2170 ...
C: 2 0.~ 0VC 0.~ 0] B2[-1 00
s+1 (£+1)b—s—1 b—1

(s=0,1,-++,6 i=0,1,---b—1).

Remark 2: By using the lifting technique, the model (8) for NMSs is ab&d. Comparing with the fault
detection models of the MRSD system in [18]-[20], the mo@glgxhibits two distinguished features: i)
both the fading measurements and randomly occurring famétsconsidered and therefore the model (8)
is quite comprehensive to better reflect the networked enmient; ii) the introduction of the stochastic
coefficients in model (3) results in significant delays in twerall dynamics governed by (8). Note that
the communication delay issues have not been consideredB]r[R0].

Before proceeding further, we introduce the following diiftam.

Definition 1: The augmented system (8) is said to be exponentially meaarsdtable if, witho(¢,) =
0 and f(t;) = 0, there exist scalaré > 0 and ¢ € (0, 1) such that

E{||ln(te) |1} < 60*B{[|In(to)*},  Vn(to) € RO+D"
The purpose of this paper is to design the observer-baséddfstection filters such that the following
requirements are met simultaneously:
(a) the augmented system (8) is exponentially mean-sqtainées
(b) under the zero-initial condition, the errar(¢;) between the residual and the fault estimate satisfies

DB’y <22 Y (o)l + 7)) 9)

for any nonzerao(t;) or f(t;), where scalary > 0 is a given disturbance attenuation level.
For the fault detection purpose, we adopt the threshigldand the residual evaluation functiokity)
as follows:

the 2

J(te) =9 > r"(hyr(h) p . Ju= sup E{J(t)}
h—tx w(ty)Ele
0 F(tr)=0

wheret,, denotes the initial evaluation time instant afd- ¢,, denotes the evaluation time steps.
The occurrence of faults can be detected by compariftg) with J,;, according to the following test

J(tk) < Jy, =—> no fault

Remark 3:As is discussed in [23], depending on the type of the systedemunonsideration, there
exist two residual evaluation strategies, i.e. the statiststing and norm-based residual evaluation. For
the norm-based residual evaluation, the well-establigiobdst control theory can be used to compute
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the threshold, therefore, it is widely adopted. On the otmend, from the engineering viewpoint, the
determination of a threshold is to find out the tolerant lifaitdisturbances and model uncertainties under
fault-free operation conditions. There are some factoch &s the dynamics of the residual generator as
well as the bounds of the unknown inputs and model unceigainthey all significantly influence this
procedure. As a result, false alarm and missed detectiowareommon phenomenon in fault diagnosis.

IV. MAIN RESULTS

In this section, by resorting to the stochastic analysikrigpies, we shall provide th¥ ., performance
analysis result for the augmented system (8) and then plosél the subsequent fault detection filter
design stage.

Theorem 1:Let the disturbance attenuation level> 0 and the fault detection filter parametefs
andV be given. The augmented system (8) is exponentially meaarscstable while achieving thé,,
performance constraint (9) if there exists matfixsuch that the following matrix inequality holds:

R Py D1y Py3
P2 | x -1 0]<0 (11)
* * =1

where
r AT PB, ATPD +C" B,
Dy 2 |« BITPBl —~2T BlTPD ,
* * D3

L
I 2 Y BAIPA+A"PA-P, &, 2 col{C",0,0},

s=0
(i)13 = COl{éTu 070}7 éT = [Eoég Elé? U Efég]u
b—1
O35 £ Y a*D] PD;+D'PD+ By B, — 4’1
Proof: Choose the foIIovCTr(%g Lyapunov function:
V(n(ty)) =n" (t) P(ty) (12)

By calculating the difference df (n(¢x)) along the trajectory of the augmented system (8) with,) =
0 and f(t;) = 0, and taking the mathematical expectation, one has

E(AV (n(ty))) = E{n" (ter1) Pr(terr) — 0" (t) Pte) }

=E{n" (t)(A+ ) Bulti) A P(A+ Y Bi(te) As) — Pnte)}

l
=" () (ATPA— P+ 3" BATPA)n(te)
s=0

=" (te)In(ts) (13)

It follows from (11) thatl’ < 0 and, subsequently,
E(AV((tk))) < =Amin(=T)[In(t)|*
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By following the similar analysis in [5], the augmented ®yst(8) is exponentially mean-square stable.
Finally, let us consider thé/., performance of the overall estimation dynamics. For thigppse, we
introduce the following index:

T2 ELS )P = 3w P + 17619} (14)

Under the zero-initial condition, it follows from (14) that

Jo 2E{ 7 Ire(t) 2 = D22 (@) + 1 F ) 12)§
k=0 k=0

< E{ I (t0l? = U@ + 1 FEIP) + AV (n(t) | = E{V (1(tns)}

k=0

< S E{ et = A2l 12 + 17 @)1 + AV (n(te)) }

n l )4
=Y i IY PATPA, + ATPA+ Y B2CIC,
k=0 5=0 5=0

+CTC — Pln(ty) + 20" (t,) [AT PD + CT By f(t1)

+ 207 (1) AT PBy@(ty) + 207 (t,) BT PD f(t3,)
+ 7 (t) [bi &*DI PD; + D" PD + B} By — 1) f(t4)
+ @T(tk)[;gpgl — 1@t }

-y {0720 () §

k=0

S |

{07 () (@11 + @)t} (15)

0

=
i

where
O(ty) 2 col{n(te), 0(tr), f(tr)}, B{&*(tx +ih)} = (Va(l —a))* £ &°,

l
(I> é ci)ll + (i), (is é dlag{z BgégTés + CTC, 0, O} = élgé{2 + élgé{g.
s=0

By using the Schur Complement Lemma to (11), we have
D = Byy + P ®L, + By3dL, <0 (16)
that is®,, + ® < 0, therefore, we obtain the following relation from (15)
E(AV (n(t))) + E(llre(t0)1I7) =7 (lo () |2 + | Ft)I?) <0 (17)

for all nonzerow(t;) and f(t). Considering zero initial condition, the inequality (17)gles that

DO E{llre )Py <* ) (lo) I + 1))
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Letting n — oo, it follows from the aforementioned inequality that
D E{|Ire(t) 17} < * ) (el + 1 £ E)11%)
k=0 k=0

which is (9). The proof is now complete. [ |

Having established the analysis results, we are now readgdbwith the filter design problem. In the
following theorem, a sufficient condition is provided foretlexistence of the desirefd., multi-rate fault
detection filter. For technical convenience, we denote

ALy 2 col{ = LTI RO RO

AT 2 col{(AN)TP — CTLT, (1= B)CTLT, Afy, 0,0 ],
%)

AT 2 col{(Ab”"')T]%,O,---,0},flTé [fq AT AT 0 o},
(e+1)b b
xT 2 col{o,---,0,—CTET,0,---,0}, 172 [XJT 0 - 0],
N—— N—_—— N’
J+1 b—1—j b
P 2 diag{Py, P, - - 7P(Z+l)b+1}7 AT & [BOAg BL/ZHT Bejlﬂ,
BT 2 [aDP D[P oDl P|. CT 2 [ACI ACT - AT

(i=2,3,-,b+1; j=0,1,2,---,0).

Theorem 2:For the given disturbance attenuation leyet 0, the augmented system (8) is exponentially
mean-square stable while achieving the performance @nst) for any nonzerao(t;) and f(t) if
there exist matriced, V and P, > 0 (i = 1,2,---, (£ + 1)b + 1) such that the following linear matrix
inequality (LMI) holds:

- En S Zi3
22| x Zpn 0] <0 (18)
* * g
where
crocr
S dlag{ — P, =1 —721}7 En2 |0 0],
0 BI
AT 0 AT
E13 é 0 0 B{p y 522 édiag{—l7... ’_I}’
0o DT DpTp
233 £ dlag{_p’ cee _p}’

and other corresponding matrices are defined in Theoremrihdfmore, if the inequality (18) is feasible,
the desired fault detection filter gain can be determined by

L=P7'L V=V, (19)
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Proof: By using the Schur Complement Lemma, (11) is equivalent ¢oftlowing inequality:

[1]

13

20 0 <0 (20)

—_
—

—33

(11 [1]
o

* %
*

where
AT 0 ATP
- A 7. 2 2 = A T
=1 = diag{—P,—°I,—°I}, Z13= | 0 0 BP|,
0o DT DTp
Sy 2 ding{_P,--,—P}, A2 [ ATP BATP - BATP|,
b+0+2
D" 2 |aDfP aDIP - GDL,P|

In order to utilize the Matlab LMI Toolbox to design the fawdlétection filter effectively, we assume
P asP = diag{P,, Ps, - - , Pusipi1}, let L= P L andV =V, then (18) can be obtained and the fault
detection filter can be expressed as (19). The proof of tleerdm is now complete. [ ]

To sum up, the FD problem of networked multi-rate systemshmaisolved by the following steps:

1) Design the fault detection filter by using Theorem 2.

2) Employ the designed fault detection filters in 1) to prcaltice residual evaluation functiof(ty)

and appropriate threshold,,.

3) Compare the residual evaluation functig(¥;) with the threshold/,, to determine whether there

is a fault by using the test rule (10).

4) Determine the fault occurrence time according/tp < J(tk) for the first time.

As the special case of NMSs, we now deal with the fault dedadiiter design problem of networked
single-rate systems (NSSs) with network-induced fadin@sueements and randomly occurring faults.
With lifting technique, for system (1)-(3) with = 1, choosing observer-based fault detection filter as
residual generator (5), and letting

o(T,) 2 col{w(Tk), (T —h),- -, w(Tk—ﬁh)},
F(T) 2 col{ f(T), F(T—=h),--, f(Te—th)},
&(Ty) 2 col{e(Tk), 2(Ty), a(Ts —h), - , x(Tk—M)},
s _ 4 s
o(Ty) 2 #(Ty) — #(T), T col{l,o, ,0},
/+1
. .
A, = COI{(l_Bi—Q)chov'”707A707”'70}7
i—2 —i—2
A 2 col{A—Lc,o,---,o}, jlécol{f,f,o,---,o},
—— ——
/+1 /-1
‘7j é COI{Ov"' 707]707"' 70}7(2.:2737'” 7€+27 ]:2737 7€+1)7

—— =
j (41—
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we have the following augmented system:

[ () - (0 + 3 8107 (i) + 00T

( zé: (Ty — ih) 9, )f(Tk) (21)

=

’f’e(Tk) = (% —+ Z BS<T]€)(€;) é(Tk) -+ %2.]?<Tk)

where
il e e g o))
s+1 l—s
B = :7131 JoBy -+ u7z+131]7 7 [@lez aJyBy - - 5«7z+1B2]7
92 (e 0 anm o o] Aoy Ve ]
% 0—i s+1 {—s
v 2 :VC —(1—Bo)vc‘Blvc Bgvc},

N — . — .
By = Col{ 1,0, ,O}, (s, 1=0,1,---0).
l
Based on the augmented system (21), by following similamntiaie of obtaining Theorems 1-2, the
fault detection filter of NNSs can be designed by the follayorollary. To facilitate the presentation
of Corollary 1, we denote

y, & col{0,~-~,O,—CTET,O,-~-,0}, Zié[yi 0 - 0},

i+1 l—1

o, = COI{ATQ1—CTET,(l—Bo)CTET, —B1C'TET, SRR _BZCTET}7
% 2 (301{07...707,47@2707...70}7 jé[g{; oy ...%}H},
j—1 1+2—j
o 2 [E Bz - 5424 Qédiag{Ql,QQ,--- Qé+2},
2 2 [a 1@ a9Q - Q} &[5l Bl - B,
(=01, j=2,3,-- £ +2).

Corollary 1: For the given disturbance attenuation lewvel> 0, the augmented system (21) is expo-
nentially mean-square stable while achieving the perfagaaconstraint (9) for any nonzeto7}) and
F(Ty,) if there exist matrices, V and@; >0 (i = 1,2,--- , ¢+ 2) such that the following LMI holds:

\Illl \1112 \1113
v = * ‘1’22 0 <0 (22)
* * ‘1’33
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where
“T ¢ g0 o
‘1’11:(113«%{—@7—7217—72]}7 Vip=1]2%; 0|, Ys=|0 0 77Q |,
0 0 0 2 ArQ
\1122:dia’g{_17“'7_1}7\1133:dia’g{_(27“'7_Q}-

Furthermore, if the aforementioned inequality is feasilthee desired fault detection filters can be
determined by

L=Q;'L,V=V. (23)

Remark 4:In this paper, we first establish a comprehensive model thatre multi-rate sampled-data
dynamics, network-induced fading measurements and ralydocourring faults, thereby better reflecting
the reality of NCSs. In this case, sufficient conditions akeryin Theorem 1-2 which make sure that the
augmented system (8) is exponentially mean-square stadlé/a criterion in (9) is satisfied. Note that,
at this stage, the designed fault detection filter which shtve combined effects of fading parameters,
fault occurrence probability as well as multi-rate muktipNext, as the special case of networked multirate
systems, i.eb = 1, the general networked single-rate systems with fadingsomeanents and randomly
occurring faults is taken into account, and correspondaudf detection filter is also designed in Corollary
1.

V. TWO ILLUSTRATIVE EXAMPLES

In this section, two numerical examples are presented tadstrate the effectiveness of the proposed
fault detection filter design scheme with fading measurémand randomly occurring faults for NMSs
and NSSs, respectively.

Exzample 1 In this numerical example, for MSSs, the system paramefef¥)@nd (2) are chosen as
follows:

h? 3h

. [0.8 h 2 3h

Bi=|2]|,By= ,C:[O 0.3}.

2 2
0 0.6 h 0.6

Here, the sampling periokl of system (1) i9.5s, the measurement updating period i8s (i.e. b = 3),
the number of paths i¢ = 1, the probability of the randomly occurring faults é6 = 0.6, and the
probability density functions of channel coefficients are

q(fo) = 0.0005(e”*% — 1), 0 < < 1;

105y, 0 < B <0.205 (24)
q(B1) =

—2.50(8; — 1), 0.20< B <1;

The mathematical expectatiodscan be calculated @8991 and0.4000, and the varianceés2 (s=0,1)
are(0.0133 and0.0467, respectively. By using the MATLAB LMI toolbox, for the auganted system (8),
we obtain the minimum disturbance attenuation level.as- 1.0094. The sub-optimal FD filter can then
be obtained as following:

; V= —0.0389.

2.1427
—1.0263




SUBMITTED 13

%
?

_ -002f :

-0.04 - b

-0.06 - b

Residual estimation re(t )

-0.08 - N

o1l /\j\/\/\/\/\) i

—0.12 I I I I I I I I I
0 10 20 30 40 50 60 70 80 90 100

Time steps t

Fig. 2. Residual signat(tx) for NMSs.

0.5

0.45 i

0.4 b

0.3 N

0.25- b

0.2 i

Residual evaluation function J(tk)

0.1 i

0.05- i

0 10 20 30 40 50 60 70 80 90 100
Time steps t

Fig. 3. Evolution of residual evaluation functioh(t;) for NMSs.

Letting the initial state of (1) be(7}) = col{0.1,—0.1} and its estimation be(t,) = col{0.1,0}. To
further illustrate the effectiveness of the designed faeitection filter, fort, = 0,1,2,---, 100, let the
fault signal and the disturbance input be given as

0.1, 30 <t <50
fte) =

o w(ty) = e "M sin(2ty,).
0, else

The residual responsét, ) and evolution of residual evaluation functidiit,) = {ij‘z% TT(h)r(h)}2
for NMSs are shown in Figs. 2-3, respectively. After 200 rohshe simulations, we get an average value
of Jy, = 0.0369. From Fig. 3, it can be shown that0275 = J(29) < Jy, < J(30) = 0.1090, which
means that the fault can be detected as soon as its occurrence

We now examine the relationship between the disturbaneawtion levely and the fault occurrence
probability @ as well as the multiplé of the sampling period. It can be observed from Table | that the
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disturbance attenuation performance deteriorates witeasedy and b, which is in agreement with the
engineering practice.

TABLE |

THE PERMITTED MINIMUM 7.

a=0.2 a=04 a=0.7 a=09
b=2 1.0008 1.0022 1.0035 1.0047
b=3 1.0021 1.0057 1.0115 1.0145
=4 1.0109 1.0131 1.0145 1.0197

Example 2 As the special case of NMSs, in this example, an internetddbkree-tank system is
introduced to illustrate the effectiveness of our propobB&Es. With the variables defined in [32], the
system model (1) and (2) with following parameters are aglbipt

0.9974 0 0.0026 16.2190 0 0.0212 100
A= 0 0.9951 0.0024 | ,B; = 0 16.2007 | ,By=| 0.0193 | ,C = [ 010 ] .
0.0026 0.0024 0.9950 0.0212  0.0193 16.1997

where z(T}) € R? is the system state representing the liquid levels of theethanks; similar to [32],
w(Ty) € R? is the disturbance used to model the unknown disturbanceirand, f(7;) € R is the
fault signal reflecting the leakages in tanky87}) € R? is the measurement output describing the height
measurements of tank 1 and tank 2. Here, we mainly investipatinternet-based fault detection problem,
the measurement signal will obtain through remote netwitnks, due to the multi-path transmission and
shadowing problem, network-induced channel fading andlagarty occurring fault usually take place,
then the actual received measurement signal through nletear( 7)) € R?, which satisfies (3).

Our aim here is to detect the faults by using the establishathematic model of the system (1) as
well as the measurement signals (2) through network in teegmce of a leakage in tank 3. In order to
discuss simply the fault detection problem with fading nuieasient, we choose the fading parameters as
(24). Choosing the faults occurrence probabilitycas 0.6, similar to Example 1, by using Corollary 1,
the sub-optimal fault detection filter and the minimuifiy, attenuation level can be obtained as follows:

—0.0042 0.0100
L= —0.0030 0.0069 |, V=10"x [ 0.1185 —0.2856 ] . v = 1.0023.
—0.0095 0.0212

The initial value of (21) is chosen as7;) = col{0.1,-0.1,0,0.2,0,—-0.6, 0,0.3,0}, for T, =
0,1,2,---,100, the fault signal and exogenous disturbance input sigreakat as

0.5, 30<T, <50 e 0021k gin(0.27%)
T = T -
f(T) { - w(Ti) [ e~ 00Tk cos(0.17},)

0, else
1
The residual responségT},) and evolution of residual evaluation functioit7},) = {Ef’;% rT(h)r(h)}2
for NSSs are shown in Figs. 4-5, respectively. After 200 roithe simulations, we get an average value
of Jy, = 1.4582 x 10~%. From Fig. 5, it can be shown that3526 x 107 = J(41) < Jy, < J(42) =
1.6304 x 10~4, which means that the fault can be detected within 11 timpssédter the fault occurred
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etk

Residual estimation r_(t,)

-6 1 1 1 1 1 1 1 1 1
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Time steps Tk

Fig. 4. Residual signat(7}) for NSSs.

x10"

N
T

Residual evaluation function J(Tk)
=
T
I

0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Time steps Tk

Fig. 5. Evolution of residual evaluation functioh(Z}) for NSSs.

VI. CONCLUSION

In this paper, we have dealt with the fault detection probfemnetworked multi-rate systems with
randomly occurring faults and fading measurements. BEffefrom the existing results of fault detection
for multi-rate sampled-data system, the delayed netwonkelti-rate systems is considered. By choosing
linear matrix inequality technique and convex optimizattool so that we can use Matlab LMI Toolbox
to design the fault detection filter effectively. Furthemmoas the special of NMSs, we also supply the
result of fault detection for NSSs with randomly occurriagilts and fading measurements. Two examples
have been used to highlight the effectiveness of the praptamét detection technology in this papér.
would be interesting to deal with the following future resdgatopics [33]-[39]: 1) investigation on the
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impact from quantization strategies and event-trigge@draunication mechanism; and 2) extension of
the techniques developed in this paper to more generaliangng and nonlinear systems.
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