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Robust Model Predictive Control under Redundant
Channel Transmission with Applications in
Networked DC Motor Systems

Yan Song, Zidong Wang, Derui Ding and Guoliang Wei

Abstract—In networked systems, intermittent failures in data
transmission are usually inevitable due to the limited bangvidth
of the communication channel, and an effective countermease
is to add redundance so as to improve the reliability of the
communication service. This paper is concerned with the maeal
predictive control (MPC) problem by using static output feed-
back for a class of polytopic uncertain systems with redundat
channels under both input and output constraints. By utiliang
the min-max control approach combined with stochastic analsis,
sufficient conditions are established to guarantee the fedmlity
of the designed MPC scheme that ensures the robust stabilityf
the closed-loop system. In terms of the solution to an auxary
optimization problem, an easy-to-implement MPC algorithm is
proposed to obtain the desired sub-optimal control sequercas
well as the upper bound of the quadratic cost function. Findly, to
illustrate its effectiveness, the proposed design method applied
to control a networked direct current (DC) motor system.

Index Terms—Model predictive control, Networked control
systems, Static output feedback, Redundant channels, DC nay
control, Equality constraints.

I. INTRODUCTION

MPC-based voltage control issue has been addressed in [12]
to restore voltage following a contingency and maintainex pr
specified amount of post-transient voltage stability nrargi

[21], an MPC-based maximum power point tracking strategy
has been presented, in which the predictive controllerctoul
correct errors before the switching signal was applied & th
respective converter.

It should be pointed out that the utilization of the MPC
strategy does not inherently ensure the closed-loop #tabil
For example, the aforementioned MPC algorithms might not
be able to guarantee the robustness against model uneertain
ties. Accordingly, the design of a robust and stable MPC
algorithm for uncertain system with constraints has become
an ongoing research issue that attracts increasing attenti
from researchers. Some representative results on thig issu
can be highlighted as follows. In [10], a direct digital MPC
controller design method without approximation has been
proposed for the continuous-time systems with saturation
constraints. Very recently, some sufficient conditionsueing
the feasibility and stability have been investigated in][16

ODEL predictive control (MPC), also called recedingor nonlinear systems subject to bounded disturbances, and
horizon control, has been widely applied into théhen an event-triggered MPC algorithm has been provided in
process industries in the past few decades due mainly agsler to efficiently exploit system resources. For a class of
its ability to handle input/state constraints and compensdlistributed nonlinear systems, the feasibility and théitta
time delays [18], [19], [26]. Different from the conventiain of the robust distributed MPC scheme have been discussed
control with a pre-computed control law, MPC requires oalinin [17] by utilizing the triangle inequality and the Gronwal
optimization to compute an optimal control sequence atyevesellman inequality.
sampling interval and implements the first one of the control Note that, in most previous works on MPC, it has been

sequence. Recently, with the ever-increasing populafifgsi

implicitly assumed that system states are fully accessities

micro-controllers, MPC has also become a very powerful aigl unfortunately, not always the case in practice, and it is

attractive alternative to classical controllers in theasref

often necessary to design the output feedback controllgren

power converters and electrical drives, see [2], [12], [14framework of MPC to satisfy specified performance such as
[21], [25], [28] and the references therein. For instange, &tability and robustness. However, so far, only limiteceegsh
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results have been available in the literature for uncertain
systems (see e.g. [4], [15]) due mainly to the difficulty of
finding an appropriate methodology to optimize the quadrati
cost performance with incomplete measurement informarion
comparison with the traditional optimal control approathe

In networked systems, the limited bandwidth of the com-
munication channel inevitably gives rise to various nekwor
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ing measurements (or packet dropouts), signal quantizatio
and so forth. It is worth mentioning that, if not properly han
dled, these network-induced phenomena (especially ngissin
measurements) could cause performance degradation of the
underlying systems. To ensure the quality and reliability o
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the communication service, a new communication protocaf z, « andy at a future timek + n. |z| and ||z||? stand for
namely, redundant channel transmission, has receiveitparthe absolute value of the scalarand the Euclidean norm of
ular research attention in recent years. Such a strategy Haes vectorz, respectively. The notatioX > Y (respectively,
been widely utilized in some industrial systems and ciitic& > Y), where X and Y are symmetric matrices, means
infrastructures such as power systems and aerospace fieldthat X — Y is positive semi-definite (respectively, positive
In redundant channel schemes, if a channel suffers certdifinite). |x||3, = z”Wax where W > 0 is a symmetric
communication failure which can be detected by means wkighting matrix. / and 0 denote the identity matrix and
software or hardware devices, another channel will be authe zero matrix with appropriate dimensions, respectivEhe
matically activated to protect the key data. In [20], a newuperscripts =1” and “T" are, respectively, the inverse and
hybrid adaptive modulation and diversity scheme, in whidnanspose of a matrix€{«} stands for the expectation of the
the same information has been transmitted redundantlyavestochastic variable. The symbol %” in a matrix denotes the
subset of available sub-channels, has been provided tedser symmetric part in a symmetric matridiag{- - - } stands for a
the overall spectral efficiency. In [29], by injecting adifil block-diagonal matrix.
redundancy into wireless transmission, the transmiss@n r
liability has been enhanced. When it comes to networked |I. PROBLEM STATEMENT AND PRELIMINARIES
co_ntrol systems, the overall performance wiI_I be ?mprovyd Br  Problem Statement
using redundant channels as compared with single chann
case, see [1], [27] for more details. Unfortunately, to tlestb
of the authors’ knowledge, such a communication protoc
for MPC issues with input and output constraints has not ( z(k + 1) =A(k)x(k) + B(k)u(k)

e . . . . .
&onmder the following polytopic uncertain discrete-time
Brllear system withV redundant channels:

been adequately investigated, not to_mentiqn the case whe y(k) = (k)Cy (k) (k)

the output feedback control scheme is applied as well. It is, N i1

therefore, the purpose of this paper to shorten such a gap. + 1— o (Ve (B)YC: () (k
Motivated by the above discussions, in this paper, we aim ;{H( o (k)eu (k) Ci()e( )}

to investigate the static output feedback MPC problem for a (1)

class of polytopic uncertain systems with input and outpwtherex(k) € R"=, u(k) € R™ andy(k) € R"v are the state
constraints under redundant chann&lse main contributions vector, the control input and the measured output, resggti

of this paper can be highlighted as follows. 1) By utilizing (%), B(k) and C;(k) (i = 1,2---,N) with appropriate
set of Bernoulli distributed random variables, a new measurdimensions are unknown matrices which contain polytopic
ment model is presented to describe the redundant chanoatertainties (see e.g., [22]) given as follows:
communication protocol. 2) According to the min-max cantro _
approach, some sufficient conditions are proposed to verify:(k) = (A(k), B(k), Cv(k), -, Ci(k), ..., Cn(k)) € ©

the feasibility of the designed MPC scheme and the robughere ) is a given convex bounded polyhedral domain de-
stability of the closed-loop system where the singular &algcribed by
decomposition approach is utilized to handle equality con- L
straints. 3) An easy-to-implement MPC algorithm is prodide == =(

to obtain the desired sub-optimal control sequence andveeri €:= {“(k)’“(k) B Z MED(R), Z A
an upper bound of certain quadratic cost function. 4) The

proposed MPC scheme is applied into a direct current (DGYith known matrice€®) := (A®, BO ¢V ... cV) (1 =
motor system in order to illustrate its effectiveness. 1,2,...,L).

The rest of this paper is organized as follows. In Section The random variables;(k) (i = 1,2,..., N), describing
Il, a class of polytopic uncertain discrete-time linearteys- the packet dropout phenomena of tile channel, take values
s with N redundant channels and input/output constrain@ 0 or 1 with
are presented. In Section I, for all admissible parameter v~ v -
uncertainties and packet dropouts, sufficient conditiores a Profai(k) =1} = &, Proba;(k) =0} =1-a; ()
provided to guarantee the stability of the addressed systewhere &; (i = 1,2,...,N) are the known non-negative
and the feasibility of the given MPC scheme. Furthermore, lepnstants. It is assumed that all the random variablgs)
means of the solution to an optimization problem, an easgre mutually independent.
to-use MPC algorithm is proposed to obtain the desired sub-Remark 1:As described in Fig. 1, aiv redundant chan-
optimal control sequence and also derive an upper boundnefl transmission protocol is utilized with hope to improve
certain quadratic cost function. In Section 1V, an examgle ¢he reliability of transmitted information. According th@
direct current (DC) motor systems is utilized to demonstrameasurement model in (1), if no packet dropout occurs at
the effectiveness of the main results. Finally, conclusiare the first channel (i.ex; (k) = 1), the measurement output is

l=1,A1>o}

=1 =1

drawn in Section V. described ag (k) = C1(k)x(k), which implies that the signal
Notation The notation used here is fairly standard exceptansmitted by other channels is not used. Wheg(k) = 0
where otherwise state®™ andR"™*™ denote, respectively, the (j = 1,2,---,7 — 1) and ;(k) = 1, that is, the channels

n-dimensional Euclidean space and the set ofnadl m real from 1 to i — 1 suffer from packet dropouts at timke, the
matricesx(k+nlk), u(k+nlk) andy(k+n|k) are the values MPC scheme will utilize the data transmitted by channel
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. Plant with given symmetric positive-definite weighting matric@s
andR.

v - Our aim in this paper is to develop techniques to deal with
Sensors the SOF MPC issue for polytopic uncertain discrete-timedin

Actuator system (1) withN redundant channels. More specifically, we
F Channel 1] Channel 2 ChanelN |ike to design a controller of the form (3) for the system (1)
with control and output constraints such that, for all achibie
MPC < -

parameter uncertainties and packet dropouts, the follptvio
requirements are satisfied simultaneously:

R1) the closed-loop system (5) is asymptotically stable in
Fig. 1. The structure of the MPC system with redundant chianne mean-square sense,

R2) an upper bound is obtained by solving the given min-
max optimization problem at each tinie

to execute the control tasks. Furthermore, wheik) = 0
for j = 1,2,---,N, no information would be receivedB. Preliminaries

by controllers. Obviously, the more redundant channels areror the convenience of the later discussion, we give some

applied in the networked communication, the more religpili jmportant definitions and lemmas as follows.
will be guaranteed. On the other hand, the implementationpefinition 1: The set

of such a protocol needs some additional detection devices . -
at each channel terminal to check whether the packet loss (P (k),7(k)) = {z € R"™ : E{z" P(k)z} <~(k)}
occurs. Therefore, there is a trade-off between the cost iQf

equipment/energy and the quglity of se_rvic_e. . Rrmex7= js a positive definite matrix and(k) € R is a positive
In this paper, for the polytopic uncertain discrete-tinme&r g4,

system (1), we consider the following static output fee#bac | o;yma 1: [11] For any symmetric positive definite matrix
(SOF) controller in the framework of MPC P € R™*" the mapo — of Po iS convex, i.e.

u(k+nlk) = F(k)y(k+nlk), n=0,1,2,... (3) n T n n
T (Xae) (Do die) < Yo diel Pei, Ve eR™ (D)
whereu(k + n|k) andy(k + n|k) are then-th step prediction im1 i—1 i—1
of control input and measurement output at timeF (k) is whereS™" 5, — 1
the feedback gain to be designed. For simplicity, we denote =Lt T .
: i — 0j i — 0j) = ] =
w(klk) = x(k),ulklk) = u(k) and y(klk) = y(k). In Proof. Expanding(e: — ¢;)" Plei = ;) = 0 (i,]
. . . 1,2,---,n) gives
order to reflect the actual requirement of practical enginge
the constraints on control input and measurement output for 0! Poj + o] Po; < o] Poi + 0] Poj,
discrete-time linear system (1) are given by

called an ellipsoid in mean-square sense, whe(g) €

then, for any scalar§; > 0 subject to)_"" , §; = 1 and any
{ [u(k +nlk)]p| <@p, n>0,p=1,2,...,n, (4a) o0 One has

\ly(k+nlk)]| <9, n>1,¢=1,2,...,n, (4b) n n
' ) ’ (Z 5iQi)TP(Z 8i0i)
=1

where[-],([-];) denotes theth(gth) element of a vector or the i=1
pth(gth) row of a matrix. n n n
According to the principle of MPC, the closed-loop system = Z 570 Poi+ Z Z 51'53'(0?1393' + Q;“'FPQi)

can be obtained from (1) and (3) as follows i=1 i=1j=1,j7#1
a(k+1) = [A(k) + B(k)F(k)T (k)] (k) (5) <> 62 Poi+ > Y 8:8;(0f Poi + of Poj)
i=1 i=1 j=1,j#i
where n =
N -1 = (51++6n)26ZQZTPQZ
D(k) = ea(R)Cu (k) + D { TT(1 = 0y (kDas(W)Cih) }- ) =
i=2 =1
) , ! = Z Si0f Po;.
Furthermore, associated with the above closed-loop system i1
construct a min-max optimal cost of the form Then, the proof is completed -
J(k) :=min max J(k, z(k)) (6) Lemma 2:Let the matrixC' € R™*" be of full-row rank.
F(k) a0, BO,cP..cPeq There always exist two orthogonal matricEse R™*™ and
V € R™*™ such that
where 3
) . ) ) Ci=vcv =ucv w|=[s o, -
J(k, 2(k)) = ]E{ 3 [Hx(k + k)|, + [[ulk + n|k)HR] } 5 — diag{or. 0. ..o}

n=0
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whereV; € R™*™ andV, € R**(»=™) o, (i =1,2,...,m) hold, then we have
are nonzero singular values 6f. Thus, if matrix¥ has the
9 E[V(k+n+1)] - V(k+n)

following structure
< — 2T (k +nlk)Qz(k + n|k) — u” (k + n|k) Ru(k + n|k)

Wy 0 1% 12
wW=[WV V (12)
L ”[0 WQHVQT] 9)
T T where
= ViV + VooV T
Vik+n)=z (k+n|k:)P( Je(k +nlk), n>0
where Wy € R™*™ > 0, W, € R(n=m)x(m=m) > ¢ then N
there exists a nonsingular matri’ € R™*™ such that =g l) +Z [H 1—a; alc“)}
WC = CW =2 g=1
Proof: The proof is similar to that of Lemma 2 in [23], W (k) = diag{W (k), ..., W(k)}, P(k)=~(k)W (k).
and is omitted here. | ﬂ/—’

Note that Lemma 2 plays a critical role to handle the

equality condition in the subsequent stability analysis. Proof: See Appendix A. -

Remark 2: The inequality condition (12), which provides a
connection between the stability analysis and the costimc
has been widely applied in MPC issues. In this paper, such a
In this section, for all admissible parameter uncertamtigondition is dependent of the redundant channels as well as
and packet dropouts, the stability of the polytopic undertaits statistical characteristic.
discrete-time linear system without constraints is firstly-  Itis obvious that if condition (12) holds, théim,, .. z(k+
cussed and the desired SOF MPC controller is obtained hjt) = 0, and hencé/(co) = 0. Summing up both sides of
solving an optimization problem. Then, in terms of estdigd (12) fromn = 0 to n = oo yields
results, the stability analysis and the controller design f 7
the case with constraints are addressed by changing the (k) < V(klk) = == (k) P(k)z (k) (13)
corresponding constraints into linear matrix inequallty()  which leads to the following optimization problem:

IIl. MAIN RESULTS

conditions. OP1: max J(k) < V(EK)  (14)
AW BW, 0P (i=1,2,...,N)eQ
A. Unconstrained SOF MPC The OP1 problem provides an upper bound on the ro-
The following lemma will be used in deriving our mainbust Performance objective. Furthermore, noting that) =
results. y(k)W~!(k), one hasV (k) < ~(k) if
Lemma 3:Let the symmetric positive-definite matricés 1 2Tk
and R be given. For system (1) controlled by (3), if there L”(k) W(k)] > 0. (15)

exist a positive scalaf(k), two symmetric positive definite
matricesW( ) and W (k), and a matrixy’ (k) such that, for It 1S clear from (12) and (15) thal(P(k), y(k)) = {z(k) €

1=1,2,...,L, the LMI (10) (at the bottom of this page) and R E{z" (k)W (k)z(k)} < ~(k)} is an invariant
ellipsoid in mean-square sense for the predicted states of

wk[c ... cl]l=[cV ... cV Wk the uncertain system. Furthermore, the unconstrained SOF
(11) MPC controller for the polytopic uncertain discrete-tinreehar

[ W (k) * * * * * * * * * x ]
VQW (k) y(k) I % * * * * * * * *
ADOW (k) + BOY (K)L® 0 W(k) =« * * * * * * *
Va B(l)Y(k)C’(l) 0 0 W (k) * * * * * * *
1 1
Va1 RY (k ) 0 0 0 ~y(B) * * * * * *
N OéQB l>Y )b 0 0 0 0 W(k) = =« ok x
: * * * * >0
H 1 —a,)anBOY (k)Y 0 0 0 0 0 0 Wk s+ & =«
j=1
1—& dQRYkC(l) 0 0 0 0 0 0 0 AkI * =«
2
1‘[ VA =a&)ayRY (k)cV 0 0 0 0 0 0 0 0 0 ~k)I

(10)
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system withN redundant channels is designed by proceeding3) Stability In order to prove the stability, we only
with the following minimization problem in terms of someneed to show that the quadratic functidn(z(k|k)) =

LMIs at each instank: 2T (k|k)P*(k)z(k|k) is a strictly decreasing in mean-square
OP2- ‘min ~(k), s.t. (10), (11) and (15). sense, wheré’f‘(k) is the optimal sqlqt!on of problenQP2).
W (k),W (k)>0,Y (k) Firstly, according to the part dfeasibility, one has

It shpuld be _no_ted _that once t_he mi_nimization is solved, only E{xT(k 1+ )P (k+ Dk + 1k + 1)}
the first prediction input.(k) will be implemented. T §

Now, we are ready to give the main result for the closed- < E{z’ (k+ 1|k +1)P*(k)z(k + 1k +1)}
loop system without constraints.

Theorem 1:Let the symmetric positive-definite matric€s
and R be given. Consider the unconstrained discrete-ti
linear system with N-redundant-channel described by 31)-(
For the initial statex(k) at time instant, if there is a feasible T "
solution to the optif’ni)zation problenOP2), then there also ]E{I (k + 11k P" (k) (k + 1|k)}
exists a feasible solution at time instant k. Furthermore, < E{z" (k[k)P*(k)x(k|k)}, x(k|k) # 0
the closed-loop system with the unconstrained SOF MPC o -
control law F (k) = Y (k)W (k) is locally stable in mean- Noting (16), and combining inequalities (17) and (18), we
square sense and the cost functi6fk) has an upper bound have
~v(k) at time k. T *

Proof: Along the similar line in [13], the proof on stability ]E{xT(k + 1“: +DPk+ Dok + 1k + 1)}
can be divided into three steps. The first step is to show that < ]E{x (k|k)P (k)x(km}
an ellipsoidII(P(k),~v(k)) is an invariant set in mean-square - . ) ) , )
sense for the predicted statek + n|k), where P(k) and Therefore, = (k|k)P*(k)x(k|k) is strictly decrea_smg in
~(k)) is the solution of the optimization probler®P2). The mean-square sense for the closed-loop system. This mestns th

second step is to discuss the feasibility OR2) for any¢ > k  £(k) = 0 ask — oc. Finally, according to Lemma 3, it is not

when it is solvable at timé, and the last step is to prove thedifficult to see that the cost functiofi(k) has an upper bound

stability in mean-square sense in light of the invarianteset (%) at timek, which completes the proof. m

the feasibility of OP2). Let us now go ahead step by step. Remark 3:In this paper, we have examined how the input
1) Invariant set According to (12) in Lemma 3 and (15)’and output constraints, pontoplg uncertainties and redan

one has channel transmission protocols influence the performarice o

T the controlled systems in terms of MPC scheme. In Theorem
E{z" (k+n+1k)P(R)z(k+n+1]k)} 3, all the system parameters as well as the occurrence prob-
< E{2" (k +n|k)P(k)z(k + nlk)} < (k) abilities for channels and the vertices of polyhedral domsai
are reflected in the linear matrix inequalities and theetbe

(17)

On the other hand, we know from the partlafariant set
ntpat if u(k + n|k) = F(k)y(k + n|k) (F(k) is obtained from
the optimal solution at timé, one has

(18)

(19)

which means thatl(P(k k)) is an invariant set for the
predicted state:(k +(n|§€))’7( ) proposed iterative algorithm shows robustness and rétiabi

2) Feasibility Assuming that the optimization problemfeatures. In the following sect_ion_,_an example is provided t
(OP2) is feasible at timek, we need only prove that suchShOW the usefulness and reliability of the proposed control

an optimization problem is also feasible for all future stat scheme.
z(k + n|k + n). Firstly, one has the relation
z(k +nlk +n) = x(k +n), B. Constrained SOF MPC

z(k +1[k) = (A(k) * B(k)F(k)F(k))x(Mk) (16) At first, we give two transformations for input and output
z(k+1) = (A(k) + B(k)F (k)L(k)) z(k), constraints (4a)-(4b). And then, by incorporating thesmgr

for some(A(k), B(k)) € Q formed constraints into the optimizatio®@P?2), the stability
criterion for polytopic uncertain discrete-time linearstgm
with both control input and measurement output constraints
will be presented.

Then, noting the invariant séi(P(k),~(k)), the solution of
the optimization problem@P2) at time k satisfies

E{z" (k + n|k)P(k)z(k + nlk)} <~(k), n>1 Lemma 4:The constraints on the control input and the
_ _ o measurement output (4a) and (4b) are satisfied if there exist
which, by using (16), implies three symmetric and positive definite matridégk), X (k),

Y(k) and one matriX’ (k) such that, fop =1,2,...,n, and
qg=1,2,...,n,, the following inequalities:

Furthermore, it is obvious that only the constraint (15) in

problem OP?2) is dependent of the states, and thus LMIs (10), [X(k) Y(k)T(l)] >0, [X(k)] <’ (20a)
(11) and (15) are true at time+ 1. In other words, the feasible * W (k) pp P
solution at timek is also feasible at timé + 1. This process k) A® _

can be continued for all time. ’ P [yi ) W(k)] 20, [Y(#)] a S yg (20b)

E{2" (k + 1|k + 1)P(k)z(k + 1|k + 1)} < (k).
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hold, where [X(k)],, (
element of matrix¥ (k)

[V(K)]4q) is the pth (qth) diagonal
(Y(k)) and

N 1—1
TO = oy (k)C® + Z{ Tt - (k) k)q@}
=2 j=1
ol = AVW (k) + BOY(k)C i=1,2,....N
N i—1
A = o, (k)cP el +Z{H (1= a;(k))oi(k )0(191)}
=2 j=1

Proof: For the control input constraint (4a), it follows
from (11) and Lemma 1 that

’ [u(k + n|k)}p’2
|[F (k)y(k + n|k)]p\2

N
- epF(k){al(k)Cl (k +n) +
=2

ne
.(k))ai(k)ci(k+n))}x(k+n|k)‘2 (21)

L)Y Oz(k + nlk) |

’ev

IN

M“ I Mh é

SilepY () YOW 2 ()W =V2(k)a(k + n|k)|?

N
Il
A

where e, is the pth row of ann,-ordered identity matrix.
Furthermore, by utilizing the Cauchy-Schwarz inequalitgl a
(15), one has

| [u(k + n|k)]p‘2

L
<> ailepY (k)Y
=1

x |W2(k)a(k +nlk) ||
L
< Z5l||€py k

L
Z&le Y (k)YOW (k) (Y (k)T®)

l)Wfl/z(k)H2

(22)
T(l)m/*l/Q(k)H2
T 1

p

By using the Schur Complement Lemma, one can obtain

|[u(k + n|k)]p| < @, when the inequality (20a) is true.

In what follows, by applying the same method, we can
obtain that the constraint on measurement output described

by (4b) satisfies

|[y(k +nlw)],|°

eq{al(k)q” (AD + BOF(k)CP)

(H(l — a;(k))a; (k)C P (AD

j=1

B(l)p(k)cf”))}x(k + nlk)r (23)

l 1/2 1/2 2
B[ AOW (U)W (k) -+l )|

~

—

2
5 eqM)W*l/?(k)H

M=

~

=

S1e AOW (k) ADT T

M=

~
—

By using the Schur complement Lemma again, one can
obtain|[y(k + n|k)],| < 7, when the inequality (20b) is true,
which completes the proof. [ |

After the transformation of the constraints into LMIs, the
corresponding optimization problem on SOF MPC subject to
both control and output constraints can be presented asvi®l|

OP3: } min vy
{W (k)W (k),&x (k),Y(k)}>0,Y (k)

st (10), (11), (15), (20a) and (20b).

For addressed problem with both input and output con-
straints, we have the following theorem whose proof is simil
to Theorem 1, and thus is omitted here.

Theorem 2:Let the symmetric positive-definite matric€s
and R be given. Consider the uncertain discrete-time linear
system with N-redundant-channel, and both input and output
constraints described by (1)-(4b). For the initial staté) at
time instantk, if there is a feasible solution to the optimization
problem OP3), there also exists a feasible solution at time
instantt > k and the closed-loop system with the constrained
SOF MPC control lawF'(k) = Y (k)W (k) is locally stable
in mean-square sense. Furthermore, the cost fundtibhhas
an upper bound,(k) at timek.

It is noted that, for the output-feedback control problem
considered in this paper, the staték) is not guaranteed to
be measurable and the condition (15) cannot be conveniently
verified in practice. To deal with this issue, we provide some
easy-to-test conditions ensuring the validity of (15) ire th
following lemma.

Lemma 5:Consider system (5). If there are positive defi-
nite matricesW (k), M (k) and matricesY (k) such that the
following inequalities

k)?

W (k) *
AOW () + BOY ()10 Mp)| =0 @Y
W(k) > M(k), W(k) > S, 7Sz <1, (25)
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hold wherex is the initial state and matri¥ > 0 is given Remark 4:1t is easy to see that the equality constraint
according to the engineering requirement, then the camditi(11) is now excluded in the optimization probler®H4).
(15) is true. Therefore, the optimization probler®P4) can be effectively
Proof: Let us assume that the conditions (24) and (25plved by using Matlab LMI toolbox, where the singular value
are satisfied att = 0. It is easy to see thafz|;,_, < decomposition approach plays a critical role in dealinghwit
llzoll3;-1 < llzoll3-. < 1, which implies that the condition this optimization problem.
(15) is satisfied at timé& = 0. Now, for the case ok = 1, Remark 5:As we know, the algorithm based on the stan-
according to (5) and (24), we can obtain thja(1]0)||2,., < dard LMI system has a polynomial-time complexity. Specif-
lzo|l3;—: . Furthermore, considering condition (25) as well aisally, the numberA/(¢) of flops needed to compute an
the conclusion ak = 0, we have||z(1]0)[|%,_, < ||zol|%-. < accurate solution is bounded BY(MA?log(V/c)), where
1. Based on the definition of invariant set in the proof oM is the total row size of the LMIs of the proposed algo-
Theorem 1, it is concluded that:(1)||%,_, <1, which means rithm, A is the total number of scalar decision variables,
that the condition (15) is also true At= 1. Such a procedure V is a data-dependent scaling factor, ands the relative
can be repeated and we can eventually prove that (15) is taeeuracy set for algorithm [5]. For the discussed closed-
at all times. m loop system (5), the variables dimensions can be seen from

; ; : k) € R™, u(k) € R™ andy(k) € R™. Furthermore,

Due to the _eq_ual!ty constraint (1), it would not be easy tﬁg)ti)ce that th%( gptimization prycgbl)enOP4) involves con-
solve the optimization problenOP2) or (OP3). In order to ditions (10), (20a), (20b), (24) and (25), one had —
overcome such a difficulty, the following theorem is propbse[ 7+ NVL 4 3] (N 4+ DL+ 1] (L +1) arij

. . Ny + ny Lz
WIt'lt]htehoerearlr:j gi:$$$2y%metrlc posmve-definite matricés N = (nm. + Dna + %(7.1“ + Dny + nuny + 1. Thus, the
and R be given and the matnce@ o _ ~ computational complexny of the presented algorithm can be

o2 o 7 represented a®(NL Obviously, such a computational

Cl) =C (= 1,2,---,L) be of full-row rank. Consider P (N Lng). MgUSY, = putat

complexity depends polynomially on the variable dimension
the uncertain dlscrete time linear system with N-redutdan piexity dep poly y

channel as well as the input and output constraints de$tr|be

by (1)-(4b). For the initial state:(k) at time instantk, as- C- Algorithm for constrained SOF MPC
sume that there exist positive scafdik), symmetric matrices  To present the algorithm for constrained SOF MPC, we as-
X (k), Y(k), Wi (k), Wa(k) and any matriXt” (k) such that the sume that the matrices = C’l(l) =...= C](\l,),l =12,...,L
following optimization problem at time instahtis feasible for with full-row rank. The proposed algorithm includes two tsar
the initial statex(k): that is, Off-line partand Online part

OP4'{W1( ). W (), M (1) 28 (1) D (k )}>0,Y(k)7(k)’ Algorithm:

s.t. (10),(20a), (20b), (24) and (25). Off-line part
Step 1. For the given matrices’ = C“) = ... = C“) l =

Then, there also exists a feasible solut|c_>n at time instant:. 1,2,.... L, find two orthogonal Matrice andV’ to satlsfy
Furthermore, the closed-loop system with the constrairi@d S the conditions in Lemma 2.
MPC control law

Online part

F(k) = Y(k)UTEwl_l(k)E_lU (26) Step 2. Choose initial stateco and proper matrixs > 0.
. . . Step 3. At sampling instant;, measure the plant output and solve the
is locally stable in mean-square sense and the cost function optimization problem QP4).
J(k) has an upper bound(k) at time k where W (k) = Step 4. For the latest measure outputs, calculaté) by (3) and (26),
ViWy (k)VE + VaWa(k)V4E, U, ¥, Vi and Vo come from and then act it on the plant. Set the tirhe= k + 1 and go
the singular value decomposition of matrixX satisfying back to Step 3.
UC[Vi Va]=[% 0],

Proof: Noting W (k) = ViV (k)Vi + VaWs (k) V5", one Remark 6:1f the optimization QP4) is feasible at time
has from Lemma 2 that k, then the first computed input(k) = F(k)y(k|k) is
Ut = 0] VIW (k) = W(k)U" [ 0] vT (27) implemented on the controlled plant. At_th_e next .instane, th
. outputy(k + 1) is measured and the optimization is repeated
that is to computeF (k + 1).
Wi (k) 0 Remark 7:In this paper, for the purpose of the discussion
0 Wo (k) convenience and the model simplification, the samplingogleri
. . . is designed according to the online optimization time of MPC
It is easily obtained that algorithm. In other words, the online optimization timegth
W k) = UTswH(k)So. (28) bounded of which can be determined in advance, is less than
sampling period. Such a method avoids the waiting step of
Therefore, if the optimization problenDP4) is solvable, the sampling period duration. Furthermore, in order to obtain
equality constraint (11) holds. The rest of the proof fokowthe desired controller gain, Lemma 2, which is essentially a
from Theorem 2 and the proof is now complete. B singular decomposition, is developed. In comparison witbso

Utz o] VTV[ ]VT:W(k)UT [z o v”
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TABLE |
Actuator DC motor Encoder DC MOTOR PARAMETERS
; _(‘
& w\ @ﬁ Parameters Value
% ’ : J Inertia 42.6 x 10~ %kg - m?2
' N Inductance 0.170H

L
,[ _R_eaunaa_nt_ ] R Resistance 4.67Q
:_ channel : B Damping coefficient 47.3 x 107N - m - s/rad
I K Torque constant 14.7 x 1073N - m/A
u Y K. Back-EMF constant ~ 14.7 x 1073V - s/rad
—
% Y
PC

system (31) can be discretized as follows:

Fig. 2.  System configuration for a DC motor with redundant ncieh 0.2379 —0.0022
transmission. o(k+1) = [ 8.96 0.9223 z(k)
0.158 1.643
[1.643 —1131] u(k) 32)
in [23], our condition in Lemma 2 is not a single equality 2 Ax(k) + Bu(k)
constraint on matrixC, but a series of equality constraints 10
on matricesC; due to the redundant channel framework y(k) = [0 1] z(k) 2 Cx(k)

application.
For real-world systems, due to measurement inaccuracy and

external disturbance, the parameter uncertainties avéabée

in system modeling. Thus, we assume that the system matrix

A of DC motor system is polytopic uncertain and the vertexes

In this section, a DC motor system is utilized to demonstra?é polyhedral domain are

IV. APPLICATION TO THEDC MOTOR CONTROL SYSTEM

the effectiveness of the proposed algorithm. i 0.2379 —0.0022 A4 0.2879 —0.0012
The loop equation for the electrical circuit and the mechan® [ 8.96 0.9223 } ’ - [ 9.23 0.8125 } ’
ical torque balance in a DC motor system can be, respectively 0.158  1.643 0.098  0.965
described by [3 BW =7 ' B = 1246 -
escribed by [3] 1.643 —1131]" 1.213  —1246
u(t) = eq(t) = Ldiégt) ¥ Ria(t) + en(t), (29) Furthermore, the number of redundant channelsVis= 3
() ' and the measurement matrices @'e = Cy, = C3 = C.
J=g— + Bw(t) + Ti(t) = Kia(t) (30) ' The probabilities of successfully transmitted packetstoee
channels are taken ag = 0.7, as = 0.8 andas = 0.9.
where u(t) = e4(t) is the armature winding input volt- In this example, let the initial state and the reference atutp

age;ey(t) = Kyw(t) is the back-electromotive-force (EMF)be zy = [0.3 3]7 andy, = [3 300]. The weighting matrices
voltage; L is the armature wingding inductance;(t) is are selected a® = R = I, the constraints on control input
the armature winding current? is the armature winding and measurement output are considered as[30 0.3]7 and
resistanceR is the system damping coefficiedt; and K, are, 7 = [5 400]”. The simulation results are shown in Figs. 3-6.
respectively, the torque constant and the back-EMF cofistan Fig. 3 describes the phenomena of packet dropouts for three
T,(t) is the load torque; and(t) is the rotor angular speed. channels with the aforementioned probabilities. Fig. 4engs

By letting z1(t) = iq(t), z2(t) = w(t), ui(t) = eq(t), the upper-bound of cost function in 3 communication cases,
uz(t) = Ti(t), the electromechanical dynamics of the DGhat is, the case with only channel 1, the case with channels
motor (29)-(30) can be described by the following statesspal and 2, and the case with all channels. From this figure, we

description: can easily see that the upper-bound with all channels is the
smallest and tends to a stable value at the fastest speelk, Whi
dzai(t) _ — By (t) — Bego(t) + 1ug(¢) the upper-bound with only channel 1 is the biggest and can not
dm‘it(t) _ KL () — B L () — 1 L(t) (31) converge to a certain value. Furthermore, the output ressgson
&~ Tn T2 T2 under different communication cases are depicted in Fig. 5,

in which we can find that the system output with all channels
For the addressed example, the parameters of DC mog@h track the reference very well, oppositely the systerpudut

system are presented in the following Table I [3]: with only channel 1 works terribly. Fig. 6 depicts the comhtro
By setting sampling period’ = 0.05s and denoting inputs, in which the curve with all channels is the best. In a
2(t) = [ 21(t) x20t) 17, u(t) = [wi(t) wu2(t) ¥ and word, the more channels are employed, the better perforenanc

y(t) = [ia(t) w®) ]F = [ 21(t) z=2(t) ]7, then the will be obtained. This example validates the effectivengfss
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Fig. 5. Output responses under different communicatioesas
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:
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the proposed SOF MPC algorithm in guaranteeing the system

stability and in improving the system performance. 026 20 30 40  s0 60 70 8 0 100
Time step

(b)

V. CONCLUSION

. . . Fig. 6. Control inputs under different communication cases
In this paper, the SOF MPC problem has been mvestlgateg P

for a class of polytopic uncertain discrete-time lineartsyss

with redundant channels, and input and output constraints.

With the aid of a set of Bernoulli distributed random varil in this paper. In the future, we might further investigate th

a new measurement model has been proposed to describeMR& problem with redundant-channel transmission subgect t
redundant channel communication protocol. Based on sug®ime other network-induced phenomena such as time-delay
a model, some optimization problems have been presengt§l quantization [6]—{9].

step by step to carry out the feasibility analysis of designe

MPC scheme and the robust stability analysis of the closed- V1. APPENDIX

loop system. Furthermore, by using the singular value decom
position approach, an easy-to-use MPC algorithm has bee
provided to obtain the desired sub-optimal control seqeenc
and an upper-bound of quadratic cost function. Finally, a DCV(k: +nlk) = 27 (k + nlk)P(k)z(k +nlk), n>0 (33)
motor system with redundant channels has been exploited to B

show the effectiveness of the SOF MPC scheme proposedalculating the difference df (k+n|k) along the trajectory

: Proof of Lemma 3
Consider the quadratic function as follows:
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of (5) and taking the mathematical expectation, we have = 27 (k + n|k){ - Q— (VaaF(k)Cr(k + n))TR

E{AV (z(k + n|k))} N -1 o
— B{V(k+n+1k) = V(k+nlk)} X (VarF(k)C1(k +n)) — 2 2(1:[1(1—0@)%
=E{z" (k+n+ 1|k)P(k)z(k +n + 1]k)

T
a” (k + nlk)P(k)x(k +nlk) } x (F(k)Ci(k +n)) RF(k)Cz(k+n))}x(lg+n|k)

L
_ E{xT(k+n|k){[ (k +n) + B(k +n)F(k)D(k +n)]” Z k+n|k{ — (VarFk)Cc) 'R
x P(k)[A(k +n) 4+ B(k+n)F(k)I'(k + n)) =t N i
— PR)}alk+nlk) } x (VarFme”) =3 (TIa - apa(Payc)”
i=2  j=1

=T (k+ n|k){ [A(k +n) + B(k +n)F(k)T(k +n)] "
x P(k)[A(k +n) + B(k + n)F(k)['(k + n)| — P(k)
— [B(k+n)F(k)T(k +n)]" P(k)B(k + n)F (k)
x T'(k+n) + a1 [B(k +n)F(k )Ol(k+n)] P(k)

X RF(k)cf”)}x(k +nlk). (36)
Taking (35) and (36) into consideration, one has
E[V(k+n+1|k)] — V(k + nlk)
g < — 2" (k +n|k)Qx(k + n|k) — u” (k + n|k)Ru(k + n|k)
x B(k +n)F(k)Cy(k+n) + Z (H (1—a,)a when the following inequality is true
Tz:z j=1 :CT(k+n|/€){[A(l) +B(Z)F(/€)f‘(l)]TP(]g) [A(l)
) LBZHHLFS)C :Hn)] P](f) ) + BOF(RIEO] = P(k) + [V BOF(k)C]" P(k)
x B(k +n)F(k)Ci(k +n) ) o (k + nlk)  [VaBO Om] a PR R A
< xT(k+n|k){[ (k +n) + B(k +n)F(k)T(k + )}T N -
« P(k) [A(k—i—n)B(k—i—n) (k)T k+n] Pk F(i)cy] +Z (H (1 = a)a[BOF ()G
+ [V@ B(k +n)F(k)Cy (k +n)] " P(k)

[\/_Bk—i—n clk+n} HmB(”F c“)

T N i—1
N Z; (JHI (1= )8 (Blk & m)F(R)Cik + ) - Z; (Hl (1—a)a[FikCel]" R
1= Jj=
x P(k)B(k +n)F(k)C;(k + n)) }x(k +nlk) (34) i—1 o
here X II (1 — &;)a F (k)C" )+Q}x(k+n|k)
_ Nl <0 (37)
I'(k+n)=a.1Ci(k+n)+ 1—a;)a;Ci(k+n)|.
( ) 10 ) ; L_l_[l( 2 ( )} In what follows, for nonzera:(k 4+ n|k), (37) is equivalent
In light of Lemma 1, the above inequality (34) holds if 0 " " T " " "
AW 4 BORE)ITWO] P(k)[AY +Blefl
E{AV (k + n|k)} [ i (l)( ) 1“ i ) o (k) }
L o + [a1BYF (k) 1]P(k)[\/_B F(k)C]
< ook nlR){ (A0 + BORERITO)T P(R) (40 + [VarFh) ) RV F ()]
=1 N 1—1
+ BOFE)TO) = P(k) + (/ar BOF (k) CP) T P(k) +3° ( [T/ - a)a:[BOFECP]" Pk)
N -1 i=2  j=1
x (VaiBOF(k)C") + (1 - a;)a; i1
( i 1 ) ; (Jl:[l aj)o y (1-a )azB(l)F(/ﬂ)C(l))
x [BOF(k)CP) P(k)BOF(k C§l>)}x(k+n|k). o
(35) +> (TIya-apalpec®]
On the other hand, one can easily calculate =2 j=l1
1—1
— 2" (k + nlk)Qx(k + nlk) — u” (k + n|k) Ru(k + n|k) <1/ -anarme?) +Q- Pk <o (38)
_ ]E{ — 2T (k + nlk)Qa(k + nlk) i=1

T Pre- and post-multiplying (38) withP~1(k), then sim-
— [F(k)y(k +n|k)] RF(k)y(k+nlk)} plify the results with multiplying~(k), and let W (k) =
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(k)P

4

L(k), we obtain:

T

OW (k) + BOF (k) TOW (k)] W (k) [ADW (k

+B<l>F(k) TOWE)] + [Va BOF(k)COwW (k)] "
Yk) [Va BO F(k ”W(k;)}
[F F(k) i w( kﬂ VR[\/ a1 F(k)C{VW (k)]

+z; (HJ &;[BOF (k (l)W(k)}TW_l(k)

i—1
SI0CE dj)dzB(l)F(k)C’i(l)W(k))
jZZVl i—1 T
+y (H (1 — a;)a; [F(R)COW (k)] Ty (k)R
=2 j=1
T (1 —a;)a F(k)CVW (k)
+ V‘_/T(k)fl(k)QW(k) -W(k) <0 (39)

By Schur complement lemma, and defim@(k)(}él)
W (k) and F(k)W (k) = Y(k) (s = 1,2,...,

1,2,...,L), (39) is satisfied with conditions (14) and (11).

N, =

Therefore, the proof is completed.
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