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Abstract

We introduce the greedy expectation algorithm for the fixed spectrum

version of the frequency assignment problem. This algorithm was

previously studied for the travelling salesman problem. We show that

the domination number of this algorithm is at least σ
n−⌈log2 n⌉−1 where

σ is the available span and n the number of vertices in the constraint

graph. In contrast to this we show that the standard greedy algorithm

has domination number strictly less than σ
n
e
− 5(n−1)

144 for large n and

fixed σ.

Keywords: Frequency Assignment Problem, Greedy Heuristic, Domination
Number.

1 Introduction and Definitions

The frequency assignment problem has been well studied in many publica-
tions [2, 3, 10, 11, 12]. See [1] for a recent comprehensive survey.

Wireless communication plays an important role both in civil and military
applications. In order to establish connection a transmitter and a correspond-
ing receiver have to be tuned (assigned) to the same frequency. The frequency
assignment problem therefore deals with the tuning of several wireless con-
nections. Naturally, depending on the location of the sender and receiver
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and the frequency they are tuned to, interference is likely to occur. Since
the spectrum of frequencies is a limited resource, it has become important
to assign the frequencies in an optimum or near-optimum manner in such a
way that the interference is kept as small as possible.

In practise, there are two main types of frequency assignment problems
that can occur: the minimum span frequency assignment and the fixed spec-
trum frequency assignment (also sometimes called the minimum interference
problem).

In this paper we are looking at the second model, the fixed spectrum
problem. Here the transmitters are assigned with frequencies out of a given
range of σ channels, 0, 1, ..., σ-1. The value σ is referred to as the span. This
version of the problem is arguably the more important because in practice
regulators assign blocks of channels to particular operators or companies
and later the actual assignments are made using frequencies from the given
blocks.

Due to the given fixed span of frequencies (which is usually not big
enough) it is almost always the case that some interference does occur. In or-
der to minimize interference we apply constraints to the frequencies assigned
to sets of transmitters. We will only consider constraints applied to pairs
of transmitters. All these constraints are represented in a constraint matrix
C = (cij) where for all i, j the frequencies fi and fj assigned to transmitters
i, j respectively must satisfy |fi − fj | ≥ cij .

The most commonly used constraints are based solely on the geographical
distance between pairs of transmitters, that is there exist constants d1, . . . , dk

such that |fi − fj | ≥ k if dij < dk where dij is the distance between transmit-
ters i and j.

For various reasons there can be the situation where a particular con-
straint between say transmitters i and j must not be broken. In order to take
this matter into account, weight wij is put on constraint cij . The weights are
intended to reflect the importance of the constraints. Often all constraints
are equally important and all weights are equal to one.

Depending on whether weights are applied to constraints or not, the ob-
jective is to minimize the number of constraints broken or to minimize the
sum of weights of constraints broken, respectively. Given an assignment f
we denote its cost that is the sum of weights of constraints broken by c(f).

The problem is modelled using a graph with a vertex for each transmitter
and an edge between pairs of transmitters that are constrained. From now
on we will use a mixture of graph theoretic and radio frequency terminology
depending on which seems more appropriate at the time.

The initial stage of many algorithms to assign frequencies to transmitters
consists of a greedy algorithm, consequently it is useful to have a theoretical
method of differentiating between the performance of various greedy meth-
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ods. In this paper we compare a standard greedy algorithm with the greedy
expectation algorithm which we define later. In order to do this, we need
to define the domination number. The domination number, dom(A, n), for
a heuristic A is the maximum integer d(n), such that for every graph G on
n vertices, A produces an assignment f which is not worse than at least
d(n) assignments in G including f itself. A heuristic with higher domination
number may be considered better than a heuristic with lower domination
number [7].

The concept of domination number has until now been applied almost
exclusively to the travelling salesman problem.

In 1997 the question was asked in [4] whether there exists a polynomial
time algorithm A for the travelling salesman problem with dom(A, n) ≥
n!/p(n) for some polynomial p(n). It was conjectured then, that unless P =
NP there is no such algorithm [4] . However, Gutin and Yeo [6] proved only a
year later that for the greedy expectation algorithm (GEA) the domination
number of the travelling salesman problem dom(GEA, n) ≥ (n − 2)! for
every n 6= 6. Their result had previously been established in the 1970s in
[15] and [16]. Gutin, Yeo and Zverovich [7] showed in 2001, that if n ≥ 2
the domination number of the greedy algorithm for the travelling salesman
problem is 1. Further results on the domination number of TSP heuristics
have been obtained in [13] and [14]. We have adapted these algorithms to
the frequency assignment problem as follows.

Standard greedy algorithm We assume that we are given a fixed or-
dering (v1, . . . , vn) of the vertices. Initially all vertices are unassigned. At
each stage of the algorithm we assign a frequency to one vertex. Once an
assignment is made, it is not changed. We begin by assigning v1 with fre-
quency 0. Recall that wij is the cost associated with breaking the constraint
involving the frequencies assigned to vertices vi and vj . In the ith stage of
the algorithm, a frequency is assigned to vi by finding the smallest possible
frequency such that

∑i−1
j=1 wijxij is minimized, where xij = 1 if constraint

cij between vertex vi and vertex vj is broken, otherwise xij = 0. Clearly
in the case when all weights are equal to one, this corresponds to choosing
a frequency minimising the number of violated constraints with previously
assigned transmitters.

Greedy expectation algorithm This algorithm is the same as the stan-
dard greedy algorithm in that vertices are assigned one after another in the
specified order (v1, . . . , vn) and that assignments, once selected, remain fixed.
The algorithm differs in the way in which the frequency is selected.

In the ith stage vi is assigned with the smallest possible frequency such
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that
(

i−1
∑

j=1

wijxij +

n
∑

j=i+1

wijpij

)

is minimised, where pij is the probability that the constraint between vertex
vi and vertex vj is broken if vertex vj is assigned a frequency chosen uniformly
at random from {0, 1, . . . , σ−1}. Again in the case when all weights are equal
to one, this corresponds to minimising the sum of the number of violated
constraints with previously assigned transmitters and the expected number
of constraints broken when the remaining transmitters are assigned uniformly
at random.

In the following sections we will give bounds on the domination num-
ber for the frequency assignment problem of both, the greedy expectation
algorithm and the standard greedy algorithm.

2 Domination number of the GEA for the

FAP

After having defined the greedy expectation algorithm for the FAP we now
give a lower bound for its domination number:

Theorem 2.1 The domination number of the greedy expectation algorithm

for the fixed spectrum version of the frequency assignment problem is at least

σn−⌈log2 n⌉−1.

Before proving the theorem we first state and prove the following lemma
relating the cost of the solution produced by the GEA to the expected cost
of a solution generated uniformly at random.

Lemma 2.1 Let f̃ be an assignment generated uniformly at random using

frequencies from {0, ..., σ − 1} and A be the event that f̃ assigns frequen-

cies x1, ..., xk−1 to transmitters v1, ..., vk−1 respectively. Then there exists a

frequency j0 such that

E
(

c(f̃)|A, f̃(vk) = j0

)

≤ E
(

c(f̃)|A
)

. (1)

Proof of Lemma: Using the formula of total expectation [5] we obtain

E
(

c(f̃)|A
)

=
∑

j

E
(

c(f̃)|A, f̃(vk) = j
)

P
(

f̃(vk) = j|A
)

.
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Let j0 be the frequency j minimizing E
(

c(f̃)|A, f̃(vk) = j
)

then

∑

j

E
(

c(f̃)|A, f̃(vk) = j
)

P
(

f̃(vk) = j|A
)

≥ E
(

c(f̃)|A, f̃(vk) = j0

)

.

2

Proof of Theorem: Let f̃ be an assignment generated uniformly at random.
At each step the greedy expectation algorithm finds a frequency j0 satisfying
(1). Hence using induction and Lemma 2.1 we can show that the algorithm
produces a solution with cost at most E(c(f̃)). Thus the domination number
of the GEA is at least the number of solutions with cost at least E(c(f̃)).
We now compute the number of these solutions.

We regard an assignment as an n-tuple of elements from {0, . . . , σ − 1}.
Next we define the addition of two assignments by adding the components
modulo σ. This gives the set of assignments the structure of the group Z

n
σ.

Now we consider a collection of bipartitions of the vertex set V into
(Xi, Yi) for i = 1, . . . , ⌈log2 n⌉, such that for every edge e there is some i such
that e joins a vertex in Xi to a vertex in Yi. In addition we require that
⋂n

i=1 Yi 6= ∅. Given vertex set V = {v1, . . . , vn}, one way to do this is as
follows. Define Xi by letting vk ∈ Xi if and only if the i-th least significant
bit in the binary representation of k − 1, is equal to 1. Let Yi = V \ Xi.

We consider the multiset Ĥ of all assignments f such that f (vk) =
(
∑

i:vk∈Xi
ai + b

)

mod σ as a1, . . . , a⌈log2 n⌉ and b run through all possible

combinations of values from {0, . . . , σ − 1}. Thus |Ĥ| = σ⌈log2 n⌉+1. We claim
that the mean cost of an assignment in Ĥ equals E(c(f̃)). To see this first
observe that choosing an assignment uniformly at random from Ĥ is the same
procedure as selecting an assignment f by setting f (vk) =

(
∑

i:vk∈Xi
Ai + B

)

mod σ where Ai, . . . , A⌈log2 n⌉ and B are independent random variables taking
the values 0, . . . , σ − 1 uniformly at random.

We now consider the joint distribution of the channels assigned to the
endpoints u, v of an edge. Suppose without loss of generality that u ∈ X1,
v ∈ Y1. Then

Pr ((f(u), f(v)) = (i, j))

=
∑

a2,...,a⌈log2 n⌉

Pr
(

(f(u), f(v)) = (i, j) , A2 = a2, . . . , A⌈log2 n⌉ = a⌈log2 n⌉

)

=
∑

a2,...,a⌈log2 n⌉

Pr
(

(f(u), f(v)) = (i, j) |A2 = a2, . . . , A⌈log2 n⌉ = a⌈log2 n⌉

)

·Pr
(

A2 = a2, . . . , A⌈log2 n⌉ = a⌈log2 n⌉

)

.

Given the values of A2, . . . , A⌈log2 n⌉ there is one possible choice for A1 and
B, giving f(u) = i, f(v) = j. Hence the conditional probability in the sum
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is 1/σ2 and consequently when we carry out the summation we also obtain
1/σ2.

Therefore the probability that the constraint corresponding to edge e is
broken is the same as in an assignment where all the channels are chosen
uniformly at random. Thus by linearity of expectation the mean cost of an
assignment in Ĥ equals E(c(f̃)).

Let H be obtained by removing duplicates from Ĥ. Now H is a subgroup
of Z

n
σ. Let C1, ..., Ck be the cosets of H. Since |H| ≤ σ⌈log2 n⌉+1, we must have

k ≥ σn−⌈log2 n⌉−1. Let gi be an assignment such that Ci = gi + H . Now let
Ĉi be the multiset gi + Ĥ. Given an edge e, if we choose an element g of Ĉi

uniformly at random, the probability that e is broken in g is the same as the
probability that e is broken in f̃ . Therefore the mean cost of an assignment
in Ĉi is E(c(f̃)), which implies that at least one assignment has cost greater
than or equal to E(c(f̃)). Since there are at least σn−⌈log2 n⌉−1 cosets, at least
σn−⌈log2 n⌉−1 assignments have cost greater than or equal to E(c(f̃)). 2

3 Domination number of the SGA for the

FAP

In this section we give an upper bound on the domination number of the
standard greedy algorithm for the frequency assignment problem. The basic
idea is to construct a graph on which the standard greedy algorithm works
very badly and then use Chernoff type bounds to show that the probability
that an assignment chosen uniformly at random, performs as badly as the
assignment produced by the standard greedy algorithm, decreases exponen-
tially with the size of the graph.

We will use the following theorem, originally due to Hoeffding [8]

Theorem 3.1 Let the random variables X1, . . . , XN be independent, with

ak ≤ Xk ≤ bk for each k, for suitable constants ak, bk. Let S =
∑N

k=1 Xk

and let µ = E[S]. Then for any t ≥ 0,

P (S − µ ≥ t) ≤ e
−2t2/

N
P

k=1
(bk−ak)2

.

Using this result we are able to show

Theorem 3.2 The domination number of the standard greedy algorithm for

the frequency assignment problem is at most σne−
5(n−1)

144 .

Before proving the main theorem we establish the following lemma.
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Lemma 3.1 Let σ be fixed and e be an edge in a constraint graph having

constraint

c =

{

σ+1
2

if σ is odd,
σ+2

2
if σ is even.

Suppose the endpoints of e are labelled by choosing labels independently

and uniformly at random from {0, 1, . . . , σ − 1}. Then the probability that

the constraint, corresponding to edge e, is broken is at least 3
4
.

Proof: Case 1: σ is odd.
Out of all possible assignments the endpoints of e can receive, the number

of assignments when the constraint is not broken is

2

σ−1
2
∑

i=1

i =

(

σ − 1

2

)(

σ + 1

2

)

.

From this it follows that the probability that the constraint corresponding
to edge e is broken is

1 −
σ2 − 1

4σ2
= 1 −

1

4
+

1

4σ2
≥

3

4
.

Case 2: σ is even.
Here, the number of assignments leading to an unbroken constraint on

edge e is

2

σ−2
2
∑

i=1

i =

(

σ − 2

2

)

(σ

2

)

.

The probability that edge e is broken is

1 −
σ2 − 2σ

4σ2
= 1 −

1

4
+

1

2σ
≥

3

4
.

Proof of Theorem 3.2: Let σ be fixed and for each n consider the
graph, Gn = (V, E), where
V = {v1, . . . , vn}. Now let N = ⌊n−1

4
⌋, and let

E = {v1v1+k, v1+kv1+N+k, v1+kv1+2N+k, v1+kv1+3N+k : k = 1, . . . , N} .

The constraint on any edge incident with v1 is

c1 =

{

σ−1
2

if σ is odd,
σ
2

if σ is even.

The constraint on all the other edges is

c2 =

{

σ+1
2

if σ is odd,
σ+2

2
if σ is even.
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Figure 1: The graph Gn
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Gn is shown in Figure 1.
If we apply the standard greedy algorithm to Gn, labelling vertices in

the order v1, . . . , vn then v1 receives label 0, and v2, . . . , vN+1 receive label
c1. This means that the other constraints cannot be satisfied and so 3N
constraints are broken.

Now consider an assignment f̃ where all the labels are chosen indepen-
dently and uniformly at random from {0, . . . , σ − 1}. For i = 1, . . . , N and
j = 1, 2, 3 let Xi,j = 1 if the constraint corresponding to v1+iv1+i+jN is broken
and 0 otherwise.

For i = 1, . . . , N , let Xi =
∑3

j=1 Xi,j and let Yi = 1 if the constraint
corresponding to v1v1+i is broken and 0 otherwise. Since there are no edges
between vertices in Xr, Xs for r 6= s it follows that {X1, . . . , XN} forms
a collection of independent random variables. Let S =

∑N
i=1 Xi and T =

∑N
i=1 Yi.

The probability that f̃ breaks at least as many constraints as the stan-
dard greedy algorithm is at most P (S + T ≥ 3N) ≤ P (S ≥ 3N − N) =
P (S ≥ 2N) . The Xij are all identically distributed, so let α = P [Xij = 1] .

Then E [S] = 3αN . Applying Theorem 3.1

P (S ≥ 2N) = P (S − 3αN ≥ (2 − 3α)N) ≤ e
−2N2(2−3α)2/

N
P

1
(3−0)2

= e−cN ,

where c = (2α − 1)2 + 4
3
α − 10

9
.

Hence the domination number of the standard greedy algorithm is at
most σne−cN .

From Lemma 3.1 we deduce that c ≥ 5
36

and

σne−cN ≤ σne−
5(n−1)

144 .

2

Corollary: For fixed σ and large enough n the domination number of
the SGA is strictly less than the domination number of the GEA.
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4 Conclusion

We have shown, that for the greedy expectation algorithm, the domination
number is greater than or equal to σn−⌈log2 n⌉−1, whereas the standard greedy

algorithm has a domination number which is less than or equal to σne−
5(n−1)

144 .
This shows that for fixed σ, asymptotically the worst case behaviour of the
standard greedy algorithm is not as good as that of the greedy expectation
algorithm.
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