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It is shown that for the two dimensional Laplace equation a univariate cubic spline approximation in either space direction together with a difference approximation in the other leads to the well-known nine-point finite-difference formula.

For harmonic problems defined in rectangular regions this property provides a means of determining with ease accurate approximations at any point in the region.
1. **Introduction**

The use of spline approximations for partial differential equations, and their relationship to finite-difference schemes is considered by Hoskins (1970) and Sakai (1970). Hoskins considers the two-dimensional Poisson equation and shows that a bivariate cubic spline approximation leads to a nine-point difference formula. In the more general work of Sakai, multidimensional cardinal splines are used for the approximation of various elliptic and parabolic partial differential equations. In particular, Sakai shows that his spline approximation for the two-dimensional Poisson equation leads to the nine-point difference formula of Birkhoff, Schultz, and Varga (1968). For the heat conduction equation in one space dimension, the Sakai spline approximation produces a particular case of the difference scheme obtained by Papamichael and Whiteman (1973) in which a cubic spline approximation for the space derivative is combined with a difference approximation for the time derivative.

In the present paper, a technique, similar to the above of Papamichael and Whiteman for heat conduction problems, is developed for harmonic problems in rectangular domains. In this, the domain is covered with a square mesh, and it is shown that for the two-dimensional Laplace equation, a univariate cubic spline approximation in either space direction together with a standard central difference approximation in the other leads to the well-known nine-point difference formula. Solution of the resulting linear difference system produces a numerical approximation at each of the grid points. The cubic spline/difference replacement of the Laplace equation is
then used to construct a doubly cubic spline which interpolates the solution of the discretised harmonic problem. We remark that the parameters which determine this spline are given at once in terms of known values at the grid points. Thus, once the finite-difference solution at the mesh points is determined, the technique does not require the solution of any other linear system.

Interpolation of harmonic functions is usually required when conformal transformation methods are used to solve numerically harmonic boundary value problems which have curved boundaries and/or contain boundary singularities. In particular the cubic spline technique described in the present paper may be used in conjunction with a conformal transformation method which maps the domain $\mathbb{R}$ of the problem onto a rectangle $\mathbb{R}'$. In some cases the transformed harmonic problem in $\mathbb{R}'$ has a simple analytic solution which is determined by inspection; see Whiteman and Papamichael (1972). In general however, a standard finite-difference technique is used to determine the solution of the transformed problem at the grid points of a finite-difference mesh covering $\mathbb{R}'$. The final solution, which is of course required at particular points of $\mathbb{R}'$, is then obtained by interpolation between the known values at the mesh points of $\mathbb{R}'$. An example on the use of the cubic spline technique in conjunction with a conformal transformation method is given in Section 5.

2  Dirichlet Problems

To establish the relationship between the cubic spline/difference approximation of Laplace's equation and the nine-point difference
form the we consider the harmonic Dirichlet problem,
\[ \Delta u(x, y) = 0, \quad (x, y) \in \mathbb{R}, \] (1) 
\[ u(x, y) = f(x, y), \quad (x, y) \in \partial \mathbb{R}, \]
In (1) \( \Delta \) is the Laplacian operator, \( \mathbb{R} \) is an open domain
with a rectangular boundary \( \partial \mathbb{R} \) so that
\[ \mathbb{R} \cup \partial \mathbb{R} = \{(x, y): 0 \leq x \leq a, 0 \leq y \leq b\}, \]
a and b being positive integers, and \( f(x, y) \) is a given function
continuous on \( \partial \mathbb{R} \).

In order to discretise the problem we cover \( \mathbb{R} \cup \partial \mathbb{R} \) with
the square mesh,
\[ (x_i, y_j) = (ih, jh), \quad i = 0, 1, \ldots, n ; \quad j = 0, 1, \ldots, m, \]
where \( nh = a \) and \( mh = b \), and let \( U_i, j \) be an approximation to \( u(x, y) \)
at the point \( (x_i, y_j) \). We denote by \( S_j(x) \) the cubic spline interpola-
ting the values of \( U_i \) at the \( j \)th, \( j = 1, 2, \ldots, m - 1 \), mesh row
and approximate Laplace's equation at the points \( (x_i, y_j) \) by
\[ M_{i, j} = -\frac{1}{h^2} (U_{i, j-1} - 2U_{i, j} + U_{i, j+1}), \quad (2) \]
i = 1, 2, \ldots, n - 1 ; \quad j = 1, 2, \ldots, m - 1,
where \( M_{i, j} \) is \( S_j''(x) \). We assume that (2) is also satisfied when
i = 0, n, and thus take
\[ M_{i, j} = \frac{1}{h^2} (f_{i, j-1} - 2f_{i, j} + f_{i, j+1}), \quad (3) \]
i = 0, n ; \quad j = 1, 2, \ldots, m - 1,
where \( f_{i, j} = f(x_i, y_j) \).
For the jth, \( j = 1,2,\ldots, m - 1 \), row the results of Ahlberg, Wilson and Walsh (1967) show that

\[
S_j(x) = M_{i-1\cdot j} \frac{(x_i - x)^3}{6h} + M_{i\cdot j} \frac{(x-x_{i-1})^3}{6h} + (U_{i-1, j} - \frac{h^2}{6} M_{i-1, j}) \frac{(x_i - x)}{h} + (U_{i, j} - \frac{h^2}{6} M_{i, j}) \frac{(x-x_{i-1})}{h}
\]

\( x_{i-1} \leq x \leq x_i, \; i = 1,2,\ldots, n. \)

Hence,

\[
S_j'(x_i+) = -\frac{h}{3} M_{i\cdot j} - \frac{h}{6} M_{i+1\cdot j} + \frac{U_{i+1, j} - U_{i, j}}{h}, \quad i = 0,1,\ldots, n - 1,
\]

\[
S_j'(x_i-) = \frac{h}{3} M_{i\cdot j} + \frac{h}{6} M_{i-1\cdot j} + \frac{U_{i, j} - U_{i-1, j}}{h}, \quad i = 1,2,\ldots, n,
\]

so that continuity of the first derivatives implies

\[
\frac{h}{6} M_{i-1\cdot j} + \frac{2h}{3} M_{i\cdot j} + \frac{h}{6} M_{i+1\cdot j} = \frac{U_{i-1, j} - 2U_{i, j} + U_{i+1, j}}{h}, \quad i = 1,2,\ldots, n-1.
\]

The elimination of the M's in (7), by means of equation (2),
gives the finite-difference equation

\[ D_h U_{i,j} = 0, \quad i = 1,2, \ldots, n - 1 ; j = 1,2, \ldots, m - 1, \]  \tag{8} 

where \( D_h \) is the nine-point difference operator defined by

\[ D_h a(x,y) = a(x-h,y+h) + 4a(x,y+h) + a(x+h,y+h) + 4a(x-h,y) - 20a(x,y) + 4a(x+h,y) + a(x-h,y-h) + 4a(x,y-h) + a(x+h,y-h). \]

We now let \( T_i(y) \) be the cubic spline interpolating the values \( U_{i,j} \) at the \( i \)-th, \( i = 1,2, \ldots, n - 1 \), mesh column and approximate Laplace's equation at \((x_i,y_j)\) by

\[ N_{i,j} = -\frac{1}{h^2} (U_{i-1,j} - 2U_{i,j} + U_{i+1,j}), \] \tag{9} 

where \( N_{i,j} = T''_i(y) \). Then, corresponding to (3), (4) and (7) respectively, we have

\[ N_{i,j} = -\frac{1}{h^2} (f_{i-1,j} - 2f_{i,j} + f_{i+1,j}), \] \tag{10} 

where \( i = 1,2, \ldots, n - 1 ; j = 0, m, \)
\[ T_i(y) = N_{i,j-1} \frac{(y_j - y)^3}{6h} + N_{i,j} \frac{(y - y_{j-1})^3}{6h} \]

\[ + (U_{i,j-1} - \frac{h^2}{6} N_{i,j-1}) \frac{y_j - y}{h} \]

\[ + (U_{i,j} - \frac{h^2}{6} N_{i,j}) \frac{y - y_{j-1}}{h} \]  \( j = 1, 2, ..., m-1 \). \hspace{1cm} (11)

The elimination of the N's in (12), by means of (9), gives again the equation (8). It is thus shown that the cubic spline/difference replacements (2) and (9) to the Laplace equation both produce the well-known nine-point difference approximation (8) which has local truncation error of order \( h^6 \); see e.g. Forsythe and Wasow (1960, p.194).

3. **Cubic Spline Interpolation.**

The application of (8) at each internal mesh point, together with the boundary conditions of (1), leads to a positive definite diagonally dominant linear system of \( (n-1) \times (m-1) \) equations which is solved for the unknowns \( U_{i,j} \), \( i = 1(1)n - 1, j = 1(1)m - 1 \). Formulae (2)-(U) and (9)-(11) then produce the cubic splines \( S_j(x) \) and \( T_i(y) \) which approximate respectively the solution \( u(x,y) \).
at the jth mesh row and the solution \( u(x_i, y) \) at the ith mesh column.

We note that,

\[
D_h S_j (x) = D_h U(x, y_j) = 0,
\]

(13)

\[
x_{i-1} \leq x \leq x_i, \quad i = 2, 3, \ldots, n - 1; \quad j = 2, 3, \ldots, m - 2,
\]

and,

\[
D_h T_i (y) = D_h U(x_i, y) = 0,
\]

(14)

\[
y_{j-1} \leq y \leq y_j, \quad j = 2, 3, \ldots, n - 1; \quad j = 2, 3, \ldots, m - 2,
\]

These follow at once from (4), (11) and (8) since,

\[
D_h M_{i, j} = -\frac{1}{h^2} \{ D_h U_{i+1, j} - 2D_h U_{i, j} + D_h U_{i-1, j} \} = 0,
\]

(15)

\[
i = 1, 2, \ldots, n - 1; \quad j = 2, 3, \ldots, m - 2,
\]

and,

\[
D_h N_{i, j} = -\frac{1}{h^2} \{ D_h U_{i-1, j} - 2D_h U_{i, j} + D_h U_{i+1, j} \} = 0,
\]

(16)

\[
i = 2, 3, \ldots, n - 2; \quad j = 1, 2, \ldots, m - 1.
\]

We now describe a method for interpolating the solution of (1) at any point \((x, y)\in R\). For this we let \( r_{i, j} \) be the square

\[
r_{i, j} = \{(x, y): \ x_{i-1} \leq x \leq x_i, \ y_{j-1} \leq y \leq y_j \}
\]

\[
i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, m,
\]
and consider three procedures, each dealing with a different part of $R$.

**Procedure I.**

Used for $(x,y) \in r_{i,j}$, $i = 1,2,\ldots,n$; $j = 2,3,\ldots,m-1$.

We determine the six values

$$T_{i-1}(y + kh), \quad k = -1,0,1,$$

$$T_i(y + kh),$$

and hence, using the approximations of Section 2, we calculate $U(x,y)$ from the cubic spline interpolating the values $U(x_i,y)$, $i = 0,1,2,\ldots,n$. Thus, we take (see equation (4))

$$U(x,y) = Q_1(x,y)$$

$$= M_{i-1}(y) \frac{(x_i - x)^3}{6h} + M_i(y) \frac{(x - x_{i-1})^3}{6h}$$

$$+ (T_{i-1}(y) - \frac{h^2}{6} M_{i-1}(y)) \frac{(x_i - x)}{h}$$

$$+ (T_i(y) - \frac{h^2}{6} M_i(y)) \frac{(x - x_{i-1})}{h},$$

$(x,y) \in r_{i,j},$

where

$$M_i(y) = - \frac{1}{h^2} \{T_i(y-h) - 2T_i(y) + T_i(y+h)\},$$

with

$$T_0(y) = f(0,y) \quad \text{and} \quad T_n(y) = f(a,y).$$
We note that,

\[ Q_1 (x, y_j) = S_j (x) \quad \text{and} \quad Q_1 (x_i, y) = T_i (y). \]

**Procedure II.**

**Used for** \((x, y) \in r_{i,j}, \ i = 2, 3, \ldots, n - 1; j = 1, 2, \ldots, m.\)**

The value of \(U(x, y)\) is obtained by interchanging the roles of \(x\) and \(y\) in the technique of Procedure I. Thus, we determine the six values

\[
S_{i-1} (x + kh) , \quad k = -1, 0, 1 ,
\]

\[
S_j (x + kh) ,
\]

and hence calculate \(U(x, y)\) from

\[
U(x, y) = Q_2(x, y)
\]

\[
= N_{j-1} (x) \frac{(y_j - y)^3}{6h} + N_j (x) \frac{(y - y_{j-1})^3}{6h} 
\]

\[
+ (S_{j-1} (x) - \frac{h^2}{6} N_{j-1} (x)) \frac{(y_j - y)}{h} 
\]

\[
+ (S_j (x) - \frac{h^2}{6} N_j (x)) \frac{(y - y_{j-1})}{h} , \quad (x, y) \in r_{i,j} ,
\]

where,

\[
N_j (x) = -\frac{1}{h^2} \{S_j (x-h) - 2S_j (x) + S_j (x+h)\} ,
\]

with

\[
S_0 (x) = f(x, 0) \quad \text{and} \quad S_m (x) = f(x, b).
\]

Again we note that,

\[ Q_2 (x, y_j) = S_j (x) \quad \text{and} \quad Q_2 (x, y) = T_i (y). \]
The functions $Q_1(x,y)$ and $Q_2(x,y)$ are bicubic in each mesh square $r_{i,j}$ of the rectangles

$$R_1 = \{(x,y): 0 \leq x \leq a, h \leq y \leq b - h\},$$

and

$$R_2 = \{(x,y): h \leq x \leq a - h, 0 \leq y \leq b\},$$

respectively. By use of the continuity properties of $S_j(x)$ and $T_j(y)$, it can be shown that $Q_1(x,y)$ is in $C^4_2(R_1)$ and $Q_2(x,y)$ is in $C^4_2(R_2)$. (By the terminology of Ahlberg et al. (1967, P-235) $C^n_r(R)$ is the family of functions $F(x,y)$ on $R$ whose $n$th order partial derivatives, involving no more than $r$th order differentiation with respect to a single variable, exist and are continuous.) It follows that $Q_1(x,y)$ and $Q_2(x,y)$ are "simple double cubic splines" interpolating the values $U_{i,j}$ at the mesh points of $R_1$ and $R_2$ respectively; see Ahlberg et al. (1967, p.235-39). Also, it can be shown that,

$$Q_1(x,y) = Q_2(x,y), \quad (x,y) \in R_1 \cap R_2,$$

and, by means of (13) and (14), that

$$D_h U(x,y) = 0, \quad (x,y) \in r_{i,j},$$

$$i = 3, 4, \ldots, n - 2; \quad j = 3, 4, \ldots, m - 2.$$

**Procedure III.**

*Used for $(x,y) \in r_{i,j}$, $i = 1, n$; $j = 1, m$.*

We assume that (15) holds for $(x,y) \in R_1 \cap R_2$ and use this nine-point formula to express $U(x,y)$ in terms of values that
can be interpolated by means of Procedure I or II. Thus, if 

\[ (x,y) = (p_h,q_h) \in r_{i,j}, \quad i = 1,n; \quad j = 1,m, \]

we take

\[
U_{p,q} = - \left( 4U_{p+a,q} + U_{p+2,a,q} \right)
- \left( 4U_{p,q+\beta} - 20U_{p+a,q+\beta} + 4U_{p+2a,q+\beta} \right)
- \left( U_{p,q+2\beta} + 4U_{p+a,q+2\beta} + U_{p+2a,q+2\beta} \right),
\]

where \( U_{k,\ell} = U(kh,\ell h) \) and \( \alpha = 1 \) when \( i = 1 \), \( \alpha = -1 \) when \( i = n \), \( \beta = 1 \) when \( j = 1 \) and \( \beta = -1 \) when \( j = m \).

To summarize the above we note that the value \( U(x,y) \) approximating the solution \( u(x,y) \) at any point \( (x,y) \in R \) may be calculated by using,

(a) Procedure I, if \( (x,y) \in R_1 \),

(b) Procedure II, if \( (x,y) \in r_{i,j}, \quad i = 2,3,...,n - 1; \quad j = 1,m, \)

(c) Procedure III, if \( (x,y) \in r_{i,j}, \quad i = 1,n; \quad j = 1,m, \)

or by using,

(a) Procedure II, if \( (x,y) \in R_2, \)

(b) Procedure I, if \( (x,y) \in r_{i,j}, \quad i = 1,n; \quad j = 2,3, \ldots, m - 1, \)

(c) Procedure III, if \( (x,y) \in r_{i,j}, \quad i = 1,n; \quad j = 1,m, \)

Since when \( (x,y) \in R_1 \cap R_2, \quad Q_1(x,y) = Q_2(x,y), \) it is clear that for any \( (x,y) \in R \) both the above two methods produce the same result.

For \( (x,y) \in R_1 \cup R_2 \) approximations to \( \frac{\partial u(x,y)}{\partial x} \) may be
determined from,

\[
\frac{\partial U(x, y)}{\partial x} = \frac{\partial Q_1(x, y)}{\partial x} = -M_{i-1}(y) \frac{(x_i - x)^2}{2h} + M_i(y) \frac{(x - x_{i-1})^2}{2h}
\]

\[
- (T_{i-1}(y) - \frac{h}{6} M_{i-1}(y)) \frac{1}{h} + (T_i(y) - \frac{h}{6} M_i(y)) \frac{1}{h},
\]

if \((x, y) \in r_{i,j}, r_{i,j} \in R_i\), and from.

\[
\frac{\partial U(x, y)}{\partial x} = \frac{\partial Q_2(x, y)}{\partial x} = -N'_{j-1}(x) \frac{(y_j - y)^3}{6h} + N_j(x) \frac{(y - y_{j-1})^3}{6h}
\]

\[
- (S'_{j-1}(x) - \frac{h}{6} N'_{j-1}(x)) \frac{y_j - y}{h} + (S'_j(x) - \frac{h}{6} N'_j(x)) \frac{(y - y_{j-1})}{h},
\]

if \((x, y) \in r_{i,j}, i = 2, 3, ----, n - 1; j = 1, m\). In (17)

\[
N'_j(x) = -\frac{1}{h^2} \{S'_j(x-h) - 2S'_j(x) + S'_j(x+h)\},
\]

and \(S'_j(x)\) is found by differentiating (4) with respect to \(x\).

To determine an approximation to \(\frac{\partial u(x, y)}{\partial x}\) at a point

\((x, y) \in r_{i,j} \; i = 1, n \; j = 1, m\), we note that

\[
D_h \frac{\partial u(x, y)}{\partial x} = 0, \quad (x, y) \in r_{i,j}
\]

\[
i = 3, 4, \ldots, n - 2; \; j = 3, 4, \ldots, m - 2.
\]

we assume that formula (18) holds for any \((x, y) \in R_1 \cap R_2\), and use it, as in Procedure III, to express \(\frac{\partial u(x, y)}{\partial x}\) in terms of values that
can be calculated by means of (16) and (17).

Approximations to \( \frac{\partial u(x, y)}{\partial x} \) are determined in a similar manner from,

\[
\frac{\partial U(x, y)}{\partial x} = \frac{\partial Q_2 (x, y)}{\partial y}, \text{ if } (x, y) \in \mathbb{R}^2,
\frac{\partial U(x, y)}{\partial y} = \frac{\partial Q_1 (x, y)}{\partial y},
\]

if \((x, y) \in r_{i,j}, \quad i = 1, n; \quad j = 2,3,...,m - 1,\)

and by using,

\[
D_h \frac{\partial U(x, y)}{\partial x} = 0, \text{ if } (x, y) \in r_{i,j}, i = 1, n; \quad j = 1, m.
\]

4. **Mixed Boundary Value Problems**

To illustrate the application of the technique to mixed boundary value problems we consider the problem (1) but on the side

\[
\partial R^* = \{(0,y): 0 < y < b \}
\]

of \(\partial R\) we replace the Dirichlet boundary condition by a Neumann condition. Thus, we consider the harmonic problem,

\[
\Delta u(x,y) = 0, \quad (x,y) \in \mathbb{R},
\]

\[
\frac{\partial u(x,y)}{\partial x} = g(y), \quad (x,y) \in \partial R^* ,
\]

\[
u(x,y) = f(x,y), \quad (x,y) \in \partial R - \partial R^* ,
\]

\[
(19)
\]
where $g(y)$ is a given function continuous on $\partial R^*$.

All approximations and results of Section 2 still hold except (3) for which we have,

$$M_{0,j} = -\frac{1}{h^2} (U_{0,j-1} - 2U_{0,j} + U_{0,j+1}), \quad (20)$$

and,

$$M_{n,j} = -\frac{1}{h^2} (f_{n,j-1} - 2f_{n,j} + f_{n,j+1}), \quad j = 1, 2, \ldots, m-1,$$

where the $U_{0,j}, j = 1(1)m - 1$, are not known and must be determined.

The boundary condition (19) is approximated at the point $(0, y_j)$ by

$$S'_j(0) = g_j, \quad j = 1, 2, \ldots, m - 1,$$

or, on using (5), by

$$-\frac{h}{3}M_{0,j} - \frac{h}{6}M_{1,j} + \frac{U_{1,j} - U_{0,j}}{h} = g_j. \quad (21)$$

The elimination of the M's in (21), by means of (2) and (20), gives the finite-difference equation

$$2U_{0,j+1} + U_{1,j+1} - 10U_{0,j} + 4U_{1,j} + 2U_{0,j-1} + U_{1,j-1} = 6hg_j, \quad (22)$$

approximating the solution of the problem at the boundary points $(0, y_j)$. The approximation (22) has local truncation error of
order $h^4$ and is equivalent to using the difference approximation

$$
\frac{1}{12h} \{U_{1,j+1} - U_{-1,j+1} + 4(U_{1,j} - U_{-1,j}) + (U_{1,j-1} - U_{-1,j-1})\},
$$

for the derivative in (19), in conjunction with the nine-point formula applied at the point $(0,y_j)$.

The application of (22) at the $(m - 1)$ boundary points $(0,y)\), \quad j = 1(1)m - 1, and of the nine-point formula at the internal mesh points leads to a linear system of $nx(m - 1)$ equations which is solved for the unknowns $U_{i,j}, i = 0(1)n - 1 ; j = 1(1)m - 1.$ The technique of Section 3 is then used to interpolate $U(x,y)$ at any point $(x,y) \in \mathbb{R} \cup \partial \mathbb{R}^*$ from the values $U_{i,j}$ at the mesh points. However, for $(x,y) \in r_{1,j}, r_{1,j} \in \mathbb{R}$, the determination of $U(x,y)$ from the double cubic spline $Q_1(x,y)$ requires the knowledge of

$$
T_o(y) = U(0,y)
$$

and

$$
M_o (y) = - \frac{1}{h^2} \{U(0,y-h) - 2U(0,y) + U(0,y+h)\}.
$$

Since $T_i (y)$ is not defined for $i = 0$, the unknowns $U(0,y)$ and $M_o (y)$ are determined as follows.

The boundary condition (19) is approximated at the point $(0,y)$ by

$$
\frac{\partial Q_1(0,y)}{\partial x} = g(y)
$$
or, on using (16), by

\[- \frac{h^2}{3} M_0(y) - \frac{h^2}{6} M_1(y) + T_1(y) - U(0, y) = h g(y). \tag{23} \]

Equation (23) together with

\[ \frac{h^2}{6} M_0(y) + 2 \frac{h^2}{3} M_1(y) + \frac{h^2}{6} M_2(y) - U(0, y) + 2T_1(y) - T_2(y) = 0, \tag{24} \]

then gives the two relations

\[ 3U(0, y) = \frac{7}{6} h^2 M_1(y) + \frac{h^2}{3} M_2(y) + 5T_1(y) - 2T_2(y) - h g(y), \]

and

\[ 3h^2 M_0(y) = -5h^2 M_1(y) - h^2 M_2(y) - 6T_1(y) + 6T_2(y) - 6h g(y), \]

which express the unknowns \( U(0, y) \) and \( M_0(y) \) in terms of values that can be determined from the cubic splines \( T_1(y) \) and \( T_2(y) \).

We remark that (24), which follows at once from the construction of \( Q_1(x, y) \) and can be verified easily by means of (14), is the continuity relation which shows that

\[ \frac{\partial Q_1(x, y)}{\partial x} = \frac{\partial Q_1(x + , y)}{\partial x} \]

The application of the technique to problems with Neumann conditions on any of the other three sides of \( \partial R \) is clear.
5. **Numerical Results.**

**Problem 1.** (Dirichlet Problem)

\[ \Delta u(x,y) = 0, \quad (x,y) \in \mathbb{R}, \]

\[ u(x,y) = \cos x \sin y, \quad (x,y) \in \partial \mathbb{R}, \]

where, \( \mathbb{R} \cup \partial \mathbb{R} = \{(x,y) : 0 \leq x \leq 1, \ 0 \leq y \leq 1\} \).

A square mesh of size \( h = 0.2 \) is used. The finite-difference solution computed by applying the nine-point formula at the interior mesh points,

\[(0.2i, 0.2j), \quad i = 1(1)4; \quad j = 1(1)4, \]

is accurate to eight significant figures.

Numerical results obtained by the cubic spline technique at the points

\[(0.1i, 0.1j), \quad i = 1(1)9; \quad j = 1(2)9, \]

are given in Table 1. They are compared with:

(i) values computed from the analytic solution and,

(ii) values obtained by interpolating the results at the mesh points using the bivariate interpolation formula,

\[
\tilde{F}(x_i + ph, y_j + qh) = \frac{q(q-1)}{2} F_{i,j-1} + \frac{p(p-1)}{2} F_{i-1,j}
\]

\[ + (1 + pq - p^2 - q^2) F_{i,j} + \frac{p(p - 2q + 1)}{2} F_{i+1,j} \]

\[ + \frac{q(q - 2p + 1)}{2} F_{i,j+1} + pq F_{i+1,j+1}, \tag{25} \]

\[ |p| < 1, \quad |q| < 1, \]
of Abramowitz and Stegun (1965, eqn.25.2.67). Formula (25), which determines an approximation \( \tilde{F}(x,y) \) to \( F(x,y) \) in terms of values of \( F(x,y) \) at six grid points of a square mesh, has truncation error
\[
e_{p,q} = F(x_i + ph, y_j + qh) - \tilde{F}(x_i + ph, y_j + qh),
\]
of order \( h^3 \). However, when \( F(x,y) \) is harmonic and \( p = q = \frac{1}{2} \) the order of the truncation error rises to \( h^4 \). In particular with,
\[
F(x,y) = u(x,y) = \cos x \sinh y,
\]
and \( h = 0.2 \),
\[
e_{1,1} = -\frac{1}{2}, \frac{1}{2} \Omega - \frac{1}{32} h^4 \frac{\partial^4 u}{\partial x^2 \partial y^2} = 0.5 \times 10^{-4} \cos x \sinh y
\]
whereas,
\[
e_{0,1} = -\frac{1}{16} h^3 \frac{\partial^3 u}{\partial y^3} = -0.5 \times 10^{-3} \cos x \cosh y.
\]
The last two equations explain why the results obtained "by the use of (25) at the points,
\[
(0.11, 0.1j), \quad i = 1(2) 9 \quad j = 1(2) 9,
\]
are much more accurate than those obtained at the points,
\[
(0.2i, 0.1j), \quad i = 1(1) 4 \quad j = 1(2) 9.
\]

**Problem 2** (Mixed Boundary Value Problem)
\[
Au(x,y) = 0, \quad (x, y) \in R ,
\]
\[
\frac{\partial u(x, y)}{\partial x} = \cosh y, \quad (x, y) \in \partial R^*,
\]
\[
u(x, y) = \sin x \cosh y, \quad (x, y) \in \partial R - \partial R^*,
\]
where
\[ \partial R^* = \{(0, y) : 0 < y < 1\} , \]

and,
\[ R \cup \partial R = \{(x, y) : 0 \leq x \leq 1; 0 \leq y \leq 1\}. \]

A square mesh of size \( h = 0.2 \) is used. The finite-difference solution computed by applying the nine-point formula at the interior mesh points,
\[ (0.2i, 0.2j), \quad i = 1(1)4; \quad j = 1(1)4, \]

and formula (22) at the boundary points
\[ (0, 0.2j), \quad j = 1(1)4, \]
is accurate to five significant figures.

Numerical results obtained by the cubic spline technique at the points
\[ (0.1i, 0.1j), \quad i = 0(1)9; \quad j = 1(2)9, \]
are given in Table 2 and are compared with values computed from the analytic solution.

To illustrate the use of the cubic spline technique in conjunction with a conformal transformation method we consider the following harmonic problem.

**Problem 3.**
\[
\begin{align*}
\Delta u(x, y) &= 0, \quad (x, y) \in R, \\
u(x, y) &= 1, \quad (x, y) \in \partial R_1, \\
u(x, y) &= 0, \quad (x, y) \in \partial R_2,
\end{align*}
\]

where \( R \) is the semi-circular open domain
\[ R = \{(x, y) : x^2 + y^2 < 1, \quad |x| < 1, \quad y > 0\} , \]
with boundary \( \partial R = \partial R_1 \cup \partial R_2 \) where,
\[
\partial R_1 = \{ (x,y) : x^2 + y^2 = 1, \text{ jx} < 1, y > 0 \},
\]
and \( \partial R_2 = \text{ABC-} \{ (x,0) : |x| < 1 \} \),
with \( A = (1,0), B = (0,0) \) and \( C = (-1,0) \).

The three successive conformal transformations,
\[
z = \left( \frac{1 + w}{1 - w} \right)^2 ,
\]
\[
t = \frac{1}{1 - z} ,
\]
and
\[
w' = \frac{1}{k(\sqrt{2})^2} \text{sn}^{-1} \left( t \frac{1}{2}, \frac{1}{\sqrt{2}} \right),
\]
where \( \text{sn} \) denotes the Jacobian elliptic sine and \( K(t/2) \) is the complete elliptic integral of the first kind with modulus \( 1/\sqrt{2} \),
are used to map \( G = \mathbb{R} \cup \partial R \) in the \( w = x + iy \) plane onto the square
\( G' = \mathbb{R}' \cup \partial R' = \{ (\xi, n) : 0 \leq \xi, n \leq 1 \} \),
in the \( w' = \xi + in \) plane with
\[
\begin{array}{c|c}
\text{w - plane} & \text{w' - plane} \\
A & (0,0), \\
B & (0,1), \\
C & (1,0).
\end{array}
\]
Thus the combined effect of (26), (27) and (28) is to transform
the original problem in \( G \) into the problem

\[
\Delta v(\xi,n) = 0, \quad (\xi,n) \in R', \\
v(\xi,n) = 1, \quad (\xi,n) \in \partial R'_1, \\
v(\xi,n) = 0, \quad (\xi,n) \in \partial R'_2,
\]

in \( G' = R' \cup \partial R'_2 \) where \( \partial R' = \partial R'_1 \cup \partial R'_2 \) and

\[
\partial R'_1 = \{ (\xi,0) : 0 < \xi < 1 \}, \quad \partial R'_2 = \partial R' - \partial R'_1
\]

Full computational details for the implementation of the above
conformal transformation method are given in Whiteman and
Papamichael (1972).

The boundary values of the transformed problems have jump
discontinuities at the corners \((0,0)\) and \((1,0)\) of \( \partial R' \). A detailed
discussion on techniques for removing such discontinuities from
the boundary conditions of harmonic problem, in rectangular
regions is given by Rosser (1973). In the present case we
introduce the harmonic function

\[
V(\varepsilon,n) = v(\varepsilon,n) - \frac{2}{\pi} \{ \text{arctan}(\frac{\varepsilon}{\eta}) + \text{arctan}(\frac{1-\varepsilon}{\eta}) \},
\]

and instead of (29) we consider the problem

\[
\Delta V(\xi,n) = 0, \quad (\xi,n) \in R' \\
V(\xi,n) = -1, \quad (\xi,n) \in \partial R'_1, \\
V(\xi,n) = f(\xi,n), \quad (\xi,n) \in \partial R'_2,
\]

where

\[
f(\varepsilon,\eta) = -\frac{2}{\pi} \{ \text{arctan}(\frac{\varepsilon}{\eta}) + \text{arctan}(\frac{1-\varepsilon}{\eta}) \}.\]
The nine-point formula is used to determine approximations \( \tilde{V}_{i,j} \) to the solution of (31) at the mesh points

\[
(0.2i, 0.2j) \quad i = 1(1)1+ \quad j = 1(1)4,
\]

of a square mesh, of size \( h = 0.2 \), covering \( G' \). The solution of the original problem is of course required in \( R \). To determine an approximation to this solution at a specific point \( P = (x,y) \in R \), \( P \) is mapped into the point \( p' \in R' \). Since \( p' \) will not in general be a point of the finite-difference mesh covering \( G' \), the cubic spline technique is used to compute an approximation to \( V(p') \) in terms of the known values \( \tilde{V}_{i,j} \) at the mesh points in \( G' \). An approximation to \( u(P) = v(p') \) is then found by means of (30).

Numerical approximations to \( u(x,y) \) obtained by using the conformal transformation method (CTM) in conjunction with the cubic spline technique are given in Table 3. The results are given at the points,

\[
(0.1i, 0.1j) \quad i = 0(1)9 \quad j = 1(2)9,
\]

of the quadrant

\[
\{(x,y) : x^2 + y^2 < 1, \ x > 0, \ y > 0\}
\]

of \( R \) and are compared with

(i) values computed from the analytic solution,

\[
u(x,y) = \arctan\{2y/(1-x^2-y^2)\},
\]

and,

(ii) values computed by using formula (25) to interpolate the finite-difference approximations \( \tilde{V}_{i,j} \) in \( G' \).
We remark that when a square mesh of size $h = 0.1$ is used to determine the finite-difference solution of
(31) and to perform the cubic spline interpolation in $G'$, the approximations $U(x,y)$ to $u(x,y)$ computed at the points of
Table 3 are such that

$$|u(x,y) - U(x,y)| \leq 2 \times 10^{-6}.$$
At each point the numbers represent:

(i) **Upper entry:** Value computed, by Spline Interpolation

(ii) **Middle entry:** Value computed from the Analytic Solution

(iii) **Lower entry:** Value computed by using Interpolation Formula 25.

<table>
<thead>
<tr>
<th>x</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.99666</td>
<td>0.99658</td>
<td>0.099761</td>
<td>0.095685</td>
<td>0.095693</td>
<td>0.092260</td>
<td>0.087905</td>
<td>0.082671</td>
<td>0.076612</td>
<td>0.069787</td>
</tr>
<tr>
<td>0.2</td>
<td>0.99170</td>
<td>0.098170</td>
<td>0.95693</td>
<td>0.95685</td>
<td>0.92260</td>
<td>0.87905</td>
<td>0.82671</td>
<td>0.76612</td>
<td>0.69787</td>
<td>0.62265</td>
</tr>
<tr>
<td>0.3</td>
<td>0.95692</td>
<td>0.92259</td>
<td>0.87694</td>
<td>0.87897</td>
<td>0.82155</td>
<td>0.76605</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.4</td>
<td>0.92569</td>
<td>0.87694</td>
<td>0.87897</td>
<td>0.82155</td>
<td>0.76605</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.5</td>
<td>0.87694</td>
<td>0.87897</td>
<td>0.82155</td>
<td>0.76605</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.6</td>
<td>0.82155</td>
<td>0.76605</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.7</td>
<td>0.76605</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.8</td>
<td>0.69432</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>0.9</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
<tr>
<td>1.0</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
<td>0.62259</td>
</tr>
</tbody>
</table>

**TABLE 1**
At each point the numbers represent:

(i) Upper entry:
Value computed by Spline Interpolation

(ii) Lower entry:
Value computed from the Analytic Solution,

<table>
<thead>
<tr>
<th></th>
<th>0.000000</th>
<th>0.100333</th>
<th>0.199664</th>
<th>0.299999</th>
<th>0.391367</th>
<th>0.481825</th>
<th>0.576466</th>
<th>0.674441</th>
<th>0.720946</th>
<th>0.787247</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.000000</td>
<td>0.143070</td>
<td>0.284710</td>
<td>0.423506</td>
<td>0.558070</td>
<td>0.687058</td>
<td>0.809181</td>
<td>0.923220</td>
<td>1.028033</td>
<td>1.122575</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.000004</td>
<td>0.125304</td>
<td>0.249361</td>
<td>0.370923</td>
<td>0.488783</td>
<td>0.601754</td>
<td>0.708718</td>
<td>0.808595</td>
<td>0.900399</td>
<td>0.983202</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.000004</td>
<td>0.112571</td>
<td>0.224022</td>
<td>0.333232</td>
<td>0.439115</td>
<td>0.540607</td>
<td>0.636702</td>
<td>0.726430</td>
<td>0.808906</td>
<td>0.883294</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.000003</td>
<td>0.104357</td>
<td>0.207674</td>
<td>0.308915</td>
<td>0.407071</td>
<td>0.540115</td>
<td>0.673420</td>
<td>0.749877</td>
<td>0.818837</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.000000</td>
<td>0.100328</td>
<td>0.199662</td>
<td>0.196997</td>
<td>0.391365</td>
<td>0.481821</td>
<td>0.567466</td>
<td>0.647441</td>
<td>0.720943</td>
<td>0.787225</td>
</tr>
<tr>
<td>0</td>
<td>-0.000000</td>
<td>0.100333</td>
<td>0.199664</td>
<td>0.296999</td>
<td>0.391367</td>
<td>0.481825</td>
<td>0.567468</td>
<td>0.647441</td>
<td>0.720946</td>
<td>0.787247</td>
</tr>
</tbody>
</table>
At each point the numbers were computed from:

(i) **Upper entry**: CTM
and Cubic Spline Interpolation.

(ii) **Middle entry**: Analytic Solution.

(iii) **Lower entry**: CTM
and Interpolation Formula (25).
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