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 ABSTRACT  

Introduction: Across multiple sectors training programmes aim to help learners improve their 

communication skills. It is well recognised that non-verbal ‘social signals’ play an important 

role in effective communication. Previous research in the social signalling domain meticulously 

observed hours of videos and conducted observational studies to identify these social signals, 

an approach which is subjective and does not scale with large datasets. Technological 

developments hold promise to automate observation with possible practical application to 

training interventions. Objective: Therefore, the aim of the current research is to investigate 

whether communication skills can be improved using recently developed commercial off-the 

shelf technology to capture facial expression, voice emotion recognition, hand gestures and 

honest signals.  Methods: Four stages of research were conducted. The first stage was to 

establish the relevant signals for performance appraisal in media interviews. The second stage 

was to identify the most appropriate method of providing feedback to trainees that is actionable 

and understandable. The third stage was to compare whether the designed social signal 

feedback method was more effective than standard methods of communication skills training 

in the context of media interviews. Finally, the fourth stage was to assess whether the skills 

gained in stage three was maintained after 6-months. Performance ratings were collected by 

an audience who were blind to experimental condition and conversational partners / trainers. 

Results: Performance ratings collected from the experiment and follow-up stages suggest 

that the social signal feedback group were more effective communicators compared to the 

traditional feedback group. The social signal feedback group displayed a significant reduction 

in frowning in the experiment stage and more positive emotions in the follow-up stage. 

However, the traditional feedback group exhibited more positive engagement during 

interviews. Conclusion: The social signal feedback method presented has some benefit over 

already existing methods of communication skills in media interviews.   

Keywords: Emotional Communication, Social Signals Processing, Automated Emotion  

Recognition, Communication Skills Training, Affective computing, commercial off-the-shelf  

 affect recognition technology    
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CHAPTER 1. SCOPE OF RESEARCH   

1.1.  Introduction   

This thesis explores whether commercial-off-the-shelf automated recognition (COTS) technology can 

be used to improve communication skills training in the context of media skills training. This chapter 

provides the following information; an outline of communication and social signals and their role in 

human interaction research; the importance of communication in everyday life is also articulated along 

with a account of communication skills training in the U.K; the main objectives and contributions of 

this research, a brief description of the plan of this thesis and, finally, concludes with a summary.  

1.2.  Communication   

Communication is a complex phenomenon that occurs in everyday life and is comprised of verbal and 

nonverbal communication. Research has shown that non-verbal / social signals makes up 65% - 95% 

of communication (Curhan & Pentland, 2007). It is theorised that they communicate an individual’s 

unconscious emotions meaning that the use of nonverbal signals are significant in understanding 

social interactions (Liu, Mok, Wong, Xue, & Xu, 2007; Poggi & D ’errico, 2011; Reason, 1990; Tracy, 

Randles, Steckler, Crockett, & Cuddy, 2015; Vinciarelli, Pantic, & Bourlard, 2009; Vrij, Edward, & 

Roberts, 2000). Considering non-verbal communication accounts for most of the communicative 

content in a social interaction, it is important that researchers explore this further in the context of 

training.  Typically, the focus of communication training research places emphasis on improving both 

verbal and nonverbal behaviours where performance evaluation is typically conducted by a single 

trainer. This limits the efficacy of training as research has shown that skills gained are highly reliant 

on the trainers’ experience which often tends to be subjective (Aspegren, 1999). For this reason, it is 

beneficial for training programs to integrate accurate and objective observations of nonverbal cues to 

improve performance. Current tools are limited to support this requirement.   

1.3.  Affective Computing and Social Signal Processing in Human-Computer 

Interaction  

Human-Computer Interaction (HCI) is a multidisciplinary practice concerned with the design, 

construction and implementation of human-centric interactive computer systems which uses a 

multitude of formal methods that include both quantitative and qualitative methods to capture 

information and ideas (MacKenzie, 2012).   

Within the field of HCI is a topic called affective computing which can simply be described as a 

discipline which uses devices that can recognise, interpret and process human emotion (Picard, 

1995). This is an interdisciplinary field that integrates computer science, cognitive science and 

psychology. Social Signals Processing (SSP) is a domain within affective computing that captures 
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nonverbal signals using affect recognition technologies with the objective of modelling human 

behaviour. The reason this area hopes to model behaviour it to eventually develop emotionally 

intelligent computers.    

The research conducted for this PhD thesis lies within the area of affective computing and SSP 

because affect recognition technology is used to capture social signals between two humans. 

Detection, analysis and interpretation of a dyadic interaction in this research is intended to achieve 

two outcomes: 1) to identify which signals predict communication performance and 2) this information 

could inform the design of an intervention that could support training.    

1.4.  Communication Training in the UK  

Organisations make substantial investments to improve communication between employees (Brantley 

& Miller, 2007).  Effective communication is the core of a well-run establishment as it results in better 

productivity which fundamentally benefits a country’s economy (Crawford, Crawford, & Jin, 2013). 

However, in the UK, a report by McDonalds in 2015 identified a lack of training in soft skills and 

predicts that by 2020 over half a million UK workers will be significantly held back in their career as a 

result. This prediction is made for all sectors across the UK (Forte & Caan, 2015). The British 

Chambers of Commerce survey (2014) reported that 84% of companies look for communications 

skills training when recruiting new employees (Wiseman, Parry, & Baker, 2015). However, investment 

in skills training in the UK have fallen by £2.5 billion since 2011 across all sectors even though it is a 

well sought-after skill (Thornton, Sutton, Stanfield, & Leach, 2016). These reports emphasise a skills 

gap in the UK.  

There are several factors that contribute to this decline, but the most important to highlight is that 

training is costly to run, and it is taxing on company production to spare employees for this training 

(Fallowfield, Jenkins, Farewell, & Solis-Trapala, 2003). This issue can be solved by providing easily 

accessible training at a lower cost. The current research investigates whether this is possible using 

off-the-shelf technology that is commercially available.  

1.5.  Communication Context  

The context of a social interaction depicts the nature of the conversation and the nonverbal signals 

used. A unique communication context that is important to investigate is media interviews. This is 

because conversations are required to be concise and effective. Training an interviewee to effectively 

communicate in this context in beneficial as information relayed in an interview is likely to reach a 

large audience (Taylor, 2015). It is key to conveying a clear and concise message, particularly in 

hostile or crisis situations in order for the audience to trust the interviewee (World Health Organization, 

2005).    
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Training in skilful communication is also a necessity in a variety of job roles and organisations across 

all sectors (Logan-Terry & Damari, 2015). Organisations make considerably large investments to train 

staff in communication skills to improve media interview performance. This is done to ensure that 

employees are positively perceived in media interviews because the way that employees are 

perceived in media interviews influences the audience’s perception of the company that the 

interviewee represents (Taylor, 2015). There has been little or no research in this area in the field of 

SSP and is the focus of the current research will be to investigating communication skills training in 

the context of media skills training.   

1.6.  Appropriate Technology for a Fast-Paced Society  

Common methods used by social psychologists during the early years of examining social interactions 

were to manually observe hours of pre-recorded video sessions of social interactions. This form of 

analysis is time-consuming which leaves room for subjectivity and is likely to result in different 

interpretations of meanings behind signals displayed. Video observations also do not scale with large 

amounts of data. An example of this would be that hours of video observations could result in some 

aspects being neglected, left without an annotation or interpretation. This method of video observation 

is still common today; however, some subjectivity is reduced with the inclusion of multiple observers. 

Recent developments in automated recognition technology have made it possible to objectively 

capture nonverbal signals in interactions.    

The concept of ‘appropriate technology’ is the use of simple and ‘easy to use’ technology that makes 

it possible for people to use every day (Basu & Weil, 1998). Technologies developed in the area of 

social signals include affect recognition technology, examples include facial expression detection, 

voice affect recognition and movement detection. These technologies have recently been made 

commercially available, otherwise known as Commercial Off-The-Shelf (COTS) Technology. The use 

of this type of technology could enable a faster and more reliable method of improving communication 

skills in the UK and, as a consequence of this simple and cost-effective method of training, boost 

training turnout.  

1.7.  Thesis Statement  

It was decided to use COTS technology to capture social signals, rather than use already existing 

open source software or develop bespoke solutions. This technology was used to provide rapid proof 

of concept for a variety of channels in the evaluation of communication skills performance and enable 

fast transferability to end users. The technology used can also be obtained commercially thereby 

assisting in narrowing the design space for future bespoke solutions. The focus of this research is on 

the functional applications of solutions developed by affective technology. The use of affective 
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technology allows the user to process recordings locally when the classification of emotions and 

expression are produced (Dupré, Morrison, & Mckeown, 2018).   

Largely, the benefits of this could be to allow for better access to training, more objective feedback 

during training and lowered costs of training courses. This would be independent of trainer’s opinion.  

This research hopes to address the following research questions:   

1) Can recently developed automated technology be used to help evaluate media skills 

performance?   

2) Can this be used to provide feedback that helps people improve their communication?  

1.8.  Research Contribution  

By utilising the recently developed automated affect technology in this research, a scalable alternative 

that gives rise to the possibility of faster and more objective measurement of social signals is proposed 

for the field of media skills training. Developing a fast and objective method of providing social signal 

feedback could improve media skills training by allowing trainers to focus on general reflection and 

improving self-awareness rather than viewing a video multiple times to observe trainees’ behaviour 

which is time consuming.   

Detection of social signals related to good performance in media interview training has several 

potential applications. Firstly, it could improve the quality of feedback during training to support human 

trainers, as trainers may not be able to observe all of the signals that could impact evaluation of 

trainees’ communication skills. Secondly, it could objectively capture the signals required for effective 

communication to enhance feedback and evaluation of performance.   

The intended contributions of this research are made in the field of HCI (Wobbrock & Kientz, 2016):  

Empirical Contributions:  

- Improved understanding of how signals are detected by current COTS which map onto human 

judgements of communication skills  

- Understanding the short- and long-term impacts of training augmentation by social skills 

feedback  

- Understanding the potential effectiveness of social signals training interventions through 

experimental evaluation  

Methodological Contributions:  

- A new approach to analysing social signal data  

Artefact Contributions:  
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- User centred development of a training intervention based on detection of social signals 

through COTS  

Practical Contributions:  

- To make recommendations for training practice  

1.9.  Overview of the Thesis  

The thesis can be divided into four main research stages. The first chapter provides the scope of this 

thesis’ research to permit the reader to understand the reasoning behind this research. The second 

chapter provides a review of the relevant literature from earlier psychology theories of communication 

and emotional communication as well as research using technology to capture nonverbal signals 

during training. Throughout this chapter, a number of gaps in research will be identified. Based on 

these gaps, a research question and aims are detailed at the end of this chapter. The third chapter 

provides justification for the design of the research, the measures and materials used to evaluate 

communication skills performance and capture social signals during interactions. This chapter also 

provides details on population sampling.  

The fourth chapter uses quantitative methods to explore social signals necessary for evaluating 

trainees’ communication skills performance in a radio interview and an on-camera face-face interview. 

Briefly, a preliminary analysis was conducted using machine learning to investigate emergent patterns 

of social signals (dependent variable) across multiple COTS technologies with subjective ratings of 

performance. The signals identified were the target for social signal feedback provision during the 

intervention detailed in Chapter 6. This chapter also provides an estimated sample size calculation 

for this type of training intervention which informs the sample size for the experiment / intervention 

research stage.    

The fifth chapter is aimed at identifying the most appropriate method of presenting socials signal 

feedback to trainees. The signals identified in the preliminary analysis for feedback were evaluated 

based on their explanatory power and their ability to relate the signals back to behaviours that can be 

highlighted and displayed to trainees in a way that is meaningful and actionable. Several different 

visual displays were presented and explained to participants. Insights were collected using semi-

structured interviews and a usability rating scale. Information gathered at this stage was used to inform 

and refine the design choice of how feedback is presented in the intervention experiment stage.   

The sixth chapter is an experimental evaluation of the feedback method developed by comparing its 

effectiveness in improving communication skills to that achieved with the standard feedback received 

by trainees in media interview training. Trainees took part in a baseline (pre-training interview) and 

post-training interview and were randomly assigned to either the standard feedback group or the 

intervention group to take part in a set of three practice interviews.   
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The seventh chapter presents a follow-up assessment six months later to evaluate whether the skills 

attained during initial training were maintained after 6 months and to compare performance between 

feedback types.   

The eighth chapter includes a discussion about possible limitations of this research and proposes 

future research recommendations. The ninth chapter provides a conclusion for this thesis.   

1.10. Summary  

This chapter has presented a rationale for the need for research on the topic of communication skills 

and social signals processing considering the importance of nonverbal skills, the reasons why training 

may be limited, how use of social signals might help, it then presented the intended contributions of 

this research and the thesis overview. The next chapter reviews the literature in the field of affective 

computing and SSP.     
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CHAPTER 2. CAN AFFECT RECOGNITION TECHNOLOGY 

IMPROVE NONVERBAL COMMUNICATION SKILLS IN 

TRAINING? A Literature Review  

2.1 Introduction  

This chapter reviews the literature relevant to social signals processing (SSP) and communication 

skills training. This literature review discusses the main communication theories, the different models 

of emotional communication and the role of nonverbal cues in communication including earlier 

research on its function in communication. An introduction to SSP is then presented, an area within 

affective computing, and its function in social interaction. Next, this review introduces different 

methods of capturing nonverbal signals using sensors with criticisms of each system and current 

concerns within the domain. There is also discussion surrounding research conducted in the lab and 

in the wild. The review then presents the reader with research aimed at improving communication 

skills or social skills using various forms of training feedback methods. An introduction to the specific 

focus of the current research in communication skills training is then provided. Finally, based on the 

literature, this review then presents the research gap, the aim of this research as well as the 

overarching research question.  

2.2. Communication   

The study of communication is multidisciplinary and has two main schools of thought; the first 

focussed on the process of a message transmitted from a sender to a receiver and the second on the 

production and exchange of meanings (Fiske, 2010). The focus of this thesis is on the former in a 

dyadic interaction. Communication is studied by psychologists and sociologists, who emphasise how 

messages are encoded and decoded with efficiency and accuracy. They also emphasise how the 

behaviour of one individual influences the behaviour or state of mind of another. The messages and 

meanings conveyed have been modelled into a triangle of communication in Figure 2.1 (Fiske, 2010).  

  

Figure 2.1. Fiske Model of Communication: Messages and Meanings  
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Several early models of communication have been developed; however, the Shannon and Weaver’s 

Model is the most commonly used model of communication (Shannon & Weaver, 1949). The 

universality of this model suggests that it accounts for cultural differences in communication, 

particularly the use of nonverbal signals. Shannon and Weaver’s (1949) model is displayed in Figure  

2.2.    

Figure 2.2. Shannon and Weavers model of Communication (1949) 

Individuals send a message (information source) which is then transmitted (e.g. via the mouth or via 

non-verbal codes) and converted into a signal (e.g. sound waves) which is sent through a channel to 

a receiver (the ear) and eventually reaches its destination (e.g. the mind of the receiver) for 

processing. The way messages are conveyed are in the form of verbal and nonverbal codes such as 

facial expressions. Part of the meaning of a message can be delivered via nonverbal signals. 

Research has shown that nonverbal cues, also known as communication channels, are important for 

effective communication (Fiske, 2010), as noted by Shannon and Weaver (1949). There are various 

non-verbal channels that exist, each of which will be described later (section 2.4). Part of the reason 

nonverbal cues are important for communication is because these cues have been found to 

communicate unconscious emotions and aid in the delivery of verbal content (Kraut, 1978).  

The reason why the Shannon and Weaver (1949) model is widely used is that it is generalisable, 

quantifiable and simplistic. While it was originally a linear communication model, the inclusion of 

backchannelling of signals was only added later (Fiske, 2010). However, this model has been 

criticised for its over-simplicity and is not context dependent (Chandler, 1994). Nevertheless, the use 

of this model to understand simple dyadic interactions are potentially useful.   

2.2.1. Summary  

The Shannon and Weaver Model of communication proposed that codes or nonverbal signals 

conveyed by various channels are important for effective communication and for understanding the 

meaning of a message conveyed. This model is the most widely used today, and while it is not without 

its limitations, it is possible to apply it to a simple dyadic interaction which is more suited to the analysis 

of nonverbal codes in an interaction than other models proposed which are beyond the scope of this 
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research. There is often an overlap between emotions and nonverbal communication in social 

interactions. The next section discusses the literature on emotion and nonverbal communication.   

2.3. Emotion and Nonverbal Communication  

Nonverbal cues often overlap with discussion of emotion as there is a tight coupling between some 

nonverbal channels (particularly for facial expression) and some key theories of emotion (Knapp & 

Hall, 2009). This section introduces different models of emotion and a debate about the relationship 

between psychological constructs of emotion and human displays of affect. This section further 

discusses theories about communication of emotion which is also known as basic emotion theory.   

2.3.1. Models of Emotion / Affect  

2.3.1.1. Dimensional Models of Emotion  

The view that emotions can be understood as a dimension is derived from Wundt who suggested that 

emotions are described along an affective continuum (Ekman, 2016). The principle of dimensional 

models is that a range of key dimensions may describe emotions (Feldman Barrett, 2011), i.e. 

relaxation/strain, pleasantness/unpleasantness and subdued / excited. The most referred to models 

are Russell’s Circumplex Model (1980), Plutchiks’ Eight Basic Emotions Model (1994) and Rolls 

Intensity Model (2005).   

Russell’s Circumplex Model (1980) was developed as he did not agree with the notion of basic 

emotions (discussed in section 2.3.1.3.). This model characterises emotion as a combination of 

activation (aroused - not aroused) and pleasantness ([pleasant – unpleasant] (Russell and Pratt, 

1980). However, this model has faced criticism as there was substantial variability among affective 

states that failed to fall into their predicted regions of emotional responses (Remington, Fabrigar and 

Visser, 2000).   

Similarly, Plutchik’s Model Of Eight Basic Emotions vary in intensity and offer paired dimensions (e.g. 

joy - sadness, trust - disgust, surprise - anticipation, anger - fear etc) (Plutchik, 2001; Plutchik, 1994). 

Each emotion on this dimension make up further combinations of emotions, such as joy and trust can 

be love or fear and surprise can also be defined as awe. Combinations of these emotions are made 

based on the many emotions in this model. These combinations include optimism, aggressiveness, 

contempt, remorse, disapproval, awe, submission and love.   

Another dimensional model is Rolls (2005) Intensity Model. Rolls (2005) attempted to explain emotion 

using a similar model of emotion and took into consideration that reward affects the intensity of the 

emotion experienced. Essentially, different emotional responses thought to be a product of different 

reinforcement contingencies.   
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2.3.1.2. Physiological Arousal and Emotion  

In the early 20th century, James-Lange theory of emotion postulated that perception of an event results 

in physiological arousal. This model suggests that different physiological changes result in different 

emotions. However, this notion was criticised by Cannon-Bard (1931) who developed a theory of 

emotion that proposed that arousal did not change the emotion experienced, i.e. humans feel fear 

and, as a result of this emotional experience, run (Cannon, 1927, 1931). This view was backed by a 

later study conducted by Chwalisz, Diener, & Gallagher (1988) who found that severing of spinal cord 

as a result of an injury did not affect experienced emotions (i.e. physiological changes did not result 

in different emotional experienced). Schachter and Singers' (1962) two-factor theory of emotion poses 

that experienced emotions are a by-product of cognitive and physiological processes. More recent 

studies show a distinct physiological process which change during different emotional states (Gross 

& Levenson, 1993; Picard, Vyzas, & Healey, 2001). In addition to these studies, Ekman, Levenson 

and Friesen (1983) found that an increase in physiological arousal is associated with fear, surprise 

and happiness. However, a distinction between these emotions based on arousal have not yet been 

established.   

2.3.1.3. Appraisal Theory 

Appraisal theory posits that emotions felt are a consequence of one’s evaluation of situations and 

events. In other words, our perception of an emotion causes an emotional response. This theory 

contrasts with the James-Lange theory of emotion discussed earlier (section 2.3.1.2). Originally, this 

theory was proposed by Magda Arnold (1960) who proposed that emotions depend on how we 

appraise objects and emotions. Arnold (1960) proposed four aspects of emotional appraisal: 

differences between perceptions and evaluation, immediacy of emotional evaluation, tendency to 

action and certainty.  

An influential theorist who distinguished between primary appraisals (emotional reactions) and 

secondary appraisals (ability to cope with the situation) was Lazarus (1966). Lazarus (1991) proposed 

that emotions are a continuous process in that the same event can be reappraised and the initial 

response changes over time. This is commonly shared among appraisal theorists. Ultimately, Lazarus 

(1966) proposed that one’s thought should precede your arousal and emotion. An example of this is 

when you are about to give a public speech and your simultaneously experience an increase in heart 

rate, sweaty palms and legs begin to shake and experience the emotion fear. 

Appraisal theory has been critiqued in its ability to capture the dynamic nature of emotion. Two models 

of appraisal have emerged as a result of this. The first is the two-process model of appraisal proposed 

by Smith and Kirby (2000) which disguises between slow appraisals based on extensive reasoning 
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from fast appraisals that are associative, or memory based. Fast and slow appraisal processes work 

simultaneously and are integrated to appraise the overall event. 

The idea that nature of emotional experiences changes each time a new appraisal is added was 

originally proposed by Scherer (1984). Later, Scherer (2001) proposed the multi-level sequential 

check model which is made up of three levels of appraisal processing: innate (sensory-motor), learned 

(schema-based) and deliberative (conceptual) (Scherer, 2001). The model also posits sequential 

ordering of appraisals, such as a step-by-step (Marsella & Gratch, 2009). The step-by-step check 

process includes a relevance (novelty and relevance to goals), implication (cause and urgency), 

coping a potential check (control and power), and finally check normative significance (compatibility 

with one’s standards). This sequential ordering of appraisals forms part of emotional experience. 

2.3.1.4. Basic Emotion Theory  

Basic emotion theory states that there are a small number of primary emotions which are expressed 

by humans. The concept of basic emotions has been declared by a host of researchers (Arnold, 1960; 

Ekman & Friesen, 1986; Gray, 1999; Izard, 1971; Oatley & Johnson-Laird, 1987; Plutchik, 2001). This 

view began with Darwin’s’ who proposed that the expression of emotions via facial expressions are 

essential for survival and these emotions have been evolutionarily selected for this reason (Darwin, 

1872). Ekman and Friesen (1986) conducted empirical research on the universality of emotions and 

produced evidence for 6 basic emotions which were expressed in the form of facial expression that 

were identified in a range of cultures, including New Guinea, Japan and the United States (see Table 

2.1) (Ekman, Sorenson, & Friesen, 1969). However, this view was challenged by other researchers 

arguing that emotions can be viewed in different dimensions which are placed on a continuum of 

arousal (Russell & Pratt, 1980) or that emotions experienced are directly related to autonomic arousal. 

There seems to be a difference between the expression of emotion and the subjective experience of 

emotion. Ekman and Friesen (1986) work equates the two but this is not true of all frameworks. Each 

perspective will be presented in this section.   

Ekman’s six basic emotions were also identified by Ekman and Oster (1979) but its notion of 

universality has been questioned. Specifically, the addition of surprise and fear as these emotions 

can be experienced in combination with other emotions (Oatley & Johnson-Laird, 1987). Both fear 

and surprise are usually expressed in conjunction with other emotions. It has been suggested that 

surprise is a response to a stimulus that is expressed together with another more articulated emotion 

(Power & Dalgleish, 2016). For example, if a person attends a surprise party, they can experience 

both surprise and joy or surprise and anger (if they do not like to be surprised) (Ekman, 1992). Other 

theories have proposed different core emotions with different arguments for their inclusion. These 

theories are presented in Table 2.1.   
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Table 2.1: A list of theories on basic emotions 

 Reference  Basic Emotion  Basis for 

inclusion  

Arnold (1960)  Anger, aversion, courage, dejection, desire, 

despair, fear, hate, hope, love, sadness 
Action tendencies  

Ekman, Friesen 

and Ellsworth 

(1982)  
Anger, disgust, fear, joy, sadness, surprise 

Universal  facial  

expressions  

Gray (1999)  Rage and terror, anxiety, joy  Hardwired  

Izard (1971)  
Anger, contempt, disgust, distress, fear, guilt, 

interest, joy, shame, surprise  

Hardwired  

James (1884)  Fear, grief, love, rage  Bodily involvement  

McDoughall (1926)  
Anger, disgust, elation, fear, subjection, 

tender emotion, wonder  

Relation to instincts  

Mowrer (1960)  Pain and pleasure  Unlearned  emotional  

states  

Oatley and 

Johnson- 

Laird (1987)  

Anger, disgust, anxiety, happiness, sadness.  
Do  not  require  

propositional content  

Panksepp (1982)  Expectancy, fear, rage, panic  Hardwired  

Plutchik (1994)  
Acceptance, anger, anticipation, disgust, joy, 

fear, sadness, surprise  
Relation to adaptive 

biological processes  

Tomkins (1981)  
Anger, interest, contempt, disgust, distress, 

joy, shame, surprise  

Density of neural 

firing  

(Watson, 1930)  Fear, love, rage  Hardwired  

(Weiner & 

Graham,  

1984)  

Happiness, sadness  Attribution 

dependent   

Source: Ortony & Turner (1990)  

Even though there is an abundance of researchers that subscribe to the concept of basic emotions, 

there is limited evidence on the universality of basic emotions (Moors, 2013; Ortony & Turner, 1990; 

James A Russell, 1994). The notion of expression of emotion through facial expression has also been 

challenged. For example, Fridlund (1994) postulated that emotions initiate an action-based response 

based on another person’s observation expression which is culturally different and not universally 

experienced. Feldman Barret suggests that emotions are not ingrained in us but rather are a result of 

experience (Barrett, 2006). This is referred to as appraisal theory. Our appraisal of a situation results 

in an emotional response. This maps into the notion that individuals are primed for expressing emotion 

and detection of another person’s emotions are derived from our ability to express that emotion. 

Meaning that emotions that happen to you are made by you and this change in emotional states are 

called predictions.  
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More recently, a study assessing agreement within emotion researchers’ views of emotional theory 

by Ekman found that 88% of researchers endorsed the existence of universal emotions (Ekman, 2016) 

with emotional label agreement of 91% for anger, 90% for fear, 86% for disgust, 80% for sadness, 

76% for happiness and 40- 50 % for shame, surprise and embarrassment. This research suggests 

some level of consensus among researchers in emotion (Ekman & Davidson, 1994).  

2.3.3. Summary  

A brief review of theories on emotion and emotional expression suggests that there is not one single 

approach to identifying emotion. The debate about the relationship between psychological constructs 

of emotion and human displays of affect still remains. From the early work of Darwin and Prodger, 

(1998) and empirical work by Ekman (Ekman et al., 1969; Ekman & Friesen, 1971) there have been 

suggestions for the existence of universal basic emotions that are displayed in recognisable facial 

expressions. While there is debate over the relationship between felt and expressed emotion, 

extensive research shows that facial expression for basic emotions are well recognised across 

cultures and contribute to social interactions (Ekman, 1999). As a result, the current research 

approaches emotion based on basic emotion theory, largely Ekmans 6 basic emotions. Additionally, 

it adopts the notion that autonomic responses are related to emotion experienced and will be 

investigated.   

While there remains debate around theories of emotions, emotional expression has been linked to 

nonverbal cues and in improving communication. This is because nonverbal cues are interpreted by 

other dialogue partners as emotional signals which influence communication. The next section 

investigates the role of nonverbal cues in communication.   

2.4. Role of Nonverbal Cues in Communication   

Non-verbal signals are defined as a method of communication which does not contain linguistic 

content. These signals are also known as secondary codes and are communicated via different 

communication channels, such as facial expression, eye contact, gestures, body positioning, physical 

appearance, type of clothing worn and paralinguistic speech characteristics (i.e. speaking rate, 

volume pauses and interruptions) (Argyle, 1988; Coulson, 2004; Knapp, Hall, & Horgan, 2013). These 

can be further divided into combinations of signals such as posture while listening, the length of a 

gaze, mutual gaze between two interlocutors, eye widening, looking while listening, frowning while 

listening and so on.   

Based on early research in anthropology and social psychology several functions of nonverbal signals 

have been identified. These include expression of emotions, communicating interpersonal attitudes, 

accompanying and supporting speech, self-representation (appearance) and rituals (i.e. greeting 
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others in everyday situations). The meaning of these signals varies greatly in social settings and 

across cultures (Argyle, 1988).   

2.4.1. Functions of Nonverbal Cues in Communication  

There is long-standing research into the functions of nonverbal cues in communication which are said 

to be central to social behaviour (Gifford, 2012). Early research conducted by social psychologists 

showed that such signals contribute to the functioning of an interaction (Pentland & Heibeck, 2010). 

Correct use of these signals suggests social competence and social skills which result in harmonious 

synchronisation of reciprocal exchange of signals between interlocutors. Competent social skills often 

result in trust (DeGroot & Motowidlo, 1999), clarity in conversation (Krys et al., 2016) and rapport 

between interlocutors (Hart et al., 2016). Meanings behind nonverbal signals can communicate an 

array of actions, e.g. turn-taking or prosodic features, which can contribute to the overall congruency 

of communication. In this section, earlier research about communication channels is presented 

individually.   

2.4.1.1. Physical Body Signals   

Some physical body signals include hand gestures, feet gestures, head gestures, postural stances 

and orientation. For example, gestures of feet and head have significant meaning in interactions as 

they coordinate speech and supplement verbal communication (Navarro, 2003). Argyle (1988) states 

that the use of hand gestures is highly informative as it improves delivery of messages and, as a 

result, improves communication by regulating interactions. This regulation of interactions is done by 

suggesting turn-taking and assists the delivery of verbal content by signifying punctuation or greeting 

(Argyle, 2013; Navarro, 2003; Vinciarreli, Pantic & Bourlard, 2009). Similarly, head movements or 

nods are mostly used for the management of social interactions which include turn-taking in speech 

or fast nods suggest a wish to speak (Cerrato, 2005).  

Different movements of hand gestures have different meanings, an example is up and down hand 

gestures indicate a requirement to dominate (Ellyson & Dovidio, 1985) while continuous and rounded 

gestures indicate an attempt to explain or win sympathy (Argyle, 1988). In addition, there are also 

symbolic gestures which are culture specific, an example is a ‘V’ sign indicates peace (Adler, Rodman, 

& Kramer, 1991). The gesture used for beckoning communicates that the gesturer wishes the receiver 

to follow them or these can be used to give directions (Ellyson & Dovidio, 1985).   

Postural stances such as sitting, standing and laying down positions also communicate different 

meanings. Mostly, these are related to interpersonal attitudes including friendliness, superiority or 

inferiority and hostility (Bull, 1978). Similarly, the orientation in which we sit (body position) can 

suggest attitudes such as either aggression or intimacy. Research has found that sitting at a 90degree 
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angle suggests a co-operative stance (Kluger & Denisi, 1996). Relating to intimacy, proximity can also 

suggest a relationship. However, this varies across cultures (Argyle, 1988).   

2.4.1.2. Face and Head Movement Meaning  

Facial expression can be broken down into sub codes including eyebrow positioning, mouth shape, 

nostril size and eye shape (Izard, 1971). Combinations of these signals have different meanings and 

it has been shown that there is less cross-cultural variation than other channels of communication 

(Ekman, 1992). An example is that a blank expression suggests boredom, smiling is considered 

friendly and a frown suggests anger or confusion.   

Another facial action that has meaning in conversation is eye movements and eye contact. These 

actions transmit messages relating to dominance, affiliative relationships, i.e. making eyes at 

someone indicates more affiliative relationship, a need for feedback or to see how the listener reacts 

(see Kleinke, 1986).   

  2.4.1.3. Vocal Behaviour and Conversational Features   

Vocal behaviour is divided into prosodic codes and paralinguistic codes. Prosodic codes, such as 

pitch or stress, affect the meaning of words used, for example a statement can turn into a question or 

expression of shock by pitch of voice (Profita & Bidder, 1988). Paralinguistic codes are those that 

communicate information about the sender. Codes include tone, volume, accent, speech errors and 

speed suggest a sender’s class, social status, personality and a way of viewing the listener (Crystal 

& Ardener, 1971). Social status is indicated by the amount a listener interrupts a speaker as these 

are indicative of annoyance, disagreement with what is being said and eagerness to speak (Li, 2001). 

There are also cultural differences. Multiple interruptions can also suggest dominance which has also 

been associated with personality (Ferguson, 1977).   

2.4.2. Emotional Communication  

An early explanation of nonverbal behaviour is that nonverbal signals are used to assist 

communication in an interaction. A different explanation for nonverbal behaviour is that it leaks our 

state of emotions, as proposed by Argyle (1988). Argyle (1988) proposed the paradigm seen in Figure 

2.4, like Shannon and Weaver Model of communication:  

 

  

  

  

State of A   State of B   Nonverbal  
Signal   

Encodes   Decodes   

Figure 2. 3   Argyle depiction of communication   
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Argyle (1988) posits that the possibilities of emotional communication in this instance that A does not 

want to communicate but their behaviour contains information that B can decode, i.e. perceiving 

aversion signal as disinterest. If A does not want to communicate then it could be possible that their 

behaviour is decoded by B incorrectly as they have incorrect information about the nonverbal signal 

and interprets this as deception.   

The communication of emotions in social interactions is important to understand as others in the 

environment identify these signals and respond accordingly. Argyle (1988) has proposed three 

reasons for communicating emotions by humans:  

1. Direct physiological reactions with no communicative intent (e.g. the facial expression of 

disgust when eating something unpalatable),  

2. Spontaneous expressions of emotions which are thought to have evolved as social signals 

(e.g. expression of fear that informs others of the presence of a dangerous stimulus), and  

3. Deliberately sent emotional expressions (not necessarily reflecting the emotional state which 

is experienced).   

Research has found that deliberate transmission of emotional expressions is common and is 

dependent upon the presence of other people; for example, people are more likely to smile at other 

people than other stimuli, such as inanimate objects (Kraut & Johnston, 1979). People tend to conceal 

or emphasise spontaneous displays of emotions, so as not to reveal their emotional internal state 

which tend to be unconscious, implicit, low effort, rapid, automatic and contextualised (Kochanowicz,  

Tan, & Thalmann, 2016). This inhibition of revealing emotional states stems from societies’ responses 

to emotional expression which can encourage us to dampen our emotions (Pentland & Heibeck, 

2010).   

Studies of emotional expression dates back to the work of Descartes who depicted facial expressions 

of the passions for French artists (Power & Dalgleish, 2016). In evolutionary terms, displaying 

emotions in interactions benefits both senders and receivers, i.e. facial expressions of fear or anger 

in threatening situations could result in seeking safety or fight for survival. Emotional signals are 

communicated via multiple channels; such as facial expressions, vocal behaviour (i.e. tone of voice 

and vocal bursts), gestures and posture (Argyle, 1988). The sections which follow consider how 

emotion is conveyed and how they are often interpreted.  

2.4.2.1. Emotional Communication: Gestures and Body Movements   

It has been suggested that a social interaction cannot occur without the use of body movements and 

gestures which make up 90% of an interaction (McNeill, 2008). Gestures and body movement can 

have both a planned communicative intent or be unplanned (i.e. unconscious) (Pentland & Heibeck, 
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2010); while the former is very often learned and culture-specific for some channels, the latter are 

often associated with emotions and levels of arousal (Knapp & Hall, 2009).  A study by Van den Stock, 

Righart, and de Gelder (2007) investigated body postures and movements associated with emotions. 

Stock, Righart and de Gelder (2007) conducted research to test recognition of body expressions by 

matching an emotion to pictures of body expressions.  

Research has shown that displays of gestures differ among males and females; males display greater, 

more open and more broad gestures than females who also tend to clasp their hands (Argyle, 1988). 

Moreover, use of gestures has also been linked to personality types or emotional states such as 

anxiety or aggression (Argyle, 2013; Song, Demirdjian, & Davis, 2015). People who express boredom, 

stress or negative feelings during an interaction are known as adaptors and are recognised for 

expressing their emotions unconsciously. Unconscious expressions include self-protection gestures 

(e.g. moving legs, swaying, folding arms and turning away from others), self-manipulations (e.g. nose 

scratching, ear touching or biting of the lips) and fidgeting with small objects which can also be 

interpreted by listeners as nervousness or boredom (Gross & Levenson, 1997). However, no research 

has found consistency in use of gestures and meaning which suggests use of this channel may vary 

extensively.   

Posture and body movement is another form of nonverbal communication and includes standing, 

sitting, squatting and kneeling and lying down (Argyle, 2013; Vinciarelli, Pantic, & Bourlard, 2009). 

Postures are also associated with an unconscious relay of emotions and are suggestive of people’s 

attitudes toward a situation or a person and / or tension in an interaction (Scheflen, 1964). Posture 

has been classified into three criteria, the first defines inclusive and non-exclusive postures, the 

second includes face-face orientation of interaction (e.g. facing the other person during an interaction 

or facing away from them) and, finally, congruent and incongruent postures signpost psychological 

involvement and is also known as mirroring (Chartrand & Bargh, 2002). An example of congruent 

postures is if a person is leaning toward another person suggests they are involved. However, if the 

two interlocutor postures are dissimilar this suggests no involvement. Congruent and incongruent 

postures have also been found to suggest relationships, dominance, status and affective state 

between two interlocutors (McArthur & Baron, 1983). Weisfeld and Beresford (1982) suggest that 

postures have been found to be less controlled than facial expressions, an example is that anxiety 

will not be revealed on the face but will be revealed in posture.   

2.4.2.2. Emotional Communication: Facial Expression  

Research by Darwin and Prodger (1998) and Ekman and Friesen (1971) have hypothesised that 

emotions are expressed via bodily expressions as they contain components that are necessary for 

survival (i.e. senses such as smell or sound for detecting danger) that enable humans to communicate 
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on a social level which is hypothesised as the primary basis for our evolution. Facial expressions 

convey experienced emotions which can also be displayed intentionally or unintentionally.   

Early work, motivated by Darwin, was conducted by Ekman who proposed that there are 6 basic 

emotions which are universally experienced (Ekman & Friesen, 1978), which include sad, happy, fear, 

surprise, angry and disgust. These are translated into 7 facial expressions with the addition of 

contempt. Agreement in the field is that expressions tend to be recognised consistently across most 

cultures from still photographs.   

Ekman and Friesen (1978) developed a set of action units (AU) that describe features that make up 

each of the 7 facial expressions. These can be coded by humans to manually label each facial action 

(for AU descriptions and their associated facial muscles see Appendix 2.1). AUs are not solely 

associated with the facial expressions posed by Ekman and can therefore be interpreted using higher-

order decision-making regarding emotions expressed (EmFACS) such as confusion, intrigue and 

posed expressions (Ekman, Friesen, Hager, & Human Face, 2002). AU have been used to produce 

realistic and recognisable facial expressions including intrigue (Cunningham, Kleiner, Bulthoff, & 

Wallraven, 2004; Ekman et al., 2002).  

A widely used automated system used for labelling and capturing facial expressions is the Facial 

Action Coding System (FACS) which uses different AUs mapped by facial muscles. This system has 

discovered new AU patterns associated with shame, passion and friendliness (Smith-Lovin, Lewis, & 

Haviland, 1995). This facial emotion recognition system forms the basis of action units. Research has 

also suggested FACS can differentiate between telling the truth and lying more accurately than 

subjective human judgement (Frank & Ekman, 2004).   

2.4.2.3. Emotional Communication: Vocal Behaviour  

Vocal cues that have been extensively studied and include tone of voice as well as pauses/turn taking 

latencies (Knapp and Hall, 2009). Vocal nonverbal behaviour involves five components that include 

voice quality, non-linguistic and linguistic vocalisations, silences and turn-taking patterns (Vinciarelli 

et al., 2009).   

Prosodic features can communicate using voice quality, i.e. vocal energy are suggestive of emotions 

such as anger and fear (Scherer, 2003) and fluent speaking rate suggests lack of hesitation, 

persuasiveness and competence (Scherer & Giles, 1979). Vocal pitch has been found to be a 

personality marker (Scherer & Giles, 1979) and suggests structure during dialogue (Hirschberg & 

Grosz, 1992). Additionally, a sudden increase in pitch when saying a word places emphasis 

(Hirschberg, 1993).  
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Non-linguistic vocalisations are vocal outbursts that can provide details about the social situation such 

as scream (fear), crying (sad / happy), whispering (secretive / considerate), groaning (pain / sad) and 

laughing (happy) (Keltner & Haidt, 1999). Crying in response to someone else’s pain is often seen 

between people that are connected by social bonds and signifies empathy and is representative of 

mirroring (Keltner & Kring, 1998). Psychological research has demonstrated that vocal outbursts such 

as laughing, yawning, coughing and sighs are considered to be matched up with the basic emotions 

proposed by Ekman & Friesen (1967) (Russell & Dolls, 1997). Linguistic vocalisations are non-words 

that include “aha” and “uhm” and are used when someone cannot answer a question, or they are 

used when embarrassment is experienced (Glass, Merluzzi, Biever, & Larsen, 1982).  

Research has also shown that posture, body movements, facial expression and voice prosody are 

expressive of emotions which are typically judged by observers or mapped onto experienced emotions 

(Coulson, 2004). Coulson (2004) found that angry and fearful bodily expressions are often incorrectly 

recognised than sad which is often correctly recognised. Researchers also found that facial 

expressions assist in the recognition of emotions expressed by bodily expressions and that a 

perceived whole-body expression influenced the recognition of voice prosody (Coulson, 2004).   

In summary, research shows that many nonverbal cues are interpreted by other dialogue partners as 

emotional signals which influence communication. The next section introduces more recent research 

in the area of affective computing and nonverbal signals.  

2.5. Affective Computing and Social Signal Processing  

Affective computing can be defined as the study and development of devices and systems which are 

capable of interpreting, recognising, processing and simulating human emotions (Picard, 1995). 

Systems which have been developed to recognise human emotion can potentially be criticised 

because of a potential lack of mapping from displayed signals and felt or experienced emotion. 

However, there is evidence that signals are functionally relevant to effective human communication 

and one branch of affective computing specifically focusses on this. This branch is called SSP which 

has arisen as a multidisciplinary area applying computing technology to aid the understanding of role 

of social signals in communication with possible application to the design of computer systems that 

can be more applicable to human users (Damian, Dietz, Gaibler, & André, 2016).  

A significant facet of human intelligence is social intelligence as it is hypothesised to be our primary 

reason for survival in evolution terms and the complexity of human communication is hypothesised 

as a by-product of our need for social interaction (Darwin & Prodger, 1998; Ekman, 1992). Modelling 

of social interactions can potentially be used to train an unsocial machine to interact with humans 

using the appropriate nonverbal cues to ensure the interaction is more natural and, as a result, trusted 

by users (Vinciarelli et al., 2012).   
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Research in the SSP domain typically focuses on detection of a signal in isolation such as a self-

contained smile or frown (what) (Vinciarelli & Pentland, 2015); however, to note the significance of a 

smile, researchers must simultaneously identify where (context) the individual is (at home, at work or 

at a family gathering). It is also important to understand when the smile was displayed (timing of 

interaction) and who the smiler is (identity and age). This is known as the W4 quadruplet of social 

interactions (Vinciarelli et al., 2009). However, Rudovic, Nicolaou, & Pavlovic (2017) added why and 

how as research is required to understand the reason behind this expression (e.g. a TV show), thereby 

relabelling it the W5+. Rudovic, Nicolaou, & Pavlovic (2017) argue that that using W5+ for modelling 

human-human behaviour could enable the generalisation of findings across all interactions.   

2.5.1. Functional Roles of Social Signal Processing  

In contrast to earlier research briefly detailed in section 2.4.1, recent research in social interactions 

using SSP methods has developed functions that provide new insights into the role of nonverbal social 

signals in social interactions (Damian, Tan, et al., 2015; Tanaka, Sakti, Neubig, Toda, & Nakamura, 

2015a). These functions contribute to understanding the reciprocal exchange of information between 

two interlocutors and include; thin slices of behaviour, dialogue management, communication of 

emotion, social relationships, judgements of personality and honest signals. Each can contribute to 

understanding the intricacies surrounding the back and forth exchange of information between two 

interlocutors. This understanding can contribute to the synthesis of social interactions that can inform 

the development of socially intelligent computers. This review now looks at each of these functions in 

turn.  

2.5.1.1. Thin Slices of Behaviour  

The ‘thin slices of behaviour’ can be described as the conclusion about attitudes and emotions based 

on the first 5 minutes of a social interaction (Ambady & Rosenthal, 1992). In the initial stages of any 

interaction, the way in which the sender of a message uses social signals depicts how they are 

perceived by the receiver (Vinciarelli et al., 2009). Impressions formed initially will decide how the 

receiver of a message responds to the initial message sent, i.e. the back channelling of signals. This 

is also known as ‘impression formation’. A large part of human interactions is forming impressions of 

others so that we infer whether an interaction with a person that may impact our lives in a positive or 

negative way, and this coincides with the notion of human survival (Ambady & Rosenthal, 1992).  

A study by Nguyen and Gatica-Perez (2015) investigated impression formation in an employment 

context by collecting 939 conversational English-speaking video resumes from YouTube. These 

videos were annotated by Amazon Mechanical Turk crowdsourcing platform. Results showed that 

social / communication skills (as well as extraversion) are important for the formation of first 

impressions.   
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Recent research using automated recognition software to capture nonverbal signals in a job interview 

found that positive nonverbal behaviour in response to a first question predicts successful entry into 

university (Naim et al., 2016). Later, Muralidhar (2017) studied the relationship between nonverbal 

communication and first impressions in job interviews. Capturing of nonverbal signals were done using 

wearable devices. Preliminary results indicated that there is a positive correlation between speaking 

time and overall impression, and silent events were negatively correlated. Overall, the use of 

nonverbal behaviour was more predictive of forming all first impressions. This is also shown in the 

existing literature (Frauendorfer, Schmid Mast, Nguyen, & Gatica-Perez, 2014; M. L. Knapp et al., 

2013; Muralidhar et al., 2016; Nguyen & Gatica-Perez, 2015).  

2.5.1.2. Dialogue Management  

To manage a social interaction, the appropriate use of nonverbal cues, such as facial expression, 

interruptions and vocal behaviour, is essential for flow and appropriate interruption/intervention during 

a conversation (Psathas, 1995; Yule, 1996). A synchronous and harmonious interaction between two 

people is typical when both have interacted with one another on many occasions and depends on 

non-verbal cues (facial expressions, gestures and gaze) which direct flow in a two-person discourse 

(Yule, 1996). Using SSP research, capturing of pitch and vocal energy using a sociometer (discussed 

later in section 2.5.1.6) have been found to request turn-taking (Choudhury & Pentland, 2004). An 

interaction is considered smooth if there are no interruptions or long silences and consistent turntaking 

between interlocutors (Choudhury & Pentland, 2004). Research using a multiagent system (a user 

and their smart phone) has shown that interruptions during discourse are consistent with an 

undesirable interactions and detection of mood (Ferreira, Lefevre, & Lefèvre, 2013).  

A review of the literature on emotion expression using nonverbal behaviour in doctor-patient visits 

found that appropriate use of these signals is important for patient satisfaction, treatment adherence 

and care outcomes (Roter et al., 2014). Signals were monitored on the Roter Interaction Analysis 

System which is used for understanding conversation and nonverbal signals in medical settings.   

  2.5.1.3. Communication of Emotion  

Research suggests that detection of social signals communicates emotion and that the expression of 

emotion improves the quality of the interaction (Chaby, Chetouani, Plaza, & Cohen, 2012). Chaby and 

colleagues (2012) presented a multidisciplinary method to study multimodal socioemotional 

behaviours in children aged from 6 – 12 years old that meet the criterial for Autism Spectrum Disorder. 

Emotional signals which were captured include speech, prosody, facial expression and postures. In 

additional, conversational features were captured that included synchrony and engagement. This 

research showed that it is possible for researchers to capture emotions.   
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2.5.1.4. Social Relationships  

Nonverbal cues are known to influence how senders of information about their relation to the receiver 

of information (Gatica-Perez, 2009). Research conducted by Zancanaro, Lepri, and Pianesi (2006) 

showed that it is possible to classify the role of group members in a face-face interaction using 

automated recognition systems. The dataset analysed was an annotated Survival Corpus. Group 

member roles included socio-emotion area roles which include ‘neutral’, ‘gate-keeper’, ‘supporter’,  

‘protagonist’ and ‘attacker’. They also include Task Area roles which include ‘follower’, ‘orienteer’, 

‘giver’, ‘seeker’ and ‘recorder’. To classify social and task area roles, the social signals captured 

included speech and body fidgeting. Machine learning using Multilevel Support Vector Machine 

results from obtained from this study suggest that capturing signals are not effective enough for a real 

application in predicting roles, but rather that it is feasible to do so.   

  2.5.1.5. Judgements of Personality / Traits / Friendliness  

In the literature, there are limited studies using SSP methods that investigate signals associated with 

relational messages, what is known is that relational messages strengthen relationships between 

individuals as a result of the reciprocal exchange of a dialogue (Vinciarelli et al., 2009). A recent study 

by Zhang, Luo, Loy, and Tang, (2018) investigated the fine-grain high level interpersonal relation traits 

(dominance, competitiveness, trusting, warm, and friendly, involved, demonstrative and assured) in 

static images in the wild. In contrast to focusing on a single channel of communication (facial 

expression) researchers devised a multitask network that can detect facial expression, gender, head 

pose and age. This study found that the inclusion of multiple features is a good method of identifying 

and predicting interpersonal relations.   

It has also been found that smiling in combination with grand gestures are associated with confidence 

or dominance (Fang, van Kleef, & Sauter, 2018; Kim, Chang, Holland, & Pentland, 2008; Rasipuram 

& Sowmya, 2016), and smiling in combination with gaze demonstrates friendliness (Cafaro et al., 

2012). In the context of a job interview, Naim and colleagues (2016) found that smiling was highly 

rated if displayed after the first interview question.  

  2.5.1.6. Pentland’s Honest Signals  

Pentland and Heibeck (2010) states that nonverbal cues / social signals are evolutionarily inherited 

as a result of the primary function being survival. This explains why they are understood across most 

cultures. Pentland and Heibeck (2010) term these as honest signals as emotions are said to be 

relayed in a second string of communication. This second string of communication is said to be 

conveyed in the form of facial expression/micro facial expression, hand gestures, body movements, 

posture, distal and proximal proximity and tone of voice. Recognition of these signals are a recognition 

of the communicator’s true emotions (Pentland & Heibeck, 2010). Pentland describes the four ‘honest 
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signals’ that are consistently present in all interactions: mimicry, activity, proximity and consistency. 

These four honest signals can be observed in a dyadic interaction or multiple-person interaction in a 

number of different circumstances, i.e. deception (Sung & Pentland, 2005), negotiation (Curhan & 

Pentland, 2007) and within an organisation (Rutkin, 2014). Pentland also proposed that people can 

accurately judge others’ emotions at above chance levels based on surprisingly small amounts of 

behavioural information, often called ‘‘thin slices’’ of behaviour (Curhan & Pentland, 2007).
 
 

Sometimes, the ‘‘thin slices’’ that are investigated are less than 1 second in duration, but more often 

they are several seconds to several minutes long. This was discussed earlier in section 2.5.1.1.  

2.5.2. Summary  

There are multiple functions of the SSP domain, each extending on earlier research presented in 

2.3.2. The development and design of the systems used to detect emotions in interactions vary, some 

are developed by academics and some are developed for commercial use. Each will be briefly 

discussed in the next section.    

2.6. Technology for Affect Recognition and SSP  

There are a number of approaches for capturing emotions using sensors. The categorical approach 

(basic emotion theory), dimensional approach and the appraisal-based (dimensions of meaning 

associated with particular emotions) approach. Each theoretical approach is discussed in section 2.3.  

Sensors have been developed to automatically detect social signals and researchers manually 

interpret these. There are mainly two methods of capturing signals; bespoke developed systems 

(open source software) or commercially available off-the-shelf technology. Each present with 

advantages and disadvantages. The method in which signals are captured and systems are designed 

will be discussed in this section according to systems designed for different communication channels.   

Sensors that sense and respond to affect are evolving and the domain of multimodal emotion 

recognition has made significant advances from ‘proof of concept’ systems. Multimodal detection 

includes automatic detection of a combination of facial expression, vocal prosody, text, body 

movement, eye gaze, peripheral signals, such as hand and head gestures, and central physiological 

signals during an interaction. These systems have also been found to capture contextual cues. 

Unimodal detection includes each signal isolation rather than in combination. In a review by D’Mello 

and Kory (2015) it was identified that multimodal affect detection systems were consistently more 

accurate than unimodal detection systems in the laboratory.   
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2.6.1. Evaluation Process  

Data handling and coding in the SSP domain is labour intensive and relies on machine learning 

methods for training of data in predicative analyses. There are six steps in capturing emotions; data 

source identification (e.g. social interaction, email, etc), pre-processing (exclude irrelevant 

information), emotion model development (e.g. corpus based, machine learning based, or knowledge 

based), post-processing (fine tune output), results and evaluation of results (Binali & Potdar, 2012).  

2.6.2. Media Technology to Capture Social Interactions  

A multitude of sensors are used to capture signals and synthesise human-human interactions, most 

of which include cameras and voice recordings (Vinciarelli & Odobez, 2006), cellular phones 

(Pentland, 2007), physiological detectors (Gunes, Piccardi, & Pantic, 2008), functional magnetic 

resonance imaging (fMRI) (Montague et al., 2002) and EEG signals (Uddin, Iacoboni, Lange, & 

Keenan, 2007).  

2.6.3 Open Source Software / Bespoke Software  

Researchers often use open source software or develop their own systems to capture social signals. 

Both approaches use machine learning techniques that are based on classification and prediction 

methods to label emotions. A number of machine learning methods are used to process these 

recordings to investigate the W5+ model proposed by Rudovic et al., (2017) and will be noted briefly 

in this section.  

For voice analysis, the pre-processing of speech features of a dyadic discourse include conversational 

elements such as the segmentation of speaker turns of around 2-3 ms and separating the data into 

speech and non-speech features (‘noise’) using methods such as Artificial Neural Networks (Ajmera, 

McCowan, & Bourlard, 2003), k nearest neighbour (Lu, Zhang, & Jiang, 2002) and Gaussian Mixture 

models (Gauvain, Lamel, & Adda, 1998). Clustering is then used to automatically recognise when 

which individual is talking (Vinciarelli et al., 2009b). Huang and colleagues (2001) state that for speech 

recognition features, typical methods include Mel Frequency Cepstrum Coeficients (MFCC) and 

Linear Predictive Coding (LPC). The analysis of speaking transitions between individuals in an 

interaction include splitting speaking segments into short intervals and timing the difference between 

intervals. The highest value resembles speaker changes (Vinciarelli et al., 2009b).   

Classification is a supervised learning approach whereby the computer program learns from data input 

and uses this information to learn and as a result classify a new observation (Witten, Frank, & Hall, 

2011).  For instance, the classification of facial expressions is usually conducted using framebased 

and sequence-based methods (data input). Frame-based methods are typically used for the 

classification of the six basic emotion categories and have been useful in the static classification of 
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facial expression of pain (Gholami, Haddad, & Tannenbaum, 2009; Lucey, Cohn, Prkachin, Solomon, 

& Matthews, 2011). Images used should be labelled and annotated and if all images are not 

annotated, this becomes a problem for machine learning methods and missing data influences training 

(Zhang, Luo, Loy, & Tang, 2018).    

Classification algorithms that have been effective in correct classification of signals include Support 

Vector Machine (SVM), Relevance Vector Machine (RVM), Neural Networks (NN) and Bayesian 

Networks (BN) (Rudovic et al., 2017). However, a problem with frame-based methods are that they 

ignore the dynamic classification of facial expressions or action units. Methods used in dynamic 

classification are more focussed on these such as Dynamic Bayesian Networks (DBN) such as 

Conditional Random Fields (CRF) (Chang, Liu, & Lai, 2009; van der Maaten & Hendriks, 2012) and 

Hidden Markov Models (HMM) (Cohen, Sebe, Garg, Chen, & Huang, 2003; Lifeng Shang & Chan, 

2009; Otsuka & Ohya, 1997).   

There is several open source software which captures facial recognition. Some of which include 

FaceNet (Schroff, Kalenichenko, & Philbin, 2015) and OpenFace (Amos, Ludwiczuk, & 

Satyanarayanan, 2016). Each require an advanced understanding of how to develop a working 

system. Open source software often used for voice analysis often used is Praat. The next section 

presents COTS Technology.  

2.6.4. Commercial Off-The-Shelf Technology (COTS)  

COTS technology has been developed and made available to the public for use in commercial settings 

such as detecting vocal emotion of callers for call centres to improve call interactions (Nemesysco / 

Cogito / VoiceIQ) (Nemesysco.com / www.cogitocorp.com / www.voiceiq.ai), facial recognition 

software to unlock smart phones or detect emotions of film watchers (FACET / Affectiva), Microsoft 

Kinect to detect full body motion for improving rehabilitation (Chang et al., 2012), Fitbits provide of 

personalised health data to improve or maintain a lifestyle behaviour by changing initial behaviour 

through tracking movements (Piwek, Ellis, Andrews, & Joinson, 2016) and sociometric badges used 

for discovering the social networks of a company for better staff management  (Fischbach et al., 2010).   

There are technologies which have been developed in the lab which are now commercially available 

which include Affectiva and sociometric badges. Affectiva facial recognition software are used for 

academic research as well as used for commercial purposes (Dupré et al., 2017). Sociometric have 

been designed to detect physical proximity, conversational time, body movements, relative location 

and vocal features (Pentland & Heibeck, 2010). These are described as honest signals and are 

discussed in section 2.5.1.6. This technology was designed by Dr Sandy Pentland at Massachusetts 

Institute of Technology (MIT) and has been useful in the interpretation and investigation of social 

interactions in an unobtrusive manner (Olguín, Pentland, Olguin, & Pentland, 2007). Sociometric 
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badges have been effective in understanding social interactions in studies attempting to understand 

a company’s social network dynamics by digitally tracking their employees (Rutkin, 2014). This has 

been found effective in evaluating an employee’s productivity (Rutkin, 2014). This not only illustrates 

that this wearable type of technology is beneficial in understanding a company’s social network but 

also ways of improving this social network to enhance productivity. Additionally, these badges have 

also been effective in identifying how a person functions on a day-to-day basis (Chandrasegaran et 

al., 2016). This information was used to identify healthy habits and assist in adjusting habits to a 

healthier lifestyle. Sociometric badges have been discontinued and are only for sale to large 

corporations.   

2.6.5. Criticisms  

The problems with developing individual technologies are that these take time, are costly and prone 

to error. In addition, they also require technical skills. A possible alternative to consider using in 

capturing social signals in interactions are COTS technologies as they provide a much faster method 

of capturing signals in an interaction. However, these technologies present their own concerns. A 

down-side to these technologies are that algorithms used are patented and therefore the accuracy of 

these technologies is not known (Piwek et al., 2016). This produces many criticisms regarding the 

accuracy and reliability of these systems (Horvath, Mccloughan, Weatherman, & Slowik, 2013). 

Nevertheless, COTS technology provides proof of concept regarding capturing signals in an 

interaction.   

2.6.6. Challenges for SSP  

The SSP domain is still evolving and often faces analytical challenges about the perception of 

information conveyed in an interaction between the sender and receiver and if it is socially relevant. 

This challenge demonstrates the complexity of social interactions. Vinciarelli et al. (2012) state three 

major problems; the first is that there is little known about how social information is sent daily between 

two people. Little is also known about what makes these interactions natural; however, research has 

been done for emotion-related communication which suggests that this naturalness is a result of 

emotions and that everyday interactions are multimodal which are not often explored / captured in 

research (Hashimoto, Yamano, & Usui, 2009).   

The second problem is that the data analysed should represent the context in which the interaction is 

automatically captured. The meanings of signals cannot be derived from observing the signals in 

isolation of the context or setting as the environment influences the signals shown. Additionally, the 

formality of the situation influences the signals displayed; such as relationship between interlocutors, 

personality and affective state.   
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The third problem is synchrony of the timing of signal displays in relation to other displays by other 

communicators. This potentially allows for a better synthesis of the interaction. Timing also extends 

to synchronized displays of multimodal cues that allow for the avatar to be perceived as natural and 

not strange or unfamiliar (Seyama & Nagayama, 2007). There is also no consensus about whether 

multimodal cues should be synchronized as some cues may be redundant and a single cue may 

compensate for the lack expressiveness in other modalities (de Gelder & Vroomen, 2000). 

Nevertheless, it is likely that multimodal cues do contribute to understanding of what constitutes these 

unconscious perceptions that humans develop without knowing why.  

Overall, the aim of the SSP is to improve the interaction between humans and an emotionally 

intelligent computers, such as a conversational avatar. The challenges presented in this section 

revolve around developing a conversational avatar which can successfully converse with a human 

simulating a natural interaction. The issues presented in this section prove the complexity achieving 

this natural interaction.    

2.6.7. Multimodal Fusion   

Studies use sensors to identify social signals present in dyadic interactions which can inform the 

development of multimodal embodiment or a conversational virtual agent. As noted previously for 

effective modelling of social interactions, multimodal detection of social signals is essential as 

combinations of signals have different meanings when compared to their use in isolation (Adams & 

Kveraga, 2015; Cid, Manso, & Núñez, 2015; Yang, Metallinou, & Narayanan, 2014).  

A study by Yang, Metallinou, & Narayanan (2014) investigated interlocutor dynamics in a dyadic 

interaction which assessed how interactors adapt their nonverbal cues in response to the other based 

on the goals and context of the interaction. Signals captured were speech features (i.e. pitch and 

energy) and body movement (i.e. looking at one another, turning away, approaching, touching and 

hand gestures). Results suggested that behavioural coordination between interlocutors in an 

interaction depends on the stances assumed in the initial interaction and are dependent upon the type 

of interaction. It was also found that body language is influenced by a combination of behavioural 

cues further implicating the importance of multimodal behavioural analysis. However, this study was 

limited to bimodal analysis and did not include expressions of the face or conversational features 

which could inform the given situation and, as a result, lack crucial information about the interaction.  

Naim and colleagues (2016) conducted a study to identify the verbal and nonverbal behaviours which 

are predictive of good job interviews. A total of 138 interviews were included in the study and analysis 

included facial expression, eye gaze, language and prosodic language which includes pauses and 

tone. Interviews were rated by Amazon Mechanical Turkers and a weighted average was calculated 

which was the basis for the ground truth labels. This study revealed that speaking fluency, less filler 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

28  

  

word usage, use of more unique words and smiling more are predictive of a successful job interview. 

The results of this study show the importance of multiple modalities when analysing social 

interactions. However, this study did not include additional signals such as hand gestures and body 

movements and therefore lacks potentially important information about the social interaction.   

It is noted that nonverbal communication between two interlocutors depend on the goal and the 

context of the interaction. For instance, non-verbal signals that have been detected and identified as 

potentially important in a job interview are to smile more (Naim et al., 2016), whereas in a healthcare 

setting turn-taking, speaking ratio, volume, pitch, smiling, frowning, head tilting, nodding, shaking and 

overall body movements were extracted using automated recognition technology and are assistive in 

clinician-patient interactions (Liu et al., 2016). In the classroom, non-verbal cues commonly captured 

during presentations are prosody, voice quality and gesturing activity (Cheng et al., 2014). Signals 

extracted from these contexts demonstrate that there are differences in how individuals communicate 

differently given the context.   

2.6.8. Lab vs ‘in the wild’  

Much of the research to date has only been conducted in a controlled environment where the set-up 

is carefully designed allowing researchers to obtain full control of the session, location and 

instruments. This can be limiting as social interactions are typically conducted in everyday life ‘in the 

wild’ and results obtained in the lab may not be reliable in this context. A limited amount of research 

has been conducted to investigate behaviour in the wild (Gunes & Hung, 2015; Gunes et al., 2008), 

which is more natural and less posed than in a lab setting. Reasons for limited research in this area 

are privacy issues in obtaining video recordings of interviews and the effectiveness of recognition 

technology.  

A study by Zhang and colleagues (2018) investigated whether warmness, friendliness and dominance 

can be predicted by a single facial image which are categorised by gender, age and head pose. 

Images were extracted from the Static Facial Expressions in the Wild (SFEW) 2.0 dataset which 

includes natural facial images extracted from movies. Researchers formulated a two-step method for 

recognising facial expression using a novel training method (see paper for more details). Using this 

method of prediction analysis, researchers found that facial images captured ‘in the wild’ can be 

predictive of interpersonal relations and facial expressions.   

An additional study that captures social signals ‘in the wild’ using a predictive framework is a study by 

Nguyen and Gatica-Perez (2016) in forming first impressions in the context of a job interview. 

Researchers evaluated YouTube videos for speaking activity, prosody (pitch, energy and rate), 

proximity, head motion and facial expression using recognition technology and were able to effectively 

predict first impressions, communication skills and extraversion.   
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Nevertheless, research conducted in the lab allows for the precise measurement of the effects of 

independent variables on dependent variables in isolation. In the lab, researchers are also able to 

control for extraneous variables. This, in turn, enables a cause and effect relationship between 

variables to be established (Mitchell, 2012). It is for this reason that novel research should be 

conducted in a laboratory setting.   

2.6.9. Summary  

The use of sensors to detect social signals has proven to be effective; however, many of the studies 

in the literature only include a few channels of communication which limits researchers’ ability to truly 

synthesise a social interaction as the meaning of combinations of signals can differ. In addition, there 

is little research that focuses on a reciprocal exchange or back channelling of multimodal signals  in 

a fast and objective manner in media skills training which is important to understand relational 

messages central in a professional context (Kim & Suzuki, 2014).  Furthermore, while interactions ‘in 

the wild’ are more effective in analysing interaction for simulation, novel research should be conducted 

in the laboratory as it is a good starting point for evaluating a context not previously modelled. The 

current focus of the current research is to investigate the back and forth exchange of messages by 

detecting multiple communication signals that include facial expression, body movement, hand 

gestures and voice emotions simultaneously in a controlled experiment. The next section discusses 

research on improving social skills using sensors.   

2.7. SSP Interventions to Improve Human Communication  

Researchers are beginning to investigate the potential of interventions based on technology to 

improve communication skills. Technology enhanced feedback is typically given to trainees in real 

time (Damian, Baur, & André, 2016), post-hoc (Fung, Jin, Zhao, & Hoque, 2015) or a combination of 

the two (Hoque, Courgeon, Martin, Mutlu, & Picard, 2013). Research has also included tutor feedback 

during training which has proven effective (Liu, Scott, Lim, Taylor, & Calvo, 2016). Each of these will 

be discussed in turn in this section of this thesis.  

Ruiz, Chen and Oviatt (2010) have argued that presenting multimodal feedback reduces cognitive 

load as it mimics that of everyday interaction and understanding of the world. Advantages include 

robustness (refining imprecision through improved understanding of holistic behavioural actions), 

naturalness (increases communication about performance), flexibility (perceive and structure their 

communication), minimising errors (understanding errors).  

2.7.1. Real-time Feedback  

One approach to improving performance that has been proposed is the augmentation of social 

interactions. It is possible to use sensors and displays to provide real-time feedback about the users’ 
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nonverbal behaviours (Damian, et al., 2015). Using social augmentation to improve social behaviour 

whilst engaging in an interaction is a means of improving social skills in those who have difficulties in 

engaging in one-to-one interactions (i.e. those on the autistic spectrum) (Tanaka et al., 2015a) or 

those without practice in certain contexts (i.e. public speaking) (Damian, et al., 2016).  

The goals of a social augmentation system are to ultimately make them aware of one’s own body and 

to improve the quality of their own behaviour, this includes the self-awareness.   

Research conducted by Tanveer, Lin and Hoque (2015) developed an intelligent user interface which 

provided real-time feedback during a presentation with 30 native English Speakers using Google 

Glasses. Speakers presented three speeches with differing feedback types. Feedback types included 

continuous feedback, sparse feedback and baseline where they had received no feedback during 

presentations. The results showed that participants were more pleased with the sparse feedback 

strategy. This could be because the speaker will lose eye contact with the audience during the 

presentation which is most likely to negatively impact their performance. Also, sparse feedback 

throughout training could be effective but could also be distracting.   

This section presents various frameworks and methods of providing real-time feedback during training 

to improve performance. These include virtual audience feedback as a means of practicing and 

improving confidence of speakers and the behavioural feedback loop which is commonly used in 

public speaking (Schneider, Börner, Rosmalen, & Specht, 2015). This section details each by 

presenting how each have been used and their significance in improving training performance as well 

as disadvantages of each.   

2.7.1.1. Implicit - Virtual Audience Feedback  

An important part of giving a presentation or public speaking is the ability to gauge the audiences’ 

collective overt / behavioural responses (Radbourne, Glow, & Johanson, 2013). An example of this 

would be if a public speaker makes a joke and some of the audience smiles or laughs, this allows the 

speaker to know that the audience found the statement funny, or an unexpected silence, suggesting 

the statement might not been as successful as the speaker had hoped. Audience responses depend 

on the type of audience, genre of the talk and the context. Technology has been developed to capture 

audience reactions to performances in real-time which is not as intrusive wearing an EEG cap and 

can be more accurate than gathering retrospective data (Batrinca, Stratou, Shapiro, Morency, & 

Scherer, 2013; Xu & Plataniotis, 2016).   

In 2013, Cicero explored the possibility of using an interactive virtual audience for training in public 

speaking using nonverbal features (Batrinca et al., 2013). Later, research by Chollet and colleagues 

(2016) investigated how efficient a virtual audience feedback is in improving public speaking during 

training. Training incorporated a combination of explicit feedback provided by visualised performance 
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measures and implicit feedback provided by a virtual audience in real-time. Researchers compared 

three methods of feedback including a passive non-interactive audience (control group; n= 15), a 

passive audience with explicit feedback with a visual background (G1; n = 14) and an interactive 

virtual audience that provides feedback using nonverbal cues (G2; n = 16). Behaviours that 

participants were trained for were eye contact and avoiding pause fillers in two of the feedback 

presentations. Researchers compared learning outcomes based on a pre-training and a post-training 

test paradigm where improvement was measured on audio-visual nonverbal behaviour, the structure 

of the presentation and overall performance of presenters.   

Presentations were assessed by experts based on pre and post training videos presented side-by-

side for a direct comparison. Expert ratings revealed improvement in performance across all 

conditions. The highest improvement was observed for the interactive virtual interactive audience. 

However, when this was compared with improvements rated for the direct feedback group, this was 

not significant (p = .059). When comparing all groups, the virtual feedback group and the control group 

had better expert ratings compared to the direct feedback group suggesting that the feedback may 

be distracting. Objective ratings of pre-post session performances using filler words and eye contact 

revealed improvement across all conditions with no significant differences between each condition. 

Chollet and colleagues (2016) also found that those who performed well in the pre-training session 

did not benefit from the extra training (ceiling effect). Researchers suggest that future research should 

include a post-hoc feedback session.   

  2.7.1.2. Implicit – Avatar Reactions  

One of the aims of SSP research is to mimic these perceptions using automated technology when 

developing embodied conversational agents or virtual agents. Essentially, multimodal embodiments 

are virtual characters or embodied conversational agents which interact with humans in a socially 

intelligent way by recognising multichannel signals and responding naturally. These systems interact 

with humans by recognition of their nonverbal skills and should match these behavioural cues (Cassell 

& Tartaro, 2007). There are several approaches in designing systems to accommodate learners’ 

nonverbal cues, many studies have accounted for this by enabling the avatar to use back channelling 

cues such as nodding.   

Research has found that monitoring social signals of learners can have a positive effect on learning 

(Lepper & Woolverton, 2002). The development of avatars has aimed to replicate this approach when 

designing adaptive educational systems and intelligent tutors (Baldassarri, Hupont, Abadía, & Cerezo, 

2015).   

Role-play avatars have also been known to assist learners in how to manage situations. For a project 

called eCIRCUS, Aylett, Vala, Sequeira, & Paiva (2007) aimed to improve empathy through interactive 
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role-play with virtual agents by presenting the students with story dramas in a virtual school where the 

embodied conversational agents play the role of bullies, helpers and victims. After each episode, the 

student interacted with the agent who provided advice on how to manage the situation. This type of 

research promotes reflective thinking about social interactions. Other settings that have proved 

effective in understanding social situations have included enabling students to cope with bullying 

(Sapouna et al., 2009) and understanding of other cultures in children (Aylett et al., 2014). A natural 

interaction is important as this permits users to interact with the avatar and enables the user to trust 

the system. Another system was developed, in mental health, a system called MultiSense has been 

designed to interpret nonverbal behaviours to infer psychological distress (Stratou & Morency, 2017). 

However, these interactions are not directly aimed at improving communication skills using social 

signals.   

There has also been research conducted as a means of improving job interview performance using 

technology-enhanced methods that uses automated recognition of signals for training. A study by 

Hoque, and colleagues (2013) developed an embodied conversational coach called MACH which 

captures facial expression and speech as well as generates speech and nonverbal behaviours in 

response by participant behaviour. An experimental design included three experimental groups (n = 

90) which were gender-matched to avoid any gender-variability in behaviour. The control group (G1) 

watched educational videos on job interviews, the first experiment group (G2) practiced interviews 

with MACH and then watched themselves on video and the second experiment group (G3) practiced 

interviews with MACH and then watched themselves on video and received feedback about 

behaviours. All groups had taken part in an initial interview with a career counsellor where only 

experimental groups 2 and 3 were brought back for an hour-long intervention for a few days. All 

participants were brought back into the lab for a final interview with the career counsellor who was 

blind to the study conditions. Results revealed that counsellors’ ratings of performance were 

significantly higher for those who had received MACH training intervention with feedback (G3) and 

without feedback (G2) than those in the control group (G1). Open-ended interviews revealed that 

participants felt that watching their videos were uncomfortable but great for learning. This study also 

found that smiling, pauses, speaking rate and filler words were the top attributes for visual feedback. 

MACH was rated as 80 using the System Usability Scale which is above the benchmark of usability 

at 60. However, this study only investigated facial expression and head poses which is limiting for 

understanding a holistic interaction.   

Research by Damian and colleagues (2015) investigated the effectiveness of job interview training for 

teenagers using an interactive avatar. The study spanned three days: day 1 both the control and the 

experiment group took part in a baseline interview (pre-training), on day 2 the control group engaged 

in traditional training (training with book) and the experiment group interacted with the training system 
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(TARDIS) which reads and responds to users’ nonverbal behaviours. On day three, students also 

took part in a 7-minute mock interview (post-training). Practitioners filled in questionnaires rating about 

students’ performance which revealed no significant difference between groups on day 1. In contrast, 

a significant difference between groups was observed on day 3 where the experiment group 

significantly improved in their overall performance, whether practitioners would recommend students 

for jobs, in their appropriate use of smiles, eye contact and nervousness which the control group had 

not improved. Students also filled in a questionnaire where the experiment group rated themselves 

as less nervous than students who had received traditional training. While this study suggests that 

technology enhanced training was more effective in improving job interview performance than 

traditional methods, researchers did not say whether the practitioners were blind to trainee conditions. 

Additionally, the control condition relied on a single rating of a practitioner rather than obtaining ratings 

from neutral observers not present on the day to avoid any interaction influence.   

  2.7.1.3. Explicit – Behavioural Feedback Loop (BFL)  

Previous research has shown that conversational aids (secondary information) presented during 

social interactions improve communication (Scherl & Haley, 2000). A particular framework for 

providing secondary feedback is the Behavioural Feedback Loop (BFL) which has been used as a 

method of augmenting social interactions and is required to suit the user, context and the scenario 

(Damian, Tan, et al., 2015; Damian et al., 2016; Damian, Dietz, & André, 2018). Research has shown 

that memory, motivation, decision making, and mood are important cognitive domains in personal 

augmentation (Xia & Maes, 2013). The feedback loop framework includes three learning paradigms 

such as observational learning (Shettleworth, 2009), operant conditioning (Skinner, 1938) and social 

cognitive theory (Bandura, 1986). It also includes two major components of training such as include 

reflection for improving self-awareness and action / practice which is important for learning and 

transferring skills (Damian, Baur, et al., 2016). Trainees tend to only improve in performance following 

training as real-time feedback is provided during the interaction.   

Schneider, Börner, van Rosmalen, and Specht (2015) developed a Presentation Trainer (PT) which 

is designed to assist users who would like to improve their nonverbal skills in public speaking. 

Realtime feedback was provided though visual and haptic feedback which included body posture, use 

of gestures, voice volume, use of pauses, phonetic pauses, and ability to stay grounded without 

shifting while presenting which resemble dancing. In this quasi-experiment, 40 participants engaged 

in a five-minute lecture about nonverbal communication for public speaking and then took part in five 

successive training sessions. The control group were shown a version of PT which only contained a 

mirror image of themselves and the treatment group received haptic feedback (vibrations from a 

wristband) and visual feedback showing a mirror image of themselves which interrupted the presenter 

if the behaviour was too severe. Subsequently, participants were asked to fill in a questionnaire which 
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assessed naturalness, invasiveness, boredom vs motivation, unlikelihood of free time use, learning 

perception and practice using tool vs classroom learning. Results showed that the treatment group 

were more motivated, they found the tool to be less invasive and learned more than the control group. 

Finally, results also showed that the treatment group produced fewer mistakes by the fifth session 

whereas the control group were consistent throughout sessions. However, users expressed that they 

initially found it difficult to pay attention to the feedback as well as give a speech; however, this 

improved by the fifth session.   

A follow-up study conducted by Schneider, Börner, van Rosmalen, and Specht (2016) explored the 

use of PT outside of a laboratory setting by exploring to what extent an audience agrees with the PT 

that a presentation has improved as well as introduced PT to established training practices. It was 

reported that participants using PT were more confident using PT than the control group. Participants 

had presented a pitch to the PT and then to their peers who evaluated their performance and filled in 

a presentation assessment questionnaire. The PT was also used to assess these pitches. Results 

found that PT creates a more comprehensive learning environment for the acquisition of speaking in 

public in combination with already developed training practices.   

Barmaki and Hughes (2018) provided feedback to trainees about their gestures using an avatar 

mediated interactive virtual training system using real-time visual and haptic feedback. All participants 

experienced the visual feedback and the haptic feedback systems. The researchers found that 

feedback of body language and gestures had a positive impact and participants preferred the system 

more than traditional feedback. Participants also expressed their enjoyment of the vibration feedback 

method.   

The use of automated recognition and feedback in real-time may assist in improving communication 

skills in a variety of contexts. A study investigated improvements using wearable technology to provide 

constant real-time feedback about openness, body energy and speech-rate during public speaking  

(Damian, Tan, et al., 2015). This real-time feedback was demonstrated using a threshold intervention 

where if participants’ behaviour exceeded the threshold, this would be flagged. Results found there 

was a significant effect for speech rate but not for openness and body energy and there is a need for 

feedback personalisation as some participants did not cross the predetermined threshold. Participants 

seemed to be reacting differently to the feedback in that some participants adapted behaviour 

gradually and others completely ignored it. In post-hoc interviews participants felt that it is important 

to know about their performance in relation to the predetermined threshold. Overall, participants found 

BFL helpful in adjusting their behaviour, it was not distracting, and it was a good point of reference for 

understanding how they were performing. However, the wearable was quite bulky and, as a result, 

participants were aware of the tech which influences their behaviour. A concern using these methods 

are that the feedback of social signals is often literature driven rather than data driven for context.   
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A study conducted by Bahreini, Nadolski and Wester (2017) investigated whether detailed feedback 

using a bespoke software that provides real-time feedback of facial and vocal emotional expression 

improved communication performance. Twenty-five participants engaged in an interactive game 

where they were asked to mimic the seven basic facial expressions and vocal emotions in a variety 

of situations including a dentist visit, a visit to a restaurant and a traffic accident. A within-participants 

design exposed all participants to feedback and no-feedback conditions. Results revealed that facial 

expression performance and vocal performance was significantly improved in the feedback condition. 

These findings are suggestive that providing feedback during training can lead to improvement. 

However, the paper focuses on ability to mimic rather than spontaneously generate relevant 

expression.   

While these studies have shown efficacy for the BFL framework, it has been found to be distracting 

during training (Damian, Baur, et al., 2016). Some of these studies do not evaluate which could have 

impacted the results obtained. Users can absorb information if it is presented to them in batches 

compared to when presented to them sequentially. Key information provided by researchers are that 

the presentation of auditory cues while the user is speaking was also found to be very distracting 

(Tanveer, 2016). To solve these issues, research by Ofek, Iqbal and Strauss (2013) found that 

secondary information presented during a conversation can be absorbed by the user without others 

noticing and users need feedback during a task to improve behaviour.  

2.7.1.4. Explicit - Post-Hoc Feedback   

An alternative method of providing feedback is a summative (summary) and focused feedback 

technique detailed by Hoque, Courgeon and Martin (2013) in communication training. This method 

has proved effective in other research (Ali & Hoque, 2017; Tanaka, Sakti, Neubig, Toda, & Nakamura, 

2015b). Summative feedback provides trainees with a summary of their interview performance. 

However, trainees felt that this type of feedback did not allow them to observe their behaviours 

throughout the interview and how it changed overtime. Subsequently, trainees were given the choice 

for focused feedback which enabled them to watch their own video for reflection and view their 

nonverbal behaviours and how they change over time on a dashboard as a function of time which 

allows participants to view their behaviours across multiple modalities which are in sync with one 

another. This technique of providing feedback for improving skills could be useful for reflection of 

trainee and discussion with a trainer. Research has shown that feedback provided by a peer in 

combination with a tutor has been effective in improving performance (Mitchell and Bakewell, 1995).    

Zhao and colleagues (2017) collected data from an online platform (ROC Speak) that enables anyone 

access to communication skills training for job interviews with feedback on smile, body movement, 

filler words and voice modulation. Individuals were also provided with an overall assessment and 
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comments by peers (positive or negative) and the possibility to playback their videos for reflection. 

Participants were randomly assigned to either the experimental group that received full feedback from 

ROC Speak system or the control group that received feedback from peers online. Results revealed 

that those in the experimental group had significantly improved in speaking skills, friendliness, vocal 

variety and articulation where the control group did not improve. These results are further evidence 

for the efficacy of multimodal feedback of social signals in improving communication skills in 

comparison to traditional methods. However, the ROC Speak system is sensitive to environmental 

factors which prevents them from being evaluated in a real-world setting. Furthermore, peers in this 

context are not experiential trainers which is needed for effective training.   

More recently, Chollet, Ghate and Scherer (2018) developed an adaptive virtual agent for training 

social skills which reacts to the users’ (medical students) performance which was automatically 

detected by the system. The system captures verbal and nonverbal signals (facial expression) and 

provides an after-action report. This system has yet to be evaluated for its training efficacy.   

2.7.2. Summary  

The BFL is particularly relevant for real-time feedback during performance of a task; however, a 

concern of this method is the identification of the feedback by users, processing and corrective action 

whilst engaging in the task which may result in a cognitive overload resulting in performance decline. 

There is are no studies investigating methods of feedback that enable personalised, summative and 

focused feedback in the context of media interviews which would provide more personalised skills 

training and provide better training outcomes targeted at an individual level. A table summary of the 

literature that is related to this these can be seen in Appendix 2.2.  

Overall, a method which provides feedback post-event in summative form which is focused could be 

more useful in a training context that includes multiple training sessions.  The next section investigates 

interactive training avatars and their efficacy of managing social interactions and improving social 

skills.   

2.8. Specific Focus of PhD  

Communication skills training is based on defining a target skill, modelling it, role-playing it, providing 

feedback and improving self-awareness which should be conducted in multiple sessions (Liu, Huang, 

Gao, & Cheng, 2017). Research shows that effective implementation of communication skills training 

programmes depends on the experience and expertise of trainers, students’ willingness to learn, the 

programme’s ability to improve self-awareness of emotional communication (as emotional intelligence 

is imperative for self-awareness) and in-depth feedback provision (Aspegren, 1999; Bahreini et al., 

2017; Roter, 2004).   
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Implementation of training assists users in understanding their skills prior to training and guide their 

development throughout training which maintains positive motivation and allows trainees to be 

exposed to an interaction which could enable them to be calm in that setting. This could extend 

beyond the training session. Similarly, social cognitive theory proposes that trainees / students acquire 

skills through practice and feedback (Mann et al., 2011). Kolbs' (1984) experiential learning cycle 

theory states that learning is an integrated process of experience, observation that is reflective, 

conceptualisation and experimentation. An effective training program enables trainees to maintain 

their skills over time (Aspegren, 1999).   

Many communication skills programmes have similar training techniques. In 1969, Sidney and Argyle 

developed a training technique to improve communication skills / social skills which includes 

roleplaying mock interview, playback and by reflection with the trainer (see Argyle, 1988). This has 

been found to be the most effective method for improving general communication skills (Argyle, 1988). 

This allows trainees to be aware of behaviours, such as their vocal behaviour (from voice recordings), 

their facial expression (from video recordings) and their use of gestures (from video recordings).  

Furthermore, performance has been shown to be highly dependent on the trainer’s experience as 

feedback is more valuable (Aspegren, 1999; Damian, et al., 2015).    

Self-awareness is particularly important for communication skills improvement as those who are self-

aware provide accurate accounts of their behaviour and their behaviours are consistent (Wicklund, 

1979). This is also often seen in leaders (Aspegren, 1999; Pentland & Heibeck, 2010; Roter & Hall, 

2004; Wicklund, 1979). In communication skills training, feedback of trainees’ performance during 

mock interactions is used to increase self-awareness and have a better self-perception of their 

behaviour (Aspegren, 1999). Effective ways of improving self-awareness are to recite a script in front 

of a mirror. Mimicking pictures has been found to be successful for improving facial expression while 

voice expression can be improved by recording oneself speak and evaluating the recording 

(Aspegren, 1999).  

There are several settings investigated which have shown to change behaviour. These include job 

interviews (Carl, 1980; Hollandsworth, Hazelskis, Stevens, & Dressel, 1979), information-sensitive 

conversations (Liu, Huang, Gao, & Cheng, 2017) and public speaking (Damian, Baur, et al., 2016; 

Damian, Tan, et al., 2015; Schneider, Börner, et al., 2016). Several systems have made use of mobile 

phones to provide feedback during face-face conversations (Lee et al., 2013), public speeches (Saket, 

Yang, Tan, Yatani, & Edge, 2014), group meetings (Lee et al., 2013) and presentations (Damian, et 

al., 2015). Research has also explored video conferencing using a laptop monitor for presentation of 

feedback (Tan, Schöning, Luyten, & Coninx, 2014).  
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2.8.1. Facilitators of Learning  

Emotion has also been found to be a learning facilitator and an influencer in training and success 

(Pekrun, Goetz, Frenzel, Barchfeld, & Perry, 2011). This success is a result of attention that is 

mediated by cognitive mechanisms of processing, storage of information and the reinstitution this 

information (Pekrun et al., 2011). Performance in learning has also been hypothesised to be mediated 

by intrinsic and extrinsic motivations associated with academic work (Pekrun, 1992).   

Another factor that can influence training is the environment which has been found to impact 

communication / social skills training, for example negative environments prior to a job interview can 

affect job interview performance (Gebhard et al., 2018; Schneeberger, 2018). Positive emotions are 

perceived as positive in most instances; however, negative emotions can be ambivalent. In contrast, 

a learning cycle model proposed by Kort and Reilly (2002) has stated that there are six bi-polar 

emotional dimensions that arise during learning. These are frustration-euphoria, dispirited 

enthusiasm, humiliated-proud, terror-excitement, ennui-fascination and anxiety-confidence which are 

all experienced by students. These studies suggest that environment and emotions affect learning 

which could influence learning in training.   

2.8.2. Skill Maintenance  

Skills that have been maintained or transferred from training to the workplace are evidence of effective 

training. In general, examination of training effects over time is also relevant to considering the so 

called “transfer problem” in training research (Psychology, 2015). It is estimated that only 10% of 

training results in behavioural changes (Burke & Hutchins, 2007). A survey suggested that 40% of 

trainees fail to transfer skills immediately after training and 70% lost momentum after 1 year after 

training sessions (Saks, 2002). Given these results, skills transferred from training to practice is often 

low.   

A meta-analysis on the efficacy of communication skills training revealed a moderate effect of the 

efficacy of communication skills which is promising, particularly training health professionals (Barth & 

Lannen, 2011). However, studies included were non-randomised and some had no specific training 

intervention in the control group. This efficacy has been shown to be moderate for communication 

skills training programs (Davis, Thomson, Oxman, & Haynes, 1995; Roter et al., 1995; Smith et al., 

2000). This could be a result of exercising this skill after training in everyday life and the workplace.   

The transference of skills post training could be influenced by the perceived utility or value of the 

training. This is influenced by the trainees’ evaluation of a recognised need to improve in a specific 

area that the training offers, the belief that applying the new skill will improve performance, the 

credibility of the skills and the practicality of the new skills for ease of transfer (Burke & Hutchins, 

2007; Yelon, Sheppard, Sleight, Ford, 2004). Additionally, Campbell and Stanley (1963) have 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

39  

  

recommended that there should be test-retest intervals that include one month, six months and a year 

after initial training which assess long-term effects. This is because trainees have time to engage with 

the information provided during training and could apply it in real-life scenarios. To date, contexts 

investigated are limited to communication in the classroom, in those with social impairments, in the 

healthcare setting, in job interviews and in public speaking. There are no which assess the skills 

gained during training after a few months, this is taken for granted in the augmented training domain 

as this is a key component of effective training.   

2.8.3. Media Interview Skills   

The nature of communication in this context is unique; while similar to job interviews, in some respects, 

interviewees should communicate in a concise manner and reach a wider audience from all 

professional and cultural backgrounds. Media training manuals typically suggest some behaviours 

which should be avoided in media interviews. These are lack of vocal conviction, lack of eye contact, 

fast speaking rate, monotone voice and hesitation. These signals are an indication of nervousness, 

uncertainty and boredom and influence how the interviewee is perceived by the audience (Taylor, 

2015). An additional behaviour that can be interpreted as boredom is excessive movements such as 

swaying and rocking, particularly when the other person in speaking (Tao & Tan, 2009).   

The specific focus of this thesis is on media skills training. The use of a combination of nonverbal 

signals could be important for a good media interview as combinations of signals have different 

meanings. This includes mirroring interviewer’s movements, maintaining eye-contact and smiling. 

Together, these actions suggest that the interviewee is friendly (Ho et al., 2015; Taylor, 2015). Smiling 

has also been found to indicate confidence, honesty and dominance (Lapidot-Lefler and Barak, 2012; 

Knutson, 1996).   

There are a limited number of empirical studies that explore the relationship between observable 

nonverbal behaviours and observer subjective judgments within the context of media interviews. 

Studies generally focus on small samples of interviews with high profile interviewees such as 

politicians. For example, Babad (1999) correlated observer judgement of global impression 

(positive/negative) created in a media interview with a set of observer judgements in relation to 

observable behaviour. This study focussed on the behaviours of five interviewers conducting televised 

political interviews and found several universal patterns across these individuals. The behaviours 

which appeared to create a positive impression included smiling, a relaxed face, nodding and round 

hand movements. Conversely, the behaviours associated with negative judgements included beating 

hand movements, leaning forward and blinking. Studies such as this have typically been small scale 

given the challenge of hand coding the non-verbal communicative behaviours under study.   
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2.8.4. Summary  

No studies investigate signal displays in media interview within the SSP domain. Communication skills 

training has shown to improve nonverbal communication in the long term. This is because a training 

program is effective and is a result of attaining skills through raising self-awareness and not solely 

through practice. For training to be successful it is down to the experience of the trainer in combination 

of the willingness of the trainee and whether the training improves trainee self-awareness. While there 

seems to be low maintenance of skills for training in general, there is a moderate effect of skills 

maintenance for communication training skills. Research in the context of media interview skill training 

is limited, particularly in the maintenance of skills. Context is vital for a deeper understanding of 

interactions as opposed to shallow interactions. The focus of this thesis is to investigate improving 

communication skills training in media interviews. An important component of training is the method 

of feedback during training as this improves self-awareness which this section shows as a major 

component in improving communication performance. The next section presents research using 

technology to improve performance.   

2.9. The Research Gap  

A review of the literature revealed that there are little to no research conducted in social signal 

processing in identifying the signals important for communication skills in media interviews, which is 

limiting as conversations in media interviews are unique and are important to understand. Research 

is often limited to a few modalities in communication which is restrictive in understanding the 

complexities in communication. The preferred social signal feedback technique in the literature is the 

behavioural feedback loop; however, this technique has been found to be distracting resulting in an 

increase in cognitive load. Summative and formative / post-hoc methods seem to be more effective 

in improving communication skills as they allow for reflection. It was also identified that based on early 

research in social psychology and recent research in social signals processing that the first 30 

seconds are when first impressions (thin slices) are formed in a social interaction. Based on these 

research gaps the premise of this research is posed in one overarching research question (RQ):   

Can communication skills be enhanced using commercial automated technology in the context of 

media interview skills training?  

Using the simple model of communication, the Shannon and Weaver model of communication, 

participants send an expressive message via different communication channels (facial expression, 

vocal expression, hand gestures, body movements and so on) to the recipient who decodes the 

message and responds according to how they respond to the message.   

The next chapter compares different methods for collecting data for this thesis, justifies the research 

design of each stage of this PhD research and provides evidence and details of adherence to ethical 
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guidelines. The next section also offers justification of the use of different statistical packages used 

for data analysis which is useful for understanding data handling.   
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CHAPTER 3. RESEARCH DESIGN AND METHODOLOGY  

3.1. Introduction  

This thesis includes four research stages. The first stage was to investigate the relevant social signals 

for effective communication in media interviews. The second stage was to assess the most 

appropriate method for providing social signal feedback to trainees that is both actionable and 

understandable. The third stage was to investigate whether provision of the signals identified in the 

first stage using the method of feedback identified in the second stage was more effective than 

traditional methods of communication skills training, such as recording and taking part in mock 

interviews then discussing trainee’s performance with trainer. The fourth stage was developed to 

assess whether skills gained in the third stage were maintained after 6 months.  

This chapter justifies the methods used to accomplish the objectives of this research. This chapter is 

divided into nine sections; 1) philosophical research paradigm; 2) research questions; 3) research 

context and target populations; 4) research design 5) communication skills evaluation 6) usability 

assessment; 7) technology used; 8) data handling software and 9) ethical approval and procedure.  

3.2. Philosophical Research Paradigm  

Scientific research philosophy is the approach that researchers adopt to design, conduct and interpret 

their research to obtain new and reliable knowledge. Typical paradigms include positivist 

(quantitative), interpretivist (qualitative), transforming (discrimination prevention) and pragmatist 

(mixed methods) (Žukauskas, Vveinhardt, & Andriukaitienė, 2018). The approach taken to develop 

the methodology for this research is from the standpoint of the pragmatist paradigm. This approach 

is focused on problems and its application in the real-world and uses mixed methods but is ultimately 

focused on ‘what works’ (Brierley, 2017). It draws on methods used from both positivist 

(experimentation) and interpretive (interpretivist) paradigms. In this thesis, two of four research 

studies include mixed methods.   

3.3. Research Questions  

The overarching research question is:  

Can communication skills be enhanced using commercial automated technology in the context of 

media interview skills training?  

This section details and justifies the design of the research that is focused on answering the research 

aims of each research question. Each research stage has its own aim which can be seen in Figure 

3.1.   
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Figure 3.1. Four research stages and research questions   

3.4. Research Context and Target Populations  

The overarching context of study was derived from real world media skills training course which were 

delivered in the context of large organisations. Detailed observations of these exemplar courses were 

conducted to understand the typical training steps. This was then used to design a model of the 

training under controlled conditions in a university setting.   

The observed training consisted of a lecture style introduction followed by simulated interviews. 

Simulated interviews were recorded and played back to participants. The recordings and playback of 

simulated interviews were done to enable the trainer and the participant to reflect on their performance 

and to provide participants with feedback to improve self-awareness. Research has shown that 

improving self-awareness improve communication effectiveness and is a skill that is observed in 

leaders (Hass & Eisenstadt, 1990; Wicklund, 1979).  

3.4.1. Trainer Experience  

Successful communication skills training relies on the expertise of the journalist / trainer (Aspegren,  

1999). An experienced trainer has the ability to identify areas for improvement during training.  

Therefore, the studies reported in this thesis used trained / experienced journalist to conduct simulated 

interviews with participants.  

3.4.2. Sampling Population  

The sample selected for communication skills training were research staff and students. Method used 

to recruit participants was purposive sampling. An advantage of this method of population recruitment 

is that is a fast method and allows for a large sample size to be recruited (Field, 2013). However, it 

can be a subjective method of recruitment. To ensure no bias was introduced to recruitment of 
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participants, researcher accepted all participants who responded to the recruitment email expressing 

an interest in training.   

The academic / researcher / research student population are relevant to this training context because 

research is often reported on the news; moreover, they are representative of professionals who are 

likely to engage in media interviews (Reed, 2001). This population are also literate and educated and 

obtain skills to undertake a media interview. Finally, it is valuable to run this research at a university 

as it provides easy access to recruiting possibles trainees. The target sample size recruited in each 

research stage is discussed in the following section.  

3.5. Research Design  

This section details the research design for the exploratory stage, design stage, experiment stage and 

the follow-up stage. Description of the methods used and the intended sample size of each stage.   

3.5.1. Exploratory Stage  

The aim of this stage is to explore the social signals transmitted between two individuals and identify 

which of these are key for estimating successful communication in a media interview. Affect 

recognition COTS affect recognition technology was used to capture signals exhibited in interviews 

between the journalist and the trainee. Data was collected in context of an already existing training 

programme. This bespoke training programme typically included a 2 - hour interactive lecture on 

communication in media interviews with examples of a good and bad interviews. The duration of the 

workshop typically lasted 8 hours. Questions and discussions of content were made possible 

throughout training. This is an important step in communication skills training and in understanding 

the procedure of media interviews. The content of the lecture cannot be shared as the design of the 

workshop is the protected property of the media trainers. The workshops included two simulated 

interviews which were recorded; a radio interview and an on-camera interviews. Both mock interviews 

were watched back by the trainees and trainers and trainees’ performance were discussed.  

This training programme was then rearranged to meet the aims of this research; the length of the 

lecture was reduced significantly to 1-hour, which was feasible according to the trainers, and 

participants were provided an example of effective and poor communication in media interviews. 

Participants also took part in a radio interview followed by an on-camera interview.  

In order to study the signals associated with good and bad media interview performance in the context 

of media training, the decision was taken to use an observational research method.  This was done 

to collect data in a situation as close to a real environment as possible and therefore provide some 

basis for ecological validity. Thus, this research used the simulated context of a real training class / 
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workshop but with the addition of technology to record social signals. For full details about this stage 

see Chapter 4.  

To collect ground truth data to classify good and bad communication skills it was decided to use 

standardised / validated questionnaires to collect subjective observer judgements. An exploratory 

approach taken to data analysis and it was decided to use k-nearest neighbour. K Nearest Neighbour 

(k-NN) is a nonparametric supervised machine learning algorithm and is often used for pattern 

recognition (Witten & Frank, 2005). There are several advantages of using k-NN; firstly, it can be 

simply implemented; secondly, it is a nonparametric algorithm which has no assumptions about the 

dataset and, as a result, is applicable to real-world data and; finally, has been used in multiple contexts 

including finance, video recording, image recognition, political science and healthcare (Witten & 

Frank, 2005). Furthermore, k-NN is an instance-based classifier which generates a prediction based 

on the “similarity of the query to its nearest neighbour in the training set” (Utgoff et al., 2011). This 

contrasts with decision trees or neural networks which creates an abstraction from data instances. 

Instance-based learning refers to a class of procedures for solving prediction problems based on past 

issues. Use of an instance-based classifier in this research stage is beneficial as results produced is 

based on the dataset (social signals captured) and labels (good and bad interview performance). This 

approach to prediction classification is based on the dataset itself and is ideal for contexts which do 

not have predetermined predictions about performance or a large dataset (i.e. a data corpus).   

  3.5.1.1. Evaluation of Performance  

Evaluation of participants performance was important as this would reduce bias when identifying 

effective and poor communicators. This was also done to identify relationships between patterns of 

emotional / nonverbal signals and trainee performance evaluations, as rated by humans.   

To obtain objective judgements of trainees’ performance, participants interviews were rated by a 

trainer and three neutral observers using a communication evaluation questionnaire. There were 

several approaches taken to reduce the subjectivity in the ratings of performance. Firstly, because 

trainers had interacted with the trainees on the day of training which would have likely influenced their 

scores as a result of an interaction impression (Meissel, Meyer, Yao, & Rubie-Davies, 2017), 

additional ratings were obtained by three neutral observers who were not present on the day of 

training (Landman et al., 2012). Ratings obtained from three neutral observers were intended to act 

as an audience by being able to review both interviews multiple times for a more thorough rating as 

well as provide more realistic ratings (Naim et al., 2016).   

Secondly, to further reduce the potential to rating bias the neutral observers were blind to the ratings 

provided by the trainer. Collection of this data was also used to measure the inter-rater and intra-rater 
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reliability of the ratings obtained and the internal consistency of the CSRS in the context of media 

interviews. 

  3.5.1.2. Thin Slices of Behaviour   

Social signal data was captured for the duration of the media interview and an exploratory analysis 

was conducted to decide a time window size for analysis (i.e. the first 30 seconds or the last 30 

seconds of mock / simulated interviews). The first 30 seconds proved effective in predicting social 

signals that are mapped onto ratings by human judgements.  

  3.5.1.3. Sample Size  

The intended sample size for the exploratory stage was chosen based on a compromise power 

analysis for linear multiple regression and taking into account the practical constraints on training 

group size that can be achieved per session (n = 20). The exploratory stage included two mock 

interview sessions which would result in a sample size of (n = 40).   

However, when conducting exploratory research there were many factors which affected recruitment 

of 40 participants to consider, such as the suitability of statistical tests (power), time available for the 

study, recruitment and funding. The nature of the study did not allow for a large sample size to be 

recruited because: 1) only 5-6 participants could be successfully trained in a single media skills 

training workshop; 2) the costs for running the training day were beyond the originally planned budget 

and 3) there were time constraints for this project overall set by funders. As a result, three training 

days were conducted resulting in a total of 17 participants recruited. This pilot study informed the 

development of the feedback technique / method. 

3.5.2. Design Stage  

The intervention design stage is the second stage of this research. The overall aim was to determine 

the most understandable method of providing social signal feedback based on the signals identified 

in the exploratory stage as necessary for performance appraisal. A user-centred design method was 

used to collect participants views to inform and refine the design choice of feedback in the intervention 

evaluation stage.  

Mixed methods approach was used to gather data in this stage as it allows the researcher to 

understand any contradictions between quantitative and qualitative findings. For the qualitative 

component semi-structured interviews were used. There are some advantages and disadvantages of 

conducting semi-structured interviews. An advantage is that it allows users to express their views 

beyond questions asked that acts like an extension tool as interviewees can ask questions which 

allows for content to be analysed later. This is in contrast to structured interviews in which content is 
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restricted to the questions asked and is typically used for clinical diagnosis (Opdenakker, 2006). The 

second advantage is that it provides reliable data as it is more focused on the research aims in 

comparison to open interviews where there is a possibility of gathering useless information. The third 

advantage is that it establishes a two-way communication in comparison to structured interviews 

which is very linear. Finally, this interview technique can also let interviewees discuss concerns which 

the survey could not have highlighted in isolation or in questions originally developed. 

In contrast, there are some caveats of using this technique, the first is that the researcher conducting 

the interviews should have some interview skills as well as follow a correct procedure to analysis the 

data and the questions should be carefully planned out (Cohen & Crabtree, 2006). Focus groups 

could have also been conducted; however, this technique is usually focused on group feelings, 

perceptions and opinions and some may not feel the need to participate.   

The method used to collect opinions about feedback choice was a User-Centred Design (UCD) which 

is an iterative design process that centres on the users’ needs in each stage to develop and improve 

the design (Gulliksen et al., 2003). Each of the methods of feedback designed considered the context 

of use, the requirements of the user, the design solutions and the evaluation of requirements. Each 

design was evaluated in the form of semi-structured interviews and usability rating scale (see section 

3.7) to gather qualitative information about the look and feel of the interface. Interview questions 

developed for this were aimed at gathering information about both good and bad features of the 

participants preferred interface and less preferred interface.   

Participants who had volunteered in the exploratory stage were invited back to share their thoughts 

on several design alternatives that were developed in prototype form. The recruitment of these 

participants allows for the evaluation of the different versions of feedback without running a new study 

to collect new social signals data. Additionally, participants could view their performance feedback 

using multiple methods resulting in a more realistic evaluation of feedback sessions. See Figure 3.2 

for the UCD process used. Full details about this research stage can be found in Chapter 5.  

  

  

Figure 3.2 User-Centered Design Process and Methods  
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3.5.2.1. Sample size  

A study by Virzi (1992) found that 5-6 participants were enough to assess usability of a system in 

usability studies. The distribution of the data at a sample size of 8 looks the same as 30 (Bangor, 

Kortum, & Miller, 2008). It is proposed that the ‘magic number is five for early stage usability studies’ 

(Virzi, 1992). Researchers found no additional details by including more participants (Virzi, 1992). 

There is some debate over this in the HCI literature, but for this research there was a limited pool of 

potential participants. As a result of this, the current research stage aimed to achieve at least five 

participants to get insight into design choice.    

3.5.3. Experiment Stage  

The experimental stage of this research is the third stage. The aim was to investigate whether 

communication skills can be improved using the training intervention designed compared to the 

standard feedback training received in media skills training workshops. An advantage of using 

experimental design for this research stage is that experiments are objective i.e. the views of the 

researcher do not affect the results of the study resulting in a more valid study than a pseudo 

experimental design where manipulation of an independent variable without the random assignment 

of trainees to a condition. Control of extraneous variables is also an advantage as this also results in 

a less biased dataset (Field, 2013). Experiments are replicable and extraneous and independent 

variables are controlled which enables a cause and effect relationship to be recognised (Saldaña, 

2014).  

A comparison of pre-training and post-training design was implemented in this research study. This 

experimental design compares a change which occurs between groups on a dependent variable 

(outcome measure) at two time periods. Figure 3.3 demonstrates the analysis that can be performed 

this type of analysis.   

 

Figure 3.3. Experimental design. Analysis which can be done include how groups have changed from pre-test 

to post-test (A and A1), compare final post test results between groups suggests overall effectiveness of the 

intervention (C) and compare skills in the pre-test to ensure that randomisation was effective (B).  
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Participants were randomly assigned to be receive either social signal feedback or standard feedback 

after each practice/ mock interview. Randomisation was done following the baseline test, the group 

was split into pairs matched closely as possible by gender, first language and average score on 

baseline communication skill ratings. One member of each pair was allocated to the experiment / 

control at by the toss of a coin (random) (Allen, 2017). This aims to reduce the variability between 

conditions which may be attributable to extraneous variables such as gender differences and 

language concerns. For full details about this research stage can be found in Chapter 6.  

  3.5.3.1. Sample Size  

A power calculation was conducted based on the training improvement from one session to another 

in the exploratory stage. This was done to reduce the risk of oversampling or under sampling the 

study (Erdfelder, Faul, & Buchner, 1996) and to establish an estimated sample size for this type of 

training intervention.   

3.5.4. Follow-up Stage  

The follow-up stage of this research is the final stage of this research. The aim was to determine 

whether skills obtained in the intervention evaluation stage were maintained after 6 months as skill 

maintenance is a hallmark of successful training (Aspegren, 1999). A 6-month time frame was 

selected as research has proposed that skills be investigated at 3- and 6-months post training to 

evaluate successful training. The point at which ethics was submitted and approved allowed for the 

6-month mark to be evaluated.   

The overall approach of this research was a post-experimental follow-up as participants had remained 

in the groups originally assigned to them in the experiment stage. A comparison analysis was 

conducted to observe any differences between groups. Full details surrounding this research stage 

can be found in Chapter 7.  

3.6. Communication Skills Evaluation  

There are many measures of communication skills effectiveness which can be seen in Table 3.1 along 

with issues surrounding their use. The Communication Skills Rating Scale (CSRS) was selected for 

use in this research project. Reasons will be discussed in this section.  

3.6.1. Communication Skills Evaluation   

The complexity of communication competence is illustrated by the number of questionnaires 

developed. To identify the most appropriate questionnaire for your research, Spitzberg and Adams 

(2007) proposed several approaches to identifying which one is relevant according the aims of the 

research. These include: “which competence domain will be assessed?”, “what will the relation be to 
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valid social outcomes?”, “will assessments be dispositional (trait) or episodic (state)?”, “will skill and 

competence be framed within a specific context?”, “will assessment of competence and skills be made 

by interactants, third parties or both?” and “how will assessment be operationalised?”. These were all 

taken into consideration when selecting a communication skills evaluation questionnaire. An answer 

to these questions were; the context which will be assessed is communication in media interviews, 

there should be no social relation between trainees and trainers, assessments will be ratings of 

nonverbal signals, the assessments will be made by interactants and third parties (neutral observers) 

and assessment will be operationalised by discussion of communication skill ability following 

performance evaluation. Table 3.1 presents published communication assessments and concerns for 

use.  

Table 3.1 Published Communication evaluation assessments and concerns 

Scale  Developer  Items  Current Research Issue  

Communicative Competence 

Scale (CCS)   
(Wiemann, 1977) 36   

Limited research  

Only used in student populations Limited 
correlation between peer perceived and 

expert competence 
Focused on one sided than dyadic 

interaction 

Interpersonal  

Communication Competence  

Scale (ICCS)   

(Rubin & Martin, 

1994) 
17   Lacks construct validity  

Interpersonal  

Communication Skills 

Inventory (ICSI)  

(Bienvenu, 1971) 54   Personality traits rather than behavioural  

Communication Skills 

Questionnaire (CSQ)  

(Takahashi, Tanaka, & 

Miyaoka, 2006) 
29   Personality traits rather than behavioural  

Communicative Effective Index 

(CEI)  
(Lomas et al., 1989) 16   Atypical population  

Communicative Activity Log  
(Pulvermüller & 

Berthier, 2008) 
38    Atypical population for comprehension  

Communication Flexibility 

Scale (CFS)  

(Martin & Rubin, 

1994) 
12  Needs more validation  

Communication Functions 

Questionnaire (CFQ)  

(Burleson, Kunkel, 

Mortenson, Samter, 

& Xu, 2003) 

30  
no basis for comprehensiveness of skills and 

scores differ between gender  

Communication Adaptability 

Scale (CAS)  
(Duran, 1983) 25  

too abstract to make inferences about skills  

Conversational  

Appropriateness and  

Effectiveness (CAE)  

(Spitzberg, 1991) 20 / 20  
Appropriateness is not the aim of this 

research and is abstract  

Interpersonal Competence 

Questionnaire (ICQ)  

(Buhrmester, 

Furman, Wittenberg, 

& Reis, 1988) 

40  Trait measure  

Social Performance Survey 

Schedule (SPSS)  
(Lowe & D’Ilio, 1985) 100  

Too long to administer and relatively 

undifferentiated  

Social Skills Inventory (SSI)  (Riggio, 2005) 105   Too abstract leaving room for inference  

Communication Patterns 

Questionnaire (CPQ)  

(Futris, Campbell, 

Nielsen, & Burwell, 

2010) 

11  Focuses on marital communication   

Conversation Skill Rating Scale  (Spitzberg & Adams, 

2007) 
25 / 5  

Limited research assessing cultural 

differences  
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For this research, the researcher has chosen the CSRS (Spitzberg & Adams, 2007). The CSRS is a 

simple 30 item questionnaire which is an instrument for assessing self or other interpersonal skills in 

the context of a conversation. It combines both verbal and nonverbal behaviours and has been found 

to be valid in a variety of contexts (i.e. instructional contexts). This scale was developed to address 

several assumptions about the nature of communication competence.   

There are versions of the CSRS that have been developed for self-report, instructors and observers. 

(Spitzberg & Adams, 2007). The different versions can be seen in Appendix 3.1 – 3.2. It can be applied 

to a specific conversation or in general. The CSRS provides feedback on interpersonal skills in the 

classroom and in a variety of populations (Spitzberg, Canary, & Cupach, 1994). The questionnaire 

can be broken into two parts, the first consists of 25 behavioural items and the second consists of 5 

general communication impression items. The latter are called molar items and they are used to 

validate the behavioural items. Molar scores are rated using a Likert scale from 1-7 on the following: 

poor conversationalist to good conversationalist, socially unskilled to socially skilled, incompetent 

communicator to competent communicator, inappropriate communicator to appropriate communicator 

and ineffective communicator to effective communicator. The behavioural items are subdivided into 

four clusters: attentiveness, expressiveness, composure and coordination. The behavioural scale has 

been found to be more reliable when added all together to produce a single composite score 

(Spitzberg et al., 1994). The scale is measured on a 5-point competence continuum (inadequate, fair, 

adequate, good and excellent). It is a fast questionnaire to administer (~ 7 minutes) and has good 

validity and reliability consistently above r = 0.80.  

Spitzberg and colleagues (1994) developed this questionnaire as they argued that the majority of 

existing questionnaires had a lack of evidence for validity. Most questionnaires are developed to 

measure traits or involve technology and activities which cannot be applied to many contexts (Rubin 

& Windahl, 1986). This also restricts their use in the context of the current research project.   

A concern of using the CSRS is that it has been questioned as to whether it takes cultural differences 

into consideration; however, a study by Matsufuji (1993) found that there are some similarities 

between cultures in communication (ranging from r = 0.19 – 0.73) (see Spitzberg & Adams, 2007). 

However, the CSRS is more focused on conversational behaviours and contextually specific in 

application. As a result of this, this questionnaire will be used to evaluate communicative performance 

in media interviews for this research. More specifically, the molar scores produce a very high validity 

coefficient (r = 0.91) in comparison the behavioural item score (see Spitzberg & Adams, 2007). The 

molar scares were used to measure how an interviewee communicates as it provides information 

regarding the general impression of communication ability which is useful for this training context.   

A recent study used the CSRS to evaluate participants conversation skills using the CSRS in the 

context of improving social skills in speed-dating (Ali et al., 2018). However, there has been no 
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research in the context of media skills training using this questionnaire. As there has been little to no 

studies in communication skills in the context of media skills training, validity and reliability research 

on the CSRS suggests that it could be useful for evaluating communication performance in media 

interviews.   

3.7. Usability Assessment  

Usability assessment was conducted as part of the design stage. There are a number of usability 

evaluation questionnaires designed to measure the perceived usability of interactive systems. These 

include the system usability scale (SUS) (Brooke, 1996), Questionnaire for User Interface Satisfaction 

(QUIS) (Chin, Diehl, & Norman, 1988) and Computer System Usability Questionnaire (CSUQ) (Lewis, 

1995).   

To assess the usability of designs developed, the SUS was chosen as it has been found to be the 

simplest and yields the most reliable results across samples with high Cronbach’s Alpha of 0.92 

(Bangor et al., 2008; Tullis & Stetson, 2004) which hold true in relatively small sample sizes such as 

12 or in as little as 5 user ratings (Tullis & Stetson, 2004; Virzi, 1992). It is also flexible in assessing 

usability and has been used for assessing usability of desktop applications, mobile phones, 

interactive-voice response systems and websites (Bangor et al., 2008). Similarly, research has found 

that while it is limited in what it explores, it is possible to add questions to clarify to make it more 

specific. The SUS is a 10-item Likert Scale questionnaire ranking each question from 1 – 5 where 5 

suggests users completely agree with the item statement and 1 suggests users completely disagree 

(Brooke, 1996). A score below the benchmark of 68 suggests there are substantial concerns with the 

usability of the interactive interface which should be addressed while the above suggests a working 

interface. A score of 80 or higher is a very high SUS score (Kortum & Bangor, 2013).  

Contrastingly, there limitations of using the SUS. One of these is that it is a subjective measure of 

perceived usability. It has been noted that SUS should not be the only method of evaluating usability 

and researchers should include a more objective method of extracting views of usability. In a 

retrospective paper Brooke (2013) stated that usability is a combination of effectiveness, efficiency 

and satisfaction. Both effectiveness and efficiency deal with pass vs fail and time of task. This was 

Brooke’s justification for adding an objective measure when using the SUS in usability studies as it 

more powerful when used alongside other tools. Additionally, the SUS is not a diagnostic tool in as 

much that it does not assess ways of improving the usability score by identifying problems with the 

system.   

In this research, the SUS is used in conjunction with semi-structured interviews which identifies which 

of the multiple displays the users prefer as well as ways in which we can improve the rating (Appendix 
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3.3). The semi-structured qualitative interview probing questions were designed in a way that would 

assess both the preferred and less preferred method in order to obtain a well-rounded amount of 

information on both types of feedback. Details about questions can be seen in Chapter 5.   

To identify themes in interviews, recordings were transcribed verbatim and themes were identified 

using thematic analysis (Braun & Clarke, 2006). This method of analysis is commonly used for 

examining and identifying themes within data and is purely exploratory in contrast to other methods 

of analysis for qualitative interview datasets (i.e. grounded theory where themes identified are theory 

driven). Themes are described as patterns in datasets which are important in answering the research 

question.   

The advantages of using thematic analysis are that it is flexible and exploratory by nature (Braun & 

Clarke, 2006), the interpretation of these are supported by data (Saldaña, 2014), themes are not 

related to individuals experience (Saldaña, 2014) and identifies themes to emerge from the data 

(Braun & Clarke, 2006). However, there are a few disadvantages in using TA; reliability is of concern 

as data can vary between researchers and situations (Guest, MacQueen, & Namey, 2012), it can 

disregard some data which could be useful in hopes of developing a theme, it has limited interpretive 

power if analysis excludes a theoretical framework (Braun & Clarke, 2006) and does not allow 

researchers to make claims about use of language. While this is often said to be a limitation, this could 

also be interpreted as an advantage as use of language can often be misinterpreted. TA will be used 

in this research as it is often used with a wide variety of research questions and is exploratory (Braun 

& Clarke, 2006).  

3.8. Technology Used   

The use of COTS technology allowed all social signals to be tested as developing bespoke systems 

would not be feasible in time constraints of thesis. Multimodal signals captured for modelling human 

interaction in this research were facial expression, physiological processes (somatic markers), hand 

gestures, voice affect recognition and ‘honest signals’. COTS technology was used to capture these 

signals and were synchronised to one second. This was done to assess which combinations of signals 

are shown simultaneously to synthesise the interaction more effectively (Vinciarelli et al., 2011).   

Accuracies of each software will be reported using Receiver Operating Characteristic (ROC) 

measures as these demonstrate the diagnostic ability of a system which is based on a curve which is 

created by its true positive rate against the false positive rate. A ROC score ranges from 0 to 1 where 

a score of 1 demonstrates a perfect classifier (Chawla, Bowyer, Hall, & Kegelmeyer, 2002).  In addition 

to the COTS technology used in this PhD and their accuracy, this section also introduces media 

technology used to capture media interviews.   
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3.8.1. Media Technology  

Media technology was used to record media interview. Technology used included a Sony PJ220 

camera (facial expression in exploratory study [Chapter 4] and follow-up study [Chapter 7]), Manfrotto 

photographic tripod (for camera), external Logitech HD Webcam C525 (facial expression detection in 

experiment study [Chapter 6]), Lenovo ThinkPad t460p laptop, a Zoom H4n Digital Voice Recorder 

(voice recording for exploratory study and follow-up study) and a Lishuai LED 312 Panel light diffuser 

(facial expression). These can be seen in Figure 3.4.   

 

  Figure 3. Manfrotto tripod, C) Logitech Camera, D) ThinkPad Laptop, E) Voice Recorder and F) Light 

Diffuser4. Media technology used to capture and simulate a media interview. A) Sony PJ Camera, B)   

The literature review identified the following nonverbal cues as potentially relevant to an effective 

social interaction – facial expressions, voice emotion analysis, hand movements and arousal. This 

section details the software selected to use in this research and the selection process.   

3.8.2. IMotions: Facial Expression, Somatic Markers and Hand Movements  

IMotions is a relatively novel biometric platform which captures and detects emotions on an individual 

level. Biometrics is the automated detection of an individual’s physical and behavioural characteristics 

(Jain & Ross, 2015). Facial expressions and physiological processes provide insight into an 

individual’s emotional state (Scherer, 2005). The use of iMotions allow for facial expression, hand 

gestures and physiological processes to be synchronised over multiple channels, i.e. this software 

has an integration advantage. A disadvantage of this software is that they did not offer a voice solution 

at the time of this work, so a separate software had to be selected (see next section).  

IMotions version 6.3 was installed on the laptop along with the following two modules: Affdex by 

Affectiva (facial expression) and the Shimmer3 Unit Kit which contains a PPG-to-Heart Rate Ear Clip 

and skin conductance are known for physiological feedback to stress.   
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3.8.2.1. Facial Expression  

To detect facial expressions and emotions Affectiva AFFDEX was used and its classifier include a 

total of 18 expressions. The ROC score for AFFDEX by Affectiva is 0.8 for joy, disgust, contempt and 

surprise (www.developer.affectiva.com/determining-accuracy/). (See Figure 3.5 for pictorial examples 

and Appendix 2.1 for AU codes). These expressions are equivalent to the Action Units (AU) described 

by Facial Action Coding System FACS).   

 
  

Figure 3.5. AU captured by FACS examples (Image source:  
https://imotions.com/blog/facial-action-coding-system/. Date accessed: February  

  2017)  

The classifier categorises 7 emotions based on Friesen and Ekmans’ Emotional Facial Action Coding 

System (Friesen & Ekman, 1983). These emotions can be seen in Figure 3.6.  

https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
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Figure 3.6. EMFACS: Universal Facial Expressions (Image source: https://imotions.com/blog/facial-

actioncoding-system/. Date accessed: February 2017)  

The system also detects engagement which is an overall measure of all emotional expressions. 

Additional computations include valence, interocular distance and pitch, yaw and roll; but these were 

not included in the analysis due to missing data or previous versions originally used did not include 

these measures. 

To ensure high quality recordings, interviews were conducted in rooms with natural light and where 

there this was not possible a light diffuser was used (see Figure 3.4).   

As the interaction investigated is a person-person where a camera would not be positioned directly in 

front of the participant, a pilot study was conducted to investigate the best camera position to capture 

a person’s facial expression using AFFDEX by Affectiva. It was decided to use two cameras to record 

the session one directly behind the journalist and the other positioned to simulate a media interview. 

In many instances, multiple cameras can be seen in a media interview and therefore this does not 

deviate from the aim of the research.  

3.8.2.2. Somatic Markers and Hand Gestures  

To detect stressful responses to interview questions, the Shimmer 3 was used to record 

photoplethysmography (PPG) which uses a light that senses the rate of blood flow controlled by 

pumping of the heart (Anderson, Hsiao, & Metsis, 2017). Galvanic skin response (GSR), otherwise 

known as skin conductance, was also recorded which measures a change in electrical resistance of 

the skin caused by emotional stress (Boucsein et al., 2012). GSR is characterised by two activities; 

slow tonic activity (skin conductance level) and fast phasic activity (skin conductance response). 

Phasic peaks were investigated in this study as they are sensitive to emotionally arousing stimuli 

(Benedek & Kaernbach, 2010).   

https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
https://imotions.com/blog/facial-action-coding-system/
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Skin responses were recorded using a non-invasive direct current using two electrodes. This current 

is applied and reported as a galvanic skin response (GSR) signal. The data collected generally has a 

low conductance and therefore is expressed in micro(µ)-siemens. The GSR electrodes were 

proximally placed on the volar phalanges of the fingers on the non-dominant hand. This enables 

maximal responsivity (Scerbo, Freedman, Raine, Dawson, & Venables, 1992) (see Figure 3.7). The 

Optical Pulse Ear-Clip sensor was placed on the corresponding ear lobe to detect heart rate for best 

quality signal.  

  

Figure 3.7. GSR electrode positioning on non-dominant hand  

To extract phasic data from GSR signals a Mean Filter was applied to remove line noise from the data 

a low pass filter (default: 5Hz) was added. Peaks were detected by using an onset peak value of 

>0.01 micro siemens and an offset value of less than zero micro siemens. False positives were 

identified and removed with a signal jump threshold which was applied at 0.1 micro (µ) siemens.  

Participants’ data was calibrated to their baseline skin conductance and heart rate recordings. This 

baseline was a two-minute recording before the start of the media interviews (Benedek & Kaernbach, 

2010).   

The ear lobe optical pulse circuitry contains an amplifier and a filter to condition the heart rate signal.   

Participants were asked to relax and then hold their breath which would produce spikes in heart rate. 

This was done to investigate whether the device was functional. To reduce the amount of static noise 

introduced to the recording, the Shimmer 3 was at least 30 cm away from the laptop and all mobile 

and corded phones were removed from the room. The calibrated GSR signal µSiemens was used, 

the sample rate was calculated, and a median filter was applied to the data. To exclude noise in data 

a low pass filter was applied to the GSR signal.   

The Shimmer 3 Unit+ contains an accelerometer which detects hand movement on a 3 point-axis (3 

different directions). To investigate whether this was functional, prior to the start of the interview, 

participants were asked to move their hand and the dashboard was observed for peaks in data 

recordings. The Shimmer 3 GSR Unit was used rather than the Empatica E4 wristband, which has 

similar capabilities; however, Shimmer 3 was more easily accessible.   
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3.8.3. Voice Affect Recognition 

NemesyscoLtd developed a commercially available voice recognition technology which is used to 

capture emotions from voice. The version used in this thesis is the voice affect recognition software 

QA5. This software uses proprietary signal processing algorithms to extract vocal parameters which 

is classified according to a range of emotions (Nemesysco.com) in real time or recordings can be 

imported and post-processed.   

The reason why this software was used rather than other commercially available software’s (e.g. 

Vokatori [vokaturi.com/]) was because they require the use of Python which is beyond the scope and 

aim of this thesis. Like the Shimmer 3 device, NemesyscoLtd was more easily accessible than other 

software available at the time. A caveat of this software is that it is proprietary software and the details 

about the algorithm for each label are inaccessible. For this reason, features were correlated with a 

widely used open source software called Praat (Boersma & van Heuven, 2001). The features 

produced by NemesyscoLtd were correlated with prosodic features extracted from Praat which is a 

voice extraction software that can be used to analyse, synthesize and manipulate speech.   

A correlation analysis was conducted to validate the features collected by NemesyscoLtd. Vocal 

features extracted from Praat were pitch (mean and maximum), intensity (mean, energy, minimum 

and maximum) and formants 1, 2, 3, 4 and 5. Pitch is defined as the rate of the opening and closing 

of vocal folds, it is also known as fundamental frequency. Fundamental frequency and intensity are 

known to be important variables in communicating emotions in speech. The average pitch value for 

male speakers are typically found to be 100 Hz to 180 Hz and for females it is found to be 160 Hz to 

300 Hz. A high mean pitch has been associated with stress and arousal (Sondhi, Khan, Vijay, & 

Salhan, 2015).  Intensity is associated with the loudness of the voice and is associated with a variety 

of emotions including psychological stress (van Lierde, van Heule, De Ley, Mertens, & Claeys, 2009).  

A formant is defined as a very high amplitude of the acoustic energy. They reflect natural resonance 

frequencies of the vocal tract and are changed by altering the shape of the vocal tract (Goudbreek, 

Goldman, & Scherer, 2009). Formants have shown the highest accuracy rate for anger (Mohanta & 

Mittal, 2016). Table 2 shows that stressed, upset, intensive thinking, imagination, energy, excited, 

EmoCog Ratio, concentration, extreme emotion is consistent with prosodic features extracted in Praat 

which are consistent with the literature as described. Table 3.2 details each emotion captured using 

QA5 and a definition of each label along with the Praat features correlation. This table can be seen 

on the next page.    
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Table 3.2. Vocal emotions said to be captured by Q A5 and vocal feature correlates  

Emotion  Description  Praat Correlation  

Energy  Indicates if speaker is sad, tired, 

boredom, comfortable or highly 

energetic.   

Intensity minimum (r = - .348, p = .044)  

Mean pitch (r = .742, p = < .001) 

Format 4 (r = .355, p = .039)  

Content  Indicates how pleased or happy a 

person is  
--  

Upset  Indicates how unpleased or sad a 

person is  
Mean Intensity (r = .602, p = <. 001) 

Intensity (energy) (r = .520, p = .002)  

Angry  Indicates how angry a person is  --  

Stressed  Indicates how nervous a person is  Mean Intensity (r = .506, p = .002)  

Intensity (energy) (r = .502, p = .002)  

Maximum Intensity (r = .435, p = .010) 

Mean Pitch (r = .534, p = .001)  

Embarrassment  Indicates how uncomfortable a 

person is   
--  

Intensive thinking  Indicates thinking intensity while 

speaking  
Minimum Intensity (r = .352, p = .041)  

Pitch mean (r = - .622, p = < .001)  

Pitch maximum (r = -.369, p = .032) 

Formant 1 (r = -.348, p = .043)  

Formant 3 (r = -.355, p = .039)  

Formant 4 (r = - .362, p = .036)  

Formant 5 (r = - .369, p = .0.32)  

Imagination  

Activity  

Indicates whether the person is 

recalling  information  or  

visualising something  

Minimum Intensity (r = .501, p = .003)  

Maximum Intensity (r = .379, p = .028) 

Pitch Mean (r = - .591, p = < .001)  

Hesitation  Indicates how comfortable a person 

is when making the  

statement  
Not measured  

Uncertainty  Indicates  how  certain  or 

uncertain a person is    
--  

Excitement  Indicates  how  positively 

 or negatively excited a 

person is  

--  

Concentration  Indicates how concentrated the 

person is  
Pitch Mean (r = .519, p = .002)  

Arousal  Indicates deep and profound 

interest in the conversation  
Pitch Mean (r = .471, p = .005)  

Extreme Emotion  Indicates  overall  emotional 

activity  
Formant 1 (r = - .342, p = .048)  

Formant 2 (r = - .473, p = .005)  

Formant 3 (r = - .485, p = .004)  

Formant 4 (r = - .479, p = .004)  

Formant 5 (r = -.545, p = .001)  

Brain Power  Overall cognitive activity  

EmoCog Ratio  Indicates rationality  Minimum Intensity (r = - .388, p = .023) 

Pitch mean (r = .641, p = < .001)  

  

The area under the Receiver Operating Characteristic (ROC AUC) curve score for NemesyscoLtd was 

0.53 – 0.71 (Lacerda, 2009, 2012). While this score is poor- fair, the study investigating NemesyscoLtd’ 

accuracy did not specify which version was investigated. However, emotions in QA5 have been 
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validated such as ‘embarrassment’ (Han & Nunes, 2010) as well as stressed and arousal (Konopka, 

Duffecy, & Hur, 2010). In addition to these validations, the QA5 has been used in the development of 

a conversational robot (Hashimoto et al., 2009; Usui, Kume, Yamano, & Hashimoto, 2008). This 

suggests the applicability of NemesyscoLtd in interactions. NemesyscoLtd user guide states that noise 

and environment could influence the results obtained. However, throughout the research stages noise 

and environment was controlled by ensuring interviews were conducted in a quiet area, ensuring 

sound was attenuated.  

Recordings of interviews were edited using Audacity Software version 2.1.3 (audacityteam.org/) and 

post-processed in NemesyscoLtd. This method of processing was done for the exploratory stage and 

the follow-up stage but in the experiment stage recordings were conducted in real time using 

NemesyscoLtd. The laptop was placed close to the participant to ensure clear detection of their voice 

and limit detection of the journalists. All interviews were checked for journalist voice and noise. If this 

was found, this was removed using the audio editing using Audacity.  

3.8.4. ‘Honest Signals’  

To capture ‘honest signals’ researchers used sociometric badges. Honest signals are the social 

signals that are present in all interactions (Pentland & Heibeck, 2010). Sociometric badges were 

developed by Alex Pentland at his lab at Massachusetts Institute for Technology, the Human 

Dynamics Group (Pentland & Heibeck, 2010). These are detailed in sections 2.5.1.6. and 2.6.2. The 

badges were selected as they were designed solely for the purpose of capturing social signals in a 

multiperson interaction (two or more interlocutors) to understand social organisation in companies 

(Choudhury & Pentland, 2004) or to understand social organisation in a meeting (Kim et al., 2008). 

The badges have also been used to capture social signals in a two person interaction (Holding, 

Sundelin, Lekander, & Axelsson, 2019; Paxton, Rodriguez, & Dale, 2015; Zhang, Olenick, Chang, 

Kozlowski, & Hung, 2018).   

To enable ‘honest signal’ detection, the badges contain four sensors; an infrared sensor receiver 

(captures face-face interactions), a Bluetooth detector (proximity of another badge detection), 

microphone (captures conversational features and not content) and a motion detector (captures 

movement) (Olguín et al., 2007). Data on the badges were stored on a microSD card. Furthermore, 

each badge is the size of an identity badge and is worn around the neck. It can be adjusted so that it 

is not intrusive or knocks on tables which can cause noisy data. See Figure 3.8.   
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Figure 3.8. Sociometric badge worn around the neck  

The signals captured by the sociometric badges can be seen in Table 3.3. This table also includes 

the description of each honest signal which can be mapped into the four higher level descriptions of 

honest signals; mirroring, influence, activity and consistency.  

Table 3.3 Honest signals and their descriptions captured by sociometric badges   

HS*  Signals  Description  

Activity  Body movement  Normalised acceleration magnitude over 3 movement axes  

Activity  Body movement activity  Absolute value of the first derivative of the accelerometer’s 

energy  

Activity  Body movement rate  Indicates the direction of change in activity level (compared to first 

derivative)  

Consistency  Body movement 

consistency  
Movement consistency throughout interaction   

Mirroring  Body movement mirroring  Mimicking of other badge wearers body movement  

Mirroring  Body movement mirror lag  Delay in mimicking of body movement  

Activity  Posture front back  Orientation of front back panel  

Activity  Posture activity  Absolute angular velocity  

Activity  Posture rate  Angular acceleration  

Mirroring  Posture mirroring  Mimicking of other badge wearers posture  

Mirroring  Posture mirror lag  Delay in mimicking of posture  

Influence  Successful Interruptions  Number of successful interruptions made by the badge’s wearer  

Influence  Unsuccessful Interruptions  Number of unsuccessful interruptions made by the badge wearer  

Consistency  Speed of turn-taking  Indicates speed of turn-taking in a conversation  

Influence  Overlap  Total amount of speaking whilst someone else is also speaking  

Influence  Total speaking  Total amount of combined speaking (speaking and overlap 

combined)  

Influence   Volume Front  Average absolute value of amplitude of the front microphone  

Consistency  Volume consistency front  Measurement of change in speech volume  

Influence  Front pitch  Pitch of the voice from the front mic correlated with the 

fundamental frequency of the voice signal  

Mirroring  Volume mirroring  Mimicking of other badge wearers volume  

Mirroring  Volume mirroring lag  Delay in mimicking of other badge wearers volume  

(*HS = Honest signals) Extracted from (Mozos et al., 2017)  

The ROC score for these badges have been reported as 0.8 which is considered high (Zhang, Palo 

Alto Laboratory, et al., 2018). During interviews, badges were worn by both the participants and 

interviewers. Badges were synced by turning the badges on and waiting for a light blinking sequence 

indicating the badges were booting up. The light sequence that indicates that the badges were in sync 

were the following: blue and green lights turned on together, green light turned on, green lights turned 
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off, blue lights turned on, blue lights turned off. If another sequence was observed the badges were 

connected to the laptop to sync the internal clocks and the microSD card was formatted. Once 

interviews were complete the badges were turned off and both synced on Sociometric Solutions 

Software which is a user interface specifically designed for sociometric badges (Sociometric Data Lab 

Enterprise Edition 3.1.2824). Badges were exported as structured meetings (as participants were 

facing each other and were in the same location throughout the meeting) with predefined default 

parameter settings resolution of 1 second intervals as .csv files (Sociometric Solutions Manual).   

3.9. Data Handling Software  

This section details the software for pre-processing of data before and conducting analysis. The 

representation of numerical data will be 3 decimal points as this is more precise when reporting p-

values than the recommended 2 decimal points (Cole, 2015). For example, the rounding of a p-value 

of 0.0493 to 0.05 it suggests that the result is not significant; but if this value is reported as 0.049, this 

suggests significance. This method will not be applied when reporting machine learning accuracies 

where a whole number will be reported due to the nature of this type of analysis. Furthermore, in this 

thesis, statistically significant result will be interpreted as less than 0.05 (Field, 2013) unless stated 

otherwise.  

3.9.1. Microsoft Excel   

Microsoft Excel is a spreadsheet developed by Microsoft capable of performing calculations on data 

entered, visualisation tools, pivot tables and Visual Basic for Applications. Excel is a useful tool for 

creating datasets which can be easily imported into a range of statistical packages including the ones 

used in this thesis (SPSS and Weka, see below). Furthermore, clear graphs and figures can be 

created in excel fast and easily. This software (version 1902; Build 11328.20438) was used to 

normalise the dataset to the interval [0, 1] (also known as feature scaling) by using the maximum and 

minimum values in the dataset using the following formula:   

  

The above formula has been used in previous literature (Gao, Bianchi-Berthouze, & Meng, 2012). 

Using this method of data normalisation performs three pre-processing steps to the dataset; 1) it 

reduces the number of outliers, 2) it ensures the all the features / signals in the dataset are in the 

same range allowing for statistical tests to be conducted on the test and 3) involves linear 

transformation of the dataset (Patel & Mehta, 2011). Normalisation of data using this method was 

done for the exploratory stage, the experiment stage and the follow-up stage.   
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3.9.2. IBM Statistical Package for the Social Sciences  

IBM SPSS Statistics (Statistical Package for the Social Sciences) is a software that is commonly used 

for statistical analysis on several different data formats (Ghasemi & Zahediasl, 2012). SPSS is a user-

friendly software easy to use for large datasets, it can perform complex data manipulation with simple 

instructions, it can import data from almost any type of file and it can be used for qualitative and 

quantitative data. It is frequently used in the psychology research domain (Lowenthal & Lewis, 2018). 

SPSS was used for assumption testing, tests comparing the means of two groups (t-tests and their 

non-parametric equivalent) and multivariate analysis. An alternative to SPSS statistical package is ‘R 

statistics’; this was not used in this research due to the time constraints of the research project 

imposed by the funders of the research.  Advantages of SPSS is that is easily understood (General 

User Interface) and widely used. A limitation of using SPSS is that it has restrictions when attempting 

to conduct more advanced statistical tests (i.e. Cohen’s kappa / Scotts pi or Fleiss’s kappa).   

To analyse qualitative data, interviews were transcribed and coded in Microsoft Word. An alternative 

to transcribing interviews is NVivo software; however, this software was not used as this was not 

available to the researcher at the time of analysis.   

3.9.3. Waikato Environment for Knowledge Analysis 3– Machine Learning and Feature Selection   

Waikato Environment for Knowledge Analysis (Weka) 3 is a machine learning software written in Java 

which contains a collection of machine learning algorithms which contains tools for classification, 

regression, clustering, visualisation and data preparation (Witten, Frank, & Hall, 2011). This software 

package was developed by the University of Waikato, New Zealand and is free to use. It is also easy 

to use for beginners in machine learning due to its graphical user interface. For this research the 

algorithms used in this thesis were conducted with their default parameters, unless specified (see 

Chapter 4 – k nearest neighbour). This programme was also used to select features / attributes for 

inclusion in analysis. Feature extraction and machine learning methods were conducted in Weka’s 

main user interface, the Explorer. Files were originally created in Excel and imported as a .csv file 

and later saved as an .arff file.   

An alternative to Weka is R statistical package which could have been used for machine learning 

algorithms used in this research. However, again, due to the time constraints imposed by the funders 

of this research. The use of R statistics would have been beneficial in this research as all statistical 

tests and machine learning algorithms could have been conducted on the same platform for 

consistency. However, the nature of the tests conducted on Weka and SPSS are different. Machine 

learning methods are designed to make accurate predictions whereas statistical models are designed 

for making inferences about the relationships between variables (Witten & Frank, 2005). It is noted 

because of this difference the outcomes of data analysis are not affected by the package used.   
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3.9.4. G*Power 3.1 – A priori Power Analysis  

G*Power version 3.1 was used to calculate estimated sample size for the experiment stage. G*Power 

is a free software that is freely available (g-power.com) (Erdfelder et al., 1996). This is widely used by 

psychologists and is a simple method for conducting complex power and sample size calculations 

(Cunningham & McCrum-Gardner, 2007).  

3.10. Ethical Approval and Procedure   

This project was jointly funded by BAE Systems (British Multinational Defence, Security and 

aerospace company) and the Engineering and Physical Sciences Research Council (EPSRC). The 

project was conducted in collaboration with QinetiQ. The research stages conducted as part of the 

project were stages 1 – 3. Once the project was completed, the author decided to add an additional 

stage which is presented in Chapter 6. Ethical approval was given by the Ministry of Defence 

Research Ethics Committee and Brunel University Research Committee for Chapter 4-6. Ethical 

approval was sought for the follow-up stage from Brunel University Research Committee only as this 

study was an additional study following the collaboration with QinetiQ. Table 3.4 shows the ethical 

approval codes by each research committee.   

Table 3.4. Research Ethics Committee Codes  

Research Stage  Brunel University London  Ministry of Defence  

Research Ethics 

Committee  

1. Exploratory Stage  

2. Design Stage  

3. Experiment Stage  

3795-SS-Nov/2016-4310-1 

(Appendix 3.4)  
772/MoDREC/2019 

(Appendix 3.5)  

4.  6-month Follow-up Stage  11294-LR-Apr/2018-12578-1 

(Appendix 3.6)  
◼   

The sample recruited were research staff and students from Brunel University via email (Appendix 

3.7). The sample does not include those under the age of 18 years old and any vulnerable participants. 

Participants were not asked to disclose information such as mental health issues but were asked to 

disclose whether they have a social impairment. Researcher ensured that there was no power 

relationship (i.e. students who feel obligated to take part as in a study for their teacher), because of 

how the participants were recruited (email) they had expressed an interest in taking part in the study 

and the researcher ensured that up until the end of the training day (closing statement) participants 

were able to withdraw their participation in the study.   

Participant Information Sheets detailed the purpose of the study, requirements, duration and the risks 

associated with participation in this research (Appendix 3.8 – 3.11). Potential participants who 

responded to the participation invitation via email or posters distributed around the university were 

provided with a PIS to read at least 24 hours before being invited to sign a consent form. In conjunction 
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with consent form details (Appendix 3.12) on the participants’ right to withdraw, this was verbally 

reiterated by the researcher.   

Following the distribution and explanation of the consent form, participants were asked to complete a 

demographics form where the following information was asked: about their experience in public 

speaking, media interviews, position (staff or student), gender (with the option to specify or prefer not 

to say), age ranges (with the option to select ‘prefer to not to say’), ethnicity (with the option to select 

‘prefer to not to say’), place of birth, nationality (with the option to select ‘prefer to not to say’), first 

language (with the option to select ‘prefer to not to say’) and disclose whether they have a social 

impairment (with the option to select ‘prefer to not to say’) (Appendix 3.13). This research complied 

with the Declaration of Helsinki as adopted at the 64th WMA General Assembly at Fortaleza, Brazil 

(World Medical Association, 2013). Participants were given the opportunity to ask questions. At the 

end of each study participants were provided with a closing statement (Appendix 3.14 – 3.17).   

To ensure anonymity of participants, each participant was assigned a number in place of their name. 

This number was given to participants in the instance they want to withdraw their participation at a 

later stage so that the researcher can identify their data. Once identified, participants would be 

removed.  

Data was stored according to the UKs Data Protection Act. The data management plan can be seen 

in Appendix 3.11. All hard copies of consent forms were sent to and will be stored at the Ministry of 

Defence Secretariat in accordance with extant UK Legislation and Ministry of Defence Policy (JSP 

536) and electronic copies were stored at Brunel University London.  

3.11. Summary  

This section reviews the literature on each methodology used in this research and justifies the tools 

and approach taken. A summary of the methods selected can be seen in Table 3.5.  

Table 3.5. Methodology of research stages  

Stage  Method  Tools  

Exploratory  Exploratory 
CSRS   

Media and affect recognition technology  

Intervention Design  
User-Centered (mixed-

methods) 
SUS and Interview  

Intervention Evaluation  
Experimental (mixed 

methods) 

CSRS  
Media and affect recognition technology  

Interview  

6-Month Follow-up  Experimental 
CSRS  

Media and affect recognition technology  
Interview  
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CHAPTER 4. EXPLORING SOCIAL SIGNALS ASSOCIATED 

WITH EFFECTIVE COMMUNICATION USING EMOTION 

RECOGNITION SYSTEMS  

4.1 Introduction  

This chapter details the first stage of this research. It investigates the social signals which are 

important for evaluating communication skills during a media interview. Detection of signals using 

COTS technologies described in Chapter 3 was used to predict good and bad performances based 

on judgements made by human raters using scales which are also described in Chapter 3.   

The aim of this research stage is threefold: 1) to assess whether COTS technology can detect social 

signals in a person-person context; 2) to investigate the combinations of social signals important for 

evaluating trainee’s communication skills performance and 3) to identify the estimated sample size to 

test the benefits of a social signals training intervention in this context.  

The research questions for this exploratory stage is the following:  

- Can COTS technology detect and identify the relevant social signals for effective 

communication in the context of media interviews?  

- What is the required sample size for this type of training intervention?  

This chapter details the methods and materials used to capture social signals, how data was collected, 

the approach used to analyse data, preliminary results, a more detailed analysis and a summary 

detailing the implications of the results for subsequent stages of research in this thesis.   

4.2 Data Collection  

4.2.1. Participants  

Participants were recruited via email (Appendix 3.7) which resulted in 17 participants included in this 

study. University researchers were recruited as they are representative of professionals who are likely 

to take part in media interviews. The resulting sample included 11 males and 6 females whose age 

ranged from 18-56 years old). The language capability of participants was recorded and revealed that 

all participants spoke English fluently; however, 8 participants were native English speakers and 9 

non-native English speakers. The nationalities of participants included British (5), Lithuanian (1), Iraqi 

(1), South African (1), Ghanaian (1), Nigerian (1), Malaysian (1), Korean (1), Greek (2), Dutch (2) and 

Italian (1). The roles that participants had within the university included research staff (5), professional 

staff (1), taught student (1) and research student (10).  
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Participants were excluded if they disclosed that they had a social disability; however, no participants 

had disclosed this information. Participants experience in public speaking ranged from ‘none’ to 

‘extensive’ and media interview experience ranged from ‘none’ to ‘some’.  

4.2.2. Trainer Experience  

This workshop was run by two media training professionals with over 30 years of professional 

experience in journalism / training. The expertise of these journalists / trainers was valuable to data 

collection as it is likely to simulate the signals displayed in a real-world media interview than a 

journalist in training. Expertise is important for this research stage as the feedback and training are 

valuable as this stage is the building block for identifying relevant social signals for this type of context.  

4.2.3. Procedure  

Data was collected across total of 3 one day media skills training workshops which took place on 

Brunel Campus in Uxbridge across 3 months (April 2017 – June 2017). Each training day consisted 

of 5 – 6 participants. Workshops were conducted by media training professionals with over 20 years’ 

experience of journalism and 10 years of media skills training. Each workshop took place in a standard 

university seminar room with a projector, chairs and a table.   

Before attending workshops, participants were instructed to provide a short and easy-to-understand 

summary of their research and describe their worst anticipated question in a media interview and the 

importance of their research. This was done to assist trainers in preparing for conducting tailored 

practice interviews for each of the participants. Some questions included: “what is the importance of 

your research?” and “What is the worst possible question they could expect during a media 

interview?”. Like a real-world setting, this helped trainers in preparing tailored training to suit individual 

research topics as journalists would be familiar with interviewees area and have already developed 

probing questions (Taylor, 2015). A schematic view of the procedure can be seen in Figure 4.1.  

  

Figure 4.1. Schematic of the exploratory stage procedure   

Commencement of the workshop included a full briefing of the study and formal consent was then 

collected (Appendix 3.12). Participants were verbally told that they have the right to withdraw their 

participation in this research at any point. Participants were then asked to provide demographic 
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information (ethnicity, age, gender, job role, presence of social disability / communication disability 

and experience of presentation) (Appendix 3.13). Participants were also given the opportunity to take 

part in the workshop if they did not wish their social signals to be recorded without penalty. However, 

all participants gave consent to record signals.   

After the introduction to the study, participants took part in a 1-hour lecture-style introduction to 

effective communication skills in media interviews in a group setting. This was proprietary training as 

normally delivered by trainers at Brunel University London. Slides are not included here as they are 

commercial confidential. Participants were then given individual time slots throughout the day to 

complete their practice interviews with the trainers. These interviews were conducted individually and 

included two practice interviews. The first interview was to simulate a radio interview where participant 

and trainer sat face-face with a table and chair with a voice recorder on the table. No cameras were 

turned on during this interview to avoid any influence this may have on performance. The second 

practice interview was a simulation of an on-camera interview with one camera placed behind the 

journalist to face the participant and a second camera placed beside the participant to ensure a more 

accurate post hoc face recognition. Participants were told that the camera layout was to mimic a 

broadcast. Interviews were ordered this way to incrementally introduce trainees to the interview 

process as research has shown that people are generally more nervous in on-camera interviews 

which was also stated by the media training experts (Taylor, 2015). In addition to incremental 

exposure, the difficulty of interview questions had also increased. Finally, to avoid social pressure of 

a peer group audience, interviews had taken place individually. The room layout can be seen in Figure 

4.2. The professional media trainers acted as the interviewer for the practice media interviews.   

  

Figure 4.2. Study set-up for both practice interviews. A) Journalist and B) participant. The picture shows two 

cameras facing the participant for better detection of facial expressions and the voice recorder was included  

for better quality recordings  
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Prior to the commencement of each interview, the Shimmer 3 GSR device was attached to the 

participants and the sociometric badges were put on the journalist and the participant. The room 

included further recording equipment which can be seen in Figure 4.2. A two-minute baseline 

recording was conducted to obtain each participant’s baseline heart rate and skin conductance 

(Benedek & Kaernbach, 2010). This was done to ensure an accurate measure of physiological 

alterations throughout the interview in response to different interview questions.  Practice interviews 

included questions relevant to participants’ research and difficulty of interview questions increased as 

interviews progressed. Each interview lasted between 5 to 8 minutes.   

Interview recordings were played back to participants after each interview and they were then provided 

feedback about their performance by trainers. Trainers and participants were then asked to fill in the 

Communication Skills Ratings Scale (CSRS) after playback of interview to allow for self-reflection. 

Instructions for answering the questionnaire was explained to the journalist and trainee as instructed 

by (Spitzberg & Adams, 2007).   

At the end of the workshop, participants were given a short closing statement reminding them of the 

purpose of the study and were reimbursed £5 per hour for their time. Again, participants were 

reminded that they have the right to withdraw their participation.  

4.2.3.1. Post Hoc Evaluation of Performance by Neutral Observer  

To remove potential bias by trainer-trainee interaction which could influence trainer ratings, practice 

interviews were rated by three neutral observers who were also able to pause and play back the 

videos as an audience would be able to in the real-world.   

4.2.4. Measures and Materials  

This section provides a summary of the materials used in this section. For details of the measures 

and COTS technologies refer to Chapter 3. For this stage of research, recordings were captured using 

media technology and later post-processed using emotion-recognition COTS technologies. Table 4.1 

shows the channels of communication captured during practice interviews.  
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Table 4.1. The method in which COTS technology was used to capture the four different channels of 

communication during practice media interviews.   

Social 

Signals  
COTS 

Technology  
Media Technology  Method  

Voice  
Emotion  

Recognition  

  

Voice Affect  

 Recognition  
 
 

Zoom H4N Pro Handy  
Audio Recorder Audacity 

software version 2.1.1 

(trimming out journalists’ 

voice)  

Post-processed  

Honest 

Signals  
Sociometric 

Badges  
◼   

Post-processed and exported as 

structured meetings with a 

resolution of 1 second intervals.  

Facial  
Expression  

Arousal and  
Hand  

Movement  

  

 iMotions     
(Affdex +  

Shimmer 3 GSR  
Unit+)  

Sony PJ 220 Handycam 
camera  
Adobe Photoshop (video 
trims)  

◼   

Post-processed and then 
imported into iMotions and 
postprocessed using the Affdex 
module to produce facial 
expression data.  
Real-time processed to record 

heart rate and skin conductance.  

Accelerometer was used to infer 

hand gestures.  

 

Participants’ performance evaluation was evaluated by the trainer and three neutral observers using 

the molar rating section of the CSRS (Appendix 3.14).  

4.2.5. Data Treatment  

This section presents how the data was pre-processed and treated during data analysis. A preliminary 

analysis (see section 4.4.2.) was initially conducted on the data because of a small sample size. A 

more detailed and in-depth analysis was conducted (see section 4.4.3.) to validate the features 

selected for feedback in the preliminary data analysis.  

4.2.5.1 Reliability of Communication Skills Rating Scale in Media Interview Context  

The internal consistency of trainer ratings and self-report ratings of communication skills was 

conducted to investigate the reliability of the CSRS in the context of media interviews as this has not 

been investigated before. This was done using Cronbach’s alpha (Tavakol & Dennick, 2011). In 

addition to this, interrater reliability was calculated using intraclass correlation which is often used to 

investigate the agreeableness between raters (Mandrekar, 2011)  

4.2.5.2. Ground Truth Labelling  

The subjective ratings of communication skills were calculated attributing 40% to the trainer and 20% 

to each of the neutral observers (Naim et al., 2016). This weighted average was done to ensure a 

well-rounded measure of performance from an audience and an expert. However, the 60% (20% for 
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each observer) of the weighted average was attributed to the neutral observers as they produce a 

less subjective result as trainers could have been influenced by interacting with the trainee. In addition 

to this, the audience plays a bigger role in forming judgements of an interviewee as they are not as 

knowledgeable on the interviewees topic as the journalist and would be able to rate their performance 

in an unbiased manner (Taylor, 2015).  

To separate the dataset to establish a ground truth which includes good and bad performances, the 

mid-point was located on a histogram and was used as a cut-off point. A high value suggests effective 

communication whereas a low value indicates poor communication.   

4.2.5.3. Social Signal Data Pre-Processing  

The exchange of social signals according to interview type is important to consider as they are 

different forms of communication (Taylor, 2015). Therefore, this was accounted for by normalising 

each dataset independently and merging the resulting dataset together. This coincides with the aims 

of the research to investigate the social signals which are predictive of effective communication and 

differences are accounted for by normalising the datasets separately. A significance test was 

conducted to investigate if there were any differences in the displays of social signals between the 

radio and on-camera interview datasets.  

  4.2.5.4. Thin Slices of Behaviour  

Analysis was run on the first 30 seconds (Buchanan, 2009; Poggi & D ’errico, 2011) because it has 

been found that is at this stage that viewers form an initial impression of someone which is important 

for how the interviewee is perceived by the audience (Taylor, 2015).  

4.3. Data Analysis  

4.3.1. Preliminary Data Analysis  

  4.3.1.1. Social Signal Data Pre-processing   

All communication channels in the preliminary data analysis were normalised using the normalize filter 

on WEKA (Witten, Frank, & Hall, 2011). This filter normalises the attributes / features in the dataset 

where the resulting values range from -1 to +1.   

4.3.1.2. Feature Selection  

To choose features which are effective in judging good or bad interview performance, k-Nearest 

Neighbour (k-NN) classifier is applied to each feature for producing the predictions. Features were 

selected by conducting (k-NN) on each feature where features with the highest classification accuracy 

were selected for inclusion of prediction accuracy analysis for the social signal channel. This method 
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for feature selection accounts for the variance between effective and poor communicators (Abernethy, 

2010).  

4.3.1.3. Prediction Analysis  

To predict performance based on the features selected, k-NN classifier was run where k =1 with a 

leave-one-out (L-O-O) cross validation. K-NN is a non-parametric learning algorithm used for both 

classification and regression. It calculates the distance between the test data and the training data 

and produces an accuracy according to this calculation. The Euclidean Distance Formula accounts 

for the number of dimensions and, as a result can be used with a number of features.   

 

Equation 1. Euclidean Distance Formula  

  

This algorithm uses the data which are separated into the different classes to predict the classification 

of a new sample point in the feature space and has been found to be effective in the real world as it 

does not obey any theoretical assumptions such as linear regression methods (Witten, Frank, & Hall, 

2011).  

A leave-one-out (L-O-O) cross validation method was used as it uses all the data to train and validate 

the predictive model for all possible combinations and is particularly useful for small sample sizes as 

small as 16 and applies to non-parametric methods such as k-NN (Fu, Carroll, & Wang, 2005). Figure 

4.3 demonstrates the preliminary data analysis approach.  

  

Figure 4.3. Preliminary data analysis indicating data collection, pre-processing, feature selection / extraction  

and k-NN parameters. F CV = 17-Fold Cross Validation; L-O-O = Leave-One-Out  

4.3.2. Detailed Data Analysis 4.3.2.1. 

Missing Data  
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Missing data because of low-quality recording or failure in recording were removed from the dataset. 

This was done as the k-NN is an instance-based classifier where the learning is based on the dataset 

(Witten & Frank, 2005). Instances in this case are referred to as all of participants recorded signals.   

There were 3 participants where facial expressions were not captured due to low quality video 

recordings, 2 participants where sociometric badges did not record the interaction and 1 participant 

where the Shimmer 3 did not record which was used to record hand gestures, heart rate and skin 

conductance.     

 4.3.2.2. Data Pre-processing  

The more detailed analysis used all four channels of communication (facial expression, honest 

signals, voice analysis and hand movements) which were normalised to the interval [0, 1] using the 

minimum of each feature (Gao et al., 2012) as described in Chapter 3. This is also known as Min-Max 

Feature Scaling.    

Equation 2. Min-Max Feature Scaling Formula  

  

  4.3.2.3. Feature Selection   

The radio and on-camera interview datasets were merged which created a larger the sample size (n 

= 34) which allowed for a correlation-based feature selection (CSF) method for feature selection to be 

conducted. The CSF method selects the features which are highly correlated with the labelled data 

(good vs bad communicators) and uncorrelated with each other (Hall, 1999). Features which produced 

a correlation value below 0.2 were excluded (Witton, Frank & Hall, 2011). The CSF was applied to 

each channel of communication dataset separately, i.e. facial expression only, sociometric badges 

only, voice affect only and hand movement only. This was used as a means of pre-processing the 

data for features to include for a classification analysis on the dataset.  

  4.3.2.4. Classification Analysis  

Like the preliminary data analysis, k-NN was used for the same reasons. However, in the case where 

k = 1, two cross validation methods were used; 1) the data was partitioned into 17 training and 17 

testing instances using a 17-fold cross validation and 2) L-O-O cross validation. Cross validation is a 

method for estimating the performance of a predictive model that partitions the dataset into a training 

set to train the model and a test to evaluate it (Kohavi, 1995). Folds of 17 were used in this instance 

to separate the data into 17 radio interviews and 17 video interviews which accounts for possible 

differences between the two types of interviews. The L-O-O method was used was it takes all the data 
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into consideration and is the preferred method for small sample sizes, as is in this research stage 

(Witton, Frank and Hall, 2011). The dataset was further explored using k = 2, 3 and 4 where only the 

L-O-O method of cross-validation was used.   

Bootstrap aggregating, also known as bagging, is an ensemble method which uses the minority class 

data, in this case it is poor communicators, without creating synthetic data or by changing the existing 

classification to create new training sets. This is in comparison to the “classifier balancer” function in 

Weka that creates synthetic data which is not characteristic of the data collected. This method is 

typically used on less stable algorithms to reduce variance and avoids overfitting of the model (i.e. 

decision trees) and not more stable algorithms (k-NN) and has often found to mildly degrade the 

performance (Breiman, 1996). However, prediction analysis has been conducted with and without 

bagging to compare accuracies. Furthermore, bagging has been proven effective in prediction 

analysis of imbalanced data groups (good vs bad performance; ground truth) and small sample sizes 

(Li, 2007). A step-by-step explanation of the prediction analysis can be seen in Figure 4.4.   

  

Figure 4.4. Detailed prediction analysis demonstrating the steps taken which include; independent interview 

dataset normalisation, feature extraction / selection and k-NN methods. F CV = 17-Fold Cross Validation; L-

OO = Leave-One-Out  

  4.3.2.5. Autonomic Arousal  

Autonomic arousal was measured to provide insight into internal physiological arousal levels 

(Schachter & Singer, 1962) which could predict communication skills. A baseline of two-minute was 

recorded to obtain participants baseline arousal (Boucsein et al., 2012). Both heart rate and phasic 

skin conductance were recorded. Subsequent peaks were then normalised to this baseline which 

indicate personal and accurate arousal. A univariate analysis was conducted to investigate if there 

were any significant differences in autonomic arousal between performance groups by interview type.  
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4.3.2.6. Behavioural Differences between Interviews  

To assess whether there were any significant differences in displays of social signals between radio 

interview and the on-camera interview, a post hoc analysis was conducted using a Mann-Whitney U 

test as the data was not normally distributed (McKnight & Najab, 2010). Features included in the 

prediction analysis were the dependent variable and interview type was the independent variable.   

  4.3.2.7. Differences in Performance in Individual Features  

A post hoc test was conducted to assess whether social signals differed between ratings of effective 

and poor communicators. A Man-Whitney U test was conducted where features included in the 

prediction analysis were the dependent variable and communication classification was the 

independent variable.   

4.3.2.8. Sample Estimation for Experiment  

To estimate a sample size for a training intervention an estimated sample size was conducted based 

on the first and second interview performance which is based on the subjective performance 

measures of communication skills. However, a rough indication of effect size is effective. A sample 

estimation calculation using G*Power will inform the sample size for the experiment study (Chapter 

6) (Faul, Erdfelder, Lang, & Buchner, 2007).  

4.4. Results  

4.4.1. Subjective Ratings of Communication Skills  

  4.4.1.1. Radio Interview  

Based on the mid-point located on the histogram, the cut-off for effective communicators for radio 

interviews was 23.70 where if a participant obtained a value higher than this they would be classified 

as an effective communicator (see Appendix 4.1). Internal consistency for trainer ratings for 

communication skills for the radio interview yielded a Cronbach’s alpha of α = .960. Internal 

consistency was also calculated for neutral observers which yielded a Cronbach’s alpha of α = .980. 

Finally, the internal consistency for self-report measures for communication skills during the radio 

interview produced a Cronbach’s alpha of α = .961, suggesting use of the CSRS is valid for use in 

radio interviews. 

The trainer and neutral observers had a high inter-rater agreement which yielded .694 with a 95% 

confidence interval from .370 to .875, (F (16, 48) = 3.324, p = .001) as measured by an average measure 

of intraclass correlation (Mandrekar, 2011).  
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4.4.1.2. On-camera Interview  

The mid-point on a histogram was located which recognised the cut-off between effective and poor 

communicators for on-camera interviews were 25.20. If a participant was rated higher than this then 

they would be classified as an effective communicator (see appendix 4.1). Internal consistency for 

trainer ratings for communication skills for the on-camera interview yielded a Cronbach’s alpha of α =  

.973. Internal consistency was also calculated for neutral observers which yielded a Cronbach’s alpha 

of α = .975. Finally, internal consistency for self-report measures of communication skills produced a 

high Cronbach’s alpha of α = .974, suggesting use of the CSRS is valid for use in on-camera 

interviews. 

The trainer and neutral observers had a moderate interrater agreement which yielded .640 with a 95% 

confidence interval from .275 to .852, (F (16, 48) = 2.939, p = .002) as measured by an average measure 

of intraclass correlation.   

4.4.2. Preliminary Data Analysis   

A preliminary analysis was conducted on the data obtained for radio and on-camera interviews 

independently.    

4.4.2.1. Vocal Affect Recognition  

4.4.2.1.1. Radio Interview  

The highest social signals identified were ‘energy’ (53%), ‘upset’ (65%) and ‘hesitation’ (47%) and 

were selected for inclusion in the prediction analysis. Inclusion of these signals suggests that they 

contributed the most to the overall model. Thereby suggesting that they are relevant for 

communication in radio interviews. These selected features produced an accuracy of 82% with a 

confusion matrix correctly classifying 9 out of 10 instances as effective communicators and 5 out of 7 

instances as poor communicators.  

4.4.2.1.2. On-camera Interview  

The highest social signals that were identified were ‘content’ (65%), ‘upset’ (47%), ‘hesitation’ (59%) 

and ‘extreme emotion’ (65%). These four signals suggest relevance in expression of these emotions 

in communication during on-camera interviews. These selected signals produced a prediction 

accuracy of 82% with a confusion matrix correctly classifying 9 out of 11 instances as effective 

communicator and 5 out of 6 instances as poor communicators.   

4.4.2.2. Honest Signals  

4.4.2.2.1. Radio Interview  
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The honest signals selected were ‘movement rate’ (56%), ‘movement mirror’ (75%), ‘posture’ (63%), 

‘posture mirroring’ (56%), ‘speed of turn-taking’ (50%), ‘volume’ (63%) and ‘volume mirror’ (63%).  

These signals produced a 69% prediction accuracy. A confusion matrix showed the model correctly 

classified 8 out of 10 instances as a good performance; further correctly classifying 3 out of 6 instances 

as bad performance.   

4.4.2.2.2. On-camera Interview  

The social signals with the highest accuracy for training of good and bad performances were identified. 

These were ‘movement rate’ (63%), ‘movement mirror’ (56%), ‘posture’ (94%), ‘posture mirroring’ 

(50%) and ‘speed of turn-taking’ (75%). Further analysis revealed that the inclusion of volume (38%) 

and volume mirror (25%) did not affect the overall training accuracy and were, therefore, included. 

Inclusion of these signals were valuable as, according to the literature, were found to be important for 

media interviews (Taylor, 2015). The overall accuracy of these signals was 69%. A confusion matrix 

correctly classifying 8 out of 11 instances as a good performance; further correctly classifying 3 out 

of 6 instances as bad performance.   

4.4.2.2.3. Facial Expression (on-camera interview only)  

The social signals with the highest accuracy were identified as anger (71%), joy (64%), contempt 

(79%) and brow furrow (71%). These selected features produced an accuracy of 71%. Further 

analysis revealed that all facial expression features resulted in 71% accuracy and produced a 

confusion matrix correctly classifying 9 out of 10 instances as effective communicators and 1 out of 4 

instances as poor communicators.   

4.4.3. Detailed Analysis   

In this analysis the data from the radio interview and on-camera interview were joined together and a 

similar analysis was conducted on the dataset. The results are shown in this section.   

4.4.3.1. Social Signals Displayed During Interviews  

The weighted average of human judgments of performance were calculated for both interviews a total 

of 13 interview cases were classified as poor communicators (M = 20.739; SD = 2.818) and 21 as 

effective communicators (M = 28.581; SD = 2.652). A Levene’s test (Gastwirth, Gel, & Miao, 2009) 

revealed equal variances between groups (p = > .05). An independent samples t-test indicated that 

there was a significant difference between the two groups in displays of social signals (t (32) = 8.183, 

p = < .001, d = 2.866). Descriptive scores of each participant’s interviews and their classification of 

each interview performance see Appendix 4.1, suggesting difference in groups valid for exploration. 
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 4.4.3.2. Vocal Affect Recognition  

All interview cases were included in this analysis (n = 34). Features included in the analysis were 

stressed, extreme emotion, hesitation, concentrated and arousal. Table 4.2 details the analysis 

conducted.  

Table 4.2. Accuracy of k-NN and bagging with number of iterations for vocal affect recognition data  

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  17   68%   15 of 21; 8 of 13  68% (100)  15 of 21; 8 of 13  
1  Leave-one-out  68%  15 of 21; 8 of 13  68% (100)  15 of 21; 8 of 13  

2  Leave-one-out  65%  19 of 21; 3 of 13  65% (100)  16 of 21; 6 of 13  

3  Leave-one-out  59%  14 of 21; 6 of 13  59% (100)  14 of 21; 6 of 13  

4  Leave-one-out  68%  18 of 21; 5 of 13  56% (100)  13 of 21; 6 of 13  

  

A 17-fold cross validation was used for this data set where k = 1 where features selected produced 

an accuracy of 68%. L-O-O cross validation was used where k = 2 accuracy produced was 65%, k = 

3 produced 59% accuracy and k = 4 produced an accuracy of 68%. Bagging results produced 

accuracies ranging from 56% to 68%. The highest accuracies were produced above chance (50%) 

for k = 1 and 4 and bagging accuracies for k = 1 and 4. Descriptive statistics can be seen in Figure 

4.5.   

        Vocal Affect  

 

Figure 4.5. Means and standard errors for effective and poor communicators of selected features for vocal 

affect   

Figure 4.5 suggest that poor communicators were more hesitant whereas effective communicators 

were more concentrated, stressed, aroused and emotional during both interviews. A Mann-Whitney 

U test revealed that these differences were not significantly different when investigated in isolation. 

Additionally, there was no significant differences between signals displayed in the radio interview and 

the on-camera interview. See Table 4.3.  
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Table 4.3. Mann Whitney U test results on selected features for vocal affect and interview difference 

Feature  Mean Rank 

(Good, bad)  
U Test Results  Interview difference 

Stressed  19.98, 13.50  U = 84.50, p = .065  U = 139, p = .850 

Concentrated  19.71, 13.92  U = 90, p = .099  U = 106, p = .185 

Hesitation  15.24, 21.15  U = 89, p = .092  U = 98, p = .109 

Extreme Emotion  19.38, 14.46  U = 97, p = .161  U = 130, p = .617 

Arousal  18.93, 15.19  U = 106.50, p = .292  U = 131, p = .642 

  

4.4.3.3. Honest Signals  

A total of 32 interview cases were included in this analysis because of missing data. Features selected 

for inclusion in this analysis included ‘movement activity’, ‘movement rate’, ‘movement consistency’, 

‘posture’, ‘posture activity’ and ‘unsuccessful interruptions’. Table 4.4 presents the analysis 

conducted.   

 

Table 4.4. Accuracy of k-NN and bagging with number of iterations for honest signals  

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  17   78%  16 of 20; 9 of 12  78% (100)  16 of 20; 9 of 12  
1  Leave-one-out  78%  16 of 20; 9 of 12  78% (100)  16 of 20; 9 of 12  

2  Leave-one-out  81%  19 of 20; 7 of 12  78% (100)  16 of 20; 9 of 12  

3  Leave-one-out  75%  15 of 20; 9 of 12  78% (100)  16 of 20; 9 of 12  

4  Leave-one-out  75%  17 of 20; 7 of 12  81% (100)  17 of 20; 9 of 12  

  

A 17-fold cross validation was used for this data set where k = 1 where features selected produced 

an accuracy of 78%. L-O-O cross validation was used where k = 2 accuracy produced was 81%, k = 

3 produced 75% accuracy and k = 4 produced an accuracy of 75%. Bagging results produced 

accuracies ranging from 78% to 81%. The highest accuracies produced were above chance for k = 1 

and 2 and bagging accuracies for k = 1, 2, 3 and 4. Descriptive statistics can be seen in Figure 4.6.  

 

  Effective Communicator  Poor Communicator 

  

Figure 4.6. Means and standard errors for effective and poor communicators of selected features for signals  
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Figure 4.6 suggests that good communicators moved less and were consistent with their movements. 

These communicators also had a relaxed posture and less postural activity as well as more 

unsuccessful interruptions than those who were classified as poor communicators. A significance test 

comparing good communicators and poor communicators revealed that poor performers moved 

significantly faster than good performers. Additionally, those who altered their posture in the interview 

were more effective communicators than poor communicators who did not adjust their postures as 

often. An analysis investigating the differences between the radio and on-camera interview revealed 

a significant difference in between the movement consistency displayed in the radio interview and the 

on-camera interview. See Table 4.5.  

Table 4.5. Mann Whitney U test results on selected features for Honest Signals. The dependent variables are 

the features selected and the independent variables are evaluation labels (good vs bad).  

Feature  U Test Results  Interview difference 

M activity  U = 88, p = .213  U = 121, p = .792 

M rate  U = 65, p = .034  U = 94, p = .200 

M consistency  U = 84, p = .161  U = 75, p = .046 

Posture  U = 95, p = .330  U = 98, p = .258 

P activity  U = 64.50, p = .031  U = 110, p = .497 

Unsuccessful Interruptions  U = 101.50, p = .462  U = 113, p = .577 

  

4.4.3.4. Facial Expression  

A total of 14 interview cases were included in this analysis. A more detailed analysis was conducted 

as the data were normalised differently to the preliminary analysis. Features included in this analysis 

were ‘smile’, ‘smirk’, ‘sadness’, ‘joy’, ‘fear’, ‘contempt’ and ‘brow furrow’. Table 4.6 presents the 

analysis conducted.   

Table 4.6. Accuracy of k-NN and bagging with number of iterations for facial expressions  

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  7  79%  10 of 10; 1 of 4  79% (100)  10 of 10; 1 of 4  
1  Leave-one-out  79%  10 of 10; 1 of 4  79% (100)  10 of 10; 1 of 4  

2  Leave-one-out  71%  10 of 10; 0 of 4  71% (100)  10 of 10; 0 of 4  

3  Leave-one-out  71%  10 of 10; 0 of 4  71% (100)  10 of 10; 0 of 4  

4  Leave-one-out  71%  10 of 10; 0 of 4  71% (100)  10 of 10; 0 of 4  

  

A leave-one-out cross validation was used for this data set where k = 1 where features selected 

produced an accuracy of 79%, k = 2 accuracy produced was 71%, k = 3 produced 71% accuracy and 

k = 4 produced an accuracy of 71%. Bagging results produced accuracies ranging from 71% to 79%. 

The highest accuracies produced were above chance (50%) for k = 1 and bagging accuracies for k =  

1. Descriptive statistics can be seen in Figure 4.7.  
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Facial Expression 

 
Selected Features 

  Effective Communicator  Poor Communicator 

  

Figure 4.7. Means and standard errors for effective and poor communicators of selected features for facial 

expression  

Descriptive statistics presented in Figure 4.7 suggest that effective communicators smiled more 

whereas those who were classified as poor communicators showed more contempt, frowned more, 

smirked more and showed more sadness. A Mann-Whitney U test revealed that these differences 

were not significantly different when investigated in individually. See Table 4.7.  

Table 4.7. Mann Whitney U test results on selected features for Honest Signals. The dependent variables are 

the features selected and the independent variables are evaluation labels (good vs bad)  

Feature  U Test Results  

Smile  U = 8.5, p = .102  
Smirk  U = 15, p = .478  
Sadness  U = 15, p = .480  
Joy  U = 13, p = .322  
Fear  U = 19.50, p = .944  
Contempt  U = 7.5, p = .077  
Brow Furrow  U = 9, p = .118  

    

4.4.3.5. Hand Movement  

A total of 33 interview cases were included in the merged analysis. The missing data for 1 interview 

case was from the on-camera interview. Hand movements were not included in the preliminary 

analysis as the data only included a single signal where an analysis was not warranted for inclusion. 

Given that the use of gestures was solely visible to neutral observers in the on-camera interview, an 

analysis was conducted for radio and on-camera interviews together and then individually. Analysis 

for the radio interviews can be seen in Table 4.8, for the on-camera interview can be seen in Table  

4.9 and the merged dataset can be seen in Table 4.10.  
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Table 4.8 k-NN analysis for Radio Interview  

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  9  35%  4 of 10; 2 of 7  35% (100)  4 of 10; 2 of 7  

1  Leave-one-out  29%   4 of 10; 1 of 7  29% (100)  6 of 10; 1 of 7  

2  Leave-one-out  58%  10 of 10; 0 of 7  18% (100)  3 of 10; 0 of 7  

3  Leave-one-out  5%  0 of 10; 1 of 7  24% (100)  4 of 10; 0 of 7  

4  Leave-one-out  52%  9 of 10; 0 of 7  24% (100)  4 of 10; 0 of 7  

 

Table 4.9 k-NN analysis for On-camera Interview 

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  8  75%  8 of 10; 4 of 6  75% (100)  8 of 10; 4 of 6  

1  Leave-one-out  75%  8 of 10; 4 of 6  75% (100)  8 of 10; 4 of 6  

2  Leave-one-out  69%  9 of 10; 2 of 6  69% (100)  8 of 10; 3 of 6  

3  Leave-one-out  63%  7 of 10; 3 of 6  69% (100)  8 of 10; 3 of 6  

4  Leave-one-out  56%  9 of 10; 0 of 6  69% (100)  8 of 10; 3 of 6  

  

Table 4.10. k-NN analysis for radio and on-camera interview (merged data)  

k  Cross validation  Accuracy  
Effective; Poor 

communicators  

Bagging  
Accuracy  

(iterations)  

Effective; Poor 

communicators  

1  17  55%  13 of 20; 5 of 13  55% (100)  13 of 20; 5 of 13  
1  Leave-one-out  55%  13 of 20; 5 of 13  55% (100)  13 of 20; 5 of 13  

2  Leave-one-out  51%  17 of 20; 0 of 13  51% (100)  13 of 20; 4 of 13  

3  Leave-one-out  36%  12 of 20; 0 of 13  48% (100)  14 of 20; 2 of 13  

4  Leave-one-out  48%  16 of 20; 0 of 13  57% (100)  15 of 20; 4 of 13  

  

The gesture data met the normality and homogeneity of variance assumption for running an analysis 

of variance (ANOVA) (p = > .05) (Tomarken & Serlin, 1986) and, as a result a 2 x 2 ANOVA was run 

on the data. Independent variables included performance (effective vs poor communicators) and 

interview type (radio vs on-camera interview).   

Results from the ANOVA revealed that no main effect significant main effect between effective and 

poor performances (F (1, 29) = 4.567, p = .041, η2 = .136), no main effect between radio interview and 

on-camera interview (F (1, 29) = .461, p = .503, η2 = .016), but no interaction effect between performance 

and interview (F (1, 29) = 3.533, p = .070, η2 = .109). A post hoc analysis revealed no difference between 

good (M = 10.520; SD = 4.601) and bad (M = 10.149, SD = 4.267) performers in the radio interview 

(t (15) = .169, p = .868, d = 0.084). However, there was a significant difference between those that 

performed well (M = 12.253; SD = 3.054) and poorly (M = 6.457; SD = 4.252) in the on-camera 

interview (t (14) = 3.181, p = .007, d = 1.560). Descriptive statistics can be seen in Figure 4.8.  
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Hand Movement 

 
  

Figure 4.8 Means and standard errors for effective and poor communicators hand movements  

  4.4.3.6. Autonomic Arousal  

A total of 33 participants were included in this analysis. The heart rate data met the normality and 

homogeneity of variance assumptions (p = > .05) and as a result a 2 x 2 ANOVA was conducted on 

the data. Results revealed no main effect for performance (F (1, 30) = 2.077, p = .354, η 2 = .065), 

interview (F (1, 30) = .887, p = .354, η 2 = .029) and no interaction effect between performance and 

interview type (F (1, 30) = .010, p = .921, η 2 = .000). As a result, no post hoc tests were conducted.  

The skin conductance data did not meet the normality and the homogeneity of variance assumptions 

were not met (p = < .05), a Kruskall Wallis test was conducted. There was no significant difference 

between performance (X2
(1) = .467, p = .495, r = 0.03) with a mean rank of 8.30 for good 

communicators and 10.00 for bad communicators in the radio interview. Furthermore, there was no 

significant difference between good communicators (mean rank = 8.09) and bad communicators 

(mean rank = 10.67) in the on-camera (X2 (1) = 1.010, p = .315, r = 0.06). Figure 4.9 shows descriptive 

statistics.  

 

Figure 4.9 Means and standard errors for effective and poor communicators’ heart rate (A) and phasic skin 

conductance (B)  
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4.5. Sample Estimation for Experiment Stage  

To understand the sample size required for this type of training intervention, a sample estimation 

calculation was conducted. To do this, the ratings of communication skills ratings were summed using 

the weighted average previously described. The data was not normally distributed and therefore a 

non-parametric test was used to assess trainee improvement from the first session (radio interview) 

to the second session (on-camera interview). A Wilcoxon Signed Rank test revealed a significant 

difference between the first (voice) interview (Mdn = 24, M = 24.53, SD = 4.73) and the second (video) 

interview (Mdn = 27, M = 26.76, SD = 4.49), Z = -3.314, p = .001, r = 0.80. The effect size used in this 

instance, as the data was not normally distributed, was Rosenthal’s effect size (Rosenthal, 1994):   

𝒛 

𝒓=   

√𝑵 

A sample estimation for the experiment stage was calculated using the large effect size (.80). An a 

priori test was carried out with G*Power to determine the required sample size which is required for 

this design. A large effect size of r = .80, a power of 0.95 and an alpha of .01 produced a sample size 

of 22.   

4.6. Discussion  

The aim of this stage was to identify the social signals necessary for evaluating communication 

performance in media interviews. Using the data collected a preliminary data analysis was conducted 

revealing the signals that will be used to provide feedback in the experimental stage (Chapter 6). A 

more detailed analysis was conducted using a larger sample size which was generated by using all 

interview cases as instances for analysis. The results from the analysis produced a range of prediction 

accuracies to identify the most relevant signals for based on machine learning analysis and a more 

formal analysis using mean comparison tests to identify clear differences between groups. Each 

communication will be discussed in turn as well as their meaning in relation to previous studies that 

attempt to predict human classification into good and bad communication based on signals.  

4.6.1. Vocal Affect Data  

Vocal affect COTS technology was able to detect signals in the context of media interviews as signals 

included in the analysis using a correlation method.   

  4.6.1.1. Preliminary Analysis  

A total of 3 signals were able to predict communication skills in the radio interview with a prediction 

accuracy of 82%. According to software labels, interview cases rated as effective communicators 

showed more ‘upset’, less ‘energetic’ and were less ‘hesitant’. This may suggest that effective 

communicators were more confident in media interviews (Skinner, Gordin, & Ed, 2013).  
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A total of 4 signals predicted performance with an accuracy of 82% in the on-camera interview. Those 

who were rated as good performance were more ‘content’, ‘upset’ and ‘emotional’ but were less 

‘hesitant’. These findings could suggest that good performers in on-camera interviews were more 

emotional. While both interview types produced a high accuracy, these results should be interpreted 

with caution as the sample size is small. Additionally, identification of ‘upset’ in this context could have 

been a result of a false positive (Pecchia, Chen, Nugent, & Bravo, 2014) or incorrect labelling of the 

data captured.   

4.6.1.2. Detailed Analysis  

When data was combined across interview types to produce more cases for analysis, a total of five 

voice signals were able to predict communication skill performance in media interviews with a range 

of 56 to 68% accuracy. Trainees who were categorised as effective communicators displayed more 

signals labelled as ‘vocal arousal’, ‘extreme emotion’, ‘concentration’ and ‘stressed’ while displaying 

less instances of vocal ‘hesitation’. It is good to note that this model was less predictive with a larger 

sample size. However, this could be down to inaccurate labels of performance or noisy data.   

Passion is defined by NemesyscoLtd from its vocal arousal readings in combination with the extreme 

emotion selected as a feature in this study could suggest that trainees rated as effective 

communicators were more passionate when discussing their research in the first 30 seconds of the 

interview. Previous research has found that passion is related to work performance and increases 

cognitive attention (Ho, Wong, & Lee, 2011). Similarly, passion for a topic has found to lead to better 

performance in public speaking (Morgan, 2008). The findings from this study supports the idea that 

passion and concentration are central for good communication in a media interview.    

4.6.1.3. Vocal Affect – Common Signals  

It is important to note that the signals selected for inclusion in both small and larger sample sizes were 

‘extreme emotion’ and ‘hesitation’. This suggests that these signals could be relevant for evaluating 

skills during media skills training.   

4.6.2. Honest Signals  

The COTS technology designed for capturing honest signals, sociometric badges, can detect honest 

signals in the context of media interviews.   

  4.6.2.1. Preliminary Analysis  

A total of 7 signals predicted trainees’ performance with a 75% accuracy in the radio interview. Those 

who were labelled as effective communicators displayed more posture mirroring, movement mirroring 

and volume mirroring. This is consistent with the literature on effective communication (Bilakhia, 
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Petridis, & Pantic, 2013; Pentland & Heibeck, 2010; Spitzberg & Adams, 2007; Terven, Raducanu, 

Meza-de-Luna, & Salas, 2016).   

The on-camera interview revealed that 7 signals were able to predict trainee’s communication 

performance with a 69% accuracy. Good media interview performers exhibited more movement 

mirroring, posture mirroring, faster speed of turn-taking, a higher volume and more vocal mirroring. 

These are consistent with the convention of good media interviews (Taylor, 2015). A faster speed of 

turn-taking during conversation has been linked to engagement (Choudhury & Pentland, 2004) or 

irritation (Pentland & Heibeck, 2010).  

  4.6.2.2. Detailed Analysis  

When data was combined across interview types to produce more cases for analysis, six honest 

signals channels were capable of categorising trainee’s communication skills in media interview with 

an accuracy of 75 to 81%. Trainees who were categorised as effective communicators showed less 

movement activity, fewer postural changes, less movement rate, displayed more consistent 

movements, had a relaxed posture and had more unsuccessful interruptions. Clear differences were 

found between effective and poor communicators when interviewees posture changes as well as their 

rate of movement.    

This study suggests that slower movements were considered important for effective communication 

during media interviews which is consistent with research and training guidance on media interviews 

(Taylor, 2015). Similarly, it was found that minimal changes in posture was rated as important for good 

performance in a media interview, which has also been found to be consistent with suggestions about 

what is considered as important for a good media interview (Taylor, 2015). Slow and minimal 

movement are suggested for on-camera interview as too much movement is often perceived by the 

audience as fidgeting, boredom or nervousness (Gross & Levenson, 1997). Gross and Levenson 

(1997) have also suggested that consistent movement is important for a good media interview, which 

was also found in this study. Signals detected are like previous discussions of important nonverbal 

features of a media interview and the convention for on-camera media interviews.  

Occasions where trainees spoke before the journalist had completed an utterance, but then stopped, 

was rated as skilful communication. This indicates lack of congruity of conversation by the journalist 

and compliance by the trainee (Li, 2001; Vinciarelli et al., 2009). This has been suggested as important 

in understanding dyadic intercourse, particularly in intercultural communication (Li et al., 2005).  

4.6.2.3. Honest Signals – Common Signals  

Both movement rate and posture were found to be relevant in the preliminary analysis and the larger 

dataset analysis suggesting that these signals are appropriate for evaluating signals in the context of 

media interviews.  
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4.6.3. Facial Expressions  

The preliminary analysis produced a 71% accuracy for all signal’s captured. AFFDEX by Affectiva 

COTS technology can detect facial expressions in a dyadic media interview. Seven expressions 

included in the analysis could classify effective and poor communication ranging from 71% to 79% 

prediction accuracy. Effective communicators had exhibited more smiling, joy and fear. They also 

smirked less, showed more sadness, less contempt and frowned less.  

Joy and smiling were found to be important in a similar study that used automated recognition 

technology to a reciprocal exchange of social signals to explore the best signals for good job 

interviews (Naim et al., 2016). A study found that smiling has been associated with high affiliation and 

dominance resulting in the person seeming more approachable (Knutson, 1996).  

Additionally, fear emerged as one of the signals associated with highly rated communicators. This 

result seems counterintuitive; however, a previous validation study of Affdex found that the technology 

produces low accuracy for detection of fear and anger (Stöckli, Schulte-Mecklenbeck, Borer, & 

Samson, 2017) suggesting that the inclusion of fear may be ambiguous.   

4.6.4 Hand Movements  

Shimmer 3 was able to capture hand movements in media interviews. From this detection, 

researchers were able to infer use of hand gestures. Results revealed a prediction accuracy was 

initially low ranging from 48% to 57%; however, further analysis found that this accuracy improved in 

the on-camera interviews (ranging from 56% to 75%) compared to radio interviews (from 5% to 58%). 

This finding suggests that the increased hand gestures were associated with judgements of effective 

communicators in the on-camera interview only and not the radio interview. There was a difference 

between those that performed poorly to those that performed well in the on-camera interview where 

those that performed well used more hand movements.  

The literature on hand gesture use has shown that use of this communication channel assists in the 

ability to communicate (Morgan, 2008). The results found in this study suggest that wearable 

technology could be utilised to support presenters as it is a low-cost intervention for detecting hand 

gestures. Interestingly, a study by Damian et al (2015) developed a system for providing real-time 

feedback during public speaking based on gesture detection. This design was motivated by a practical 

consideration of the capability of a noisy environment and did not consider a prediction of a good 

performance; however, the findings in this research provide some empirical support for their chosen 

approach.   
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4.6.5. Autonomic Arousal  

Simultaneously, the Shimmer 3 was also able to detect autonomic arousal during media interviews. 

The motivation for inclusion of autonomic arousal was to assess whether there were any clear 

differences between physiological arousal associated with ratings of performance. The results 

showed that there was no significant difference in skin conductance and heart rate between skilled 

and unskilled communication. This suggests that the variance in performance is not solely driven by 

differences in arousal and that a combination of signals is more sensitive to measures of performance 

than arousal. Additionally, this difference may be a result of the experience in public and media 

interviews.   

4.6.6. Bootstrapping Aggregation  

The results from the bootstrap aggregation revealed very similar, if not the same accuracies produced 

by k-NN alone. This could be a result that bootstrap is more frequently used in conjunction with less 

stable algorithms such as decision trees and neural networks as opposed to k-NN which is a more 

‘stable’ algorithm – meaning that its output typically changes less than that of decision trees and 

neural networks when the input data is perturbed (Gul et al., 2018). Bagging is usually employed with 

higher-variance learners, i.e. models that are less ‘stable’. However, conducting bootstrap 

aggregation with unequal sample sizes attributed to equal groups demonstrates that the accuracies 

are consistent as this method has often been used in prediction analysis in this instance (Li, 2007).   

4.6.7. Social Signal Inclusion: Preliminary vs detailed analysis  

The signals identified in the detailed analysis included more than the preliminary analysis. This could 

have been because of an increase in sample size suggesting that a larger sample size increases the 

power of the analysis (Prajapati, Dunne, & Armstrong, 2010). Based on the results, the classification 

accuracy is generally lower. This could be a result of noise in the data but could also be a result of 

better precision in prediction accuracies (Gul et al., 2018)  

4.7. Conclusion   

The first aim of this stage was to investigate which social signals were important for evaluating 

trainee’s communication performance in the context of media interviews:  

Can COTS technology detect and identify the relevant social signals for effective communication in 

the context of media interviews?  

The relevant social signals necessary for training intervention were identified in the preliminary data 

analysis. These will be fed back to participants in the experiment stage (Chapter 6). The core reason 

that the preliminary data was conducted was due to the tight deadline of the project. The funders 

required the intervention design to be completed when only the preliminary analysis had been done.  
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Table 4.11 shows the social signals identified in the preliminary analysis.  

Table 4.11. Selected Social Signals for Feedback for improvement based on preliminary data analysis  

Channel  Social Signals  

 Video Interview  

Facial Expression  Smile, smirk, anger, sadness, disgust, joy, surprise, fear, 

contempt and brow furrow.  

Voice Emotion Recognition  Content, upset, hesitation and extreme emotion  

Honest Signals  Movement Rate, movement mirroring, posture, posture mirroring, 

speed of turn, volume and volume mirroring. Voice Interview  

Voice Emotion Recognition  Energy, upset and hesitation  

Honest Signals  Movement, movement activity, movement rate, movement 

consistency, movement mirroring, movement mirroring lag, 

posture, posture activity, posture rate and posture mirroring  

  

However, to explore whether the signals selected for feedback were acceptable, a more detailed 

analysis was conducted with a larger sample size. A further analysis was conducted included an even 

larger sample size pooled from all the data collected across all stages. Results can be seen in 

Appendix 4.2.  

The second aim of this research was to investigate what the required sample size was for this type of 

training intervention:  

What is the required sample size for this type of training intervention?  

A power analysis revealed that a sample size of 22 is required and will be the target sample size for 

the experiment stage (Chapter 6). Next step in this research is presented in the next chapter which is 

to identify the easiest and understandable method of providing social signal feedback.   
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CHAPTER 5. USER CENTRED DESIGN OF SOCIAL SIGNALS 

FEEDBACK FOR COMMUNICATION SKILLS TRAINING  

5.1. Introduction  

The previous chapter showed that it is possible to detect social signals in a person-person interaction 

using COTS technologies. While these technologies all came with their own interfaces, except for 

sociometric badges, it is not clear whether these designs are optimised for providing user feedback. 

The literature suggests some guidelines but given the new context of use in media interviews, a user 

centred design is required. To do this, participants from the exploratory study were invited back to 

take part in this study to be given feedback based on earlier interviews using the default COTS 

interfaces as well as some customised designs.   

The research question for this user-centred design stage is the following:  

What is the best method of presenting social signal feedback in the context of media interview 

training that is actionable and understandable to trainees?  

This chapter describes the second stage of research in an attempt to answer the overall research 

question of this thesis; can communication skills be improved using automated technology in a media 

interview context? This chapter investigates the most appropriate method of providing social signal 

feedback to trainees in a way that is actionable and understandable. It also presents the methods and 

discusses the results obtained from semi-structured interviews and system usability ratings. At the 

end of this chapter, how feedback will be employed in the following experiment stage will be 

discussed.  

5.2. Data Collection  

5.2.1. Participants  

Participants from the exploratory stage who had expressed interest in returning to take part in further 

research were contacted via email. A total of five participants were recruited which included four 

females and one male, their age ranged from 18 – 35 years old. Nationalities of participants included 

Greek (1), Malaysian (1), Netherlands (1), South African (1) and Korean (1). A total of 4 participants 

were non-native English speakers and 1 participant was a native speaker. The roles that participants 

had within the university included research student (3), taught student (1) and research staff (1).  

5.2.2. Feedback Display Methods  

Several feedback display formats were explored which included those provided by the software 

providers and bespoke custom designs created for this project. The signals which were presented to 

participants were based on the preliminary data analysis conducted in the exploratory stage in 
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Chapter 4. Feedback styles and visualisations were presented to participants using summative (in 

summary form) and formative feedback (playback of video for reflection) techniques as described in 

Chapter 2 and is detailed in Hoque and colleagues (2013) and Fung et al (2015). A post-summary 

method for providing feedback has proven effective in previous research (Tanaka et al., 2015).  

5.2.2.1. Facial Expression  

There was a total of three options of visual displays of facial expressions which were presented to 

participants.   

5.2.2.1.1. Method 1 – iMotions Emotion Dashboard with Video Playback  

The first option was provided by iMotions which presents video playback with emotions displayed on 

an emotion dashboard below the video (juxtaposing facial expressions with the video) (Hoque, et al., 

2013). This can be seen in Figure 5.1. Facial expression feedback included the seven basic emotions 

proposed by Ekman and Friesen (1972).   

  

Figure 5.1. Method 1: iMotions video playback and emotion dashboard  

5.2.2.1.2. Method 2 – Bespoke Emotional Dashboard  

The second option was a software that was developed and implemented using MATLAB 

www.mathworks.com, (release R2015a8. 5.0. 197613, 64 bit) to process matrix-based data structures 

(Colecchia, Giacomin, & Hone, 2018). This can be seen in Figure 5.2 which included only 6 basic 

emotions.   

http://www.mathworks.com/
http://www.mathworks.com/


COMMUNICATION SKILLS TRAINING INTERVENTION  

  

92  

  

  
Figure 5.2. Method 2: Custom developed  

    emotional dashboard  

5.2.2.1.3. Method 3 – Bar Chart Template  

The final method of displaying feedback for facial expression was presented in a bar chart style 

template. This can be seen in Figure 5.3 which included the 7 basic emotions and additional action 

units.  

Facial Expression 

 
  

  Figure 5.3. Method 3: Bar chart style template  

The bar chart template adds information about what is considered a good performance, values for this 

was obtained by ‘effective communicator’ ratings by neutral observers and trainers which were 

collected in the exploratory stage. This information was added to allow trainees to infer behaviour 

changes that need to be made to improve. The data presented for each feature displayed in the bar 

chart was normalised using the mean and standard deviation of that feature to ensure that each 

feature is presented on the same scale. This would allow participants to observe their behaviour in 

relation to what is behaviour that is considered a good in media interviews.   
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5.2.2.2. Voice Emotion Recognition  

Two methods of displaying voice emotion feedback were explored in this study.   

5.2.2.2.1. Method – Emotional Diamond  

The first method was an emotional diamond that is offered by Nemesyscoltd. This can be seen in 

Figure 5.4.   

  

Figure 5.4. Method 1: Emotional Diamond provided by Nemesyscoltd.  

  5.2.2.2.2. Method 2 – Bar chart template  

The second method was the same approach as for facial expression method 3 (bar chart style 

template). This can be seen in Figure 5.5.  

Voice Analysis 

 

 Actual Performance  Good Performance Mean Figure 5.5.  

Method 2: Bar chart style template for voice analysis feedback  

5.2.2.3. Honest Signals  

There was no visual display option provided by the sociometric badge general user interface 

(Sociometric Data Lab); therefore, it was decided to utilise the bar chart template in this instance to 

provide performance feedback to trainees. This was developed following the same procedure as facial 

expression feedback method 3 and voice emotion recognition method 2. This can be seen in Figure  

5.6.  
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Figure 5.6. Honest signal feedback using bar chart feedback (Only Method)  

5.2.2.4. Gestures  

The only option that was provided for feedback was the video display offered by iMotions and a bar 

chart style template with an overall movement display. This follows the same procedure as method 3 

for facial expression feedback, method 2 for voice emotion analysis and for method for honest signals.  

This can be seen in Figure 5.7.  

 
  

Figure 5.7. Bar chart style template with an overall movement element  

While physiological recordings (e.g. GSR) were recorded in the exploratory stage, feedback was not 

developed for participants on these measures as this would be difficult to action.   

5.2.3. Procedure  

Participants were introduced to what the study would entail and were asked to give consent. 

Participants were provided feedback on their own interviews which were recorded in the exploratory 

stage with the different formats described above. Each individual participant was presented with each 

of the designs that were described above in the following order of presentation. A summary of the 

order of feedback can be seen in Table 5.1.  
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Table 5.1. Order of feedback method and feedback for each method  

  Channel   Method of Feedback  Performance Feedback   

1.  Facial feedback   Video playback, bespoke dashboard 

and bar chart template  
Video was played back to trainees 

which would allow for trainees and 

trainers to pause and reflect on 

behaviours*  

2.  Voice feedback  Emotional diamond and bar chart 

template  
Talk more passionately about 

trainees’ research*  

3.  Honest signals  Bar chart template  Increase or decrease feature 

depending on comparison element  

*  

4.  Gestures  iMotions and bar chart template  Increase or decrease gesture use 

based on comparison element. 

Video playback allows trainees to 

understand their use of gestures in 

context of discussion*  

*Feedback from trainer to trainee would be to highlight key areas of improvement to not overload information 

which would restrict improvement (Baylor & Kim, 2009).  

Cognitive load theory proposes a human cognitive system that relates to the amount of information 

that working memory can retain at any one time (Sweller, 1988). Working memory holds information 

that is required to be processed (Baddeley & Hitch, 1974) which impacts development of learning 

materials so that information can be processed in a way that can be fully understand by the learner 

(Atkinson & Shiffrin, 1968). An example of this is when there is a ‘problem space’ between the 

learners’ current ability and their desired ability. If the instructions provide the learner with too much 

information this will result in less effective learning and resulting a divided attention effect (Bennett & 

Flach, 1992).  

Participants received feedback on their own behaviour in the exploratory study, this provides more 

realistic understanding of the different methods of feedback in context of their performance and how 

they can improve. The data presented to participants was only for the first 30 seconds of the entire 

duration of the media interview. After each presentation participants were asked to rate their 

understanding of the feedback display using a System Usability Scale (SUS) (Brooke, 1996). The 

SUS is a 10-item questionnaire with a total of 5 responses for each question which ranges from 

‘strongly agree’ to ‘strongly disagree’ (Appendix 3.15). The SUS has been used to evaluate a number 

of systems and has been shown to be reliable (Bangor et al., 2008). Ratings from the SUS indicate 

the extent to which participants felt the method of feedback was usable (see Chapter 3). 

In addition to the SUS, qualitative semi-structured interviews were conducted to obtain a more in-

depth understanding of each participant’s views on each method of presentation. This allowed more 
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detailed discussion of the visual displays. Interview prompts were designed to probe participants on 

their views on each of the displays, including ones which they rated as preferred and not preferred.  

Interview questions are displayed in Table 5.2 below.   

Table 5.2. Semi-Structured Interview Probing Questions for Social Signal Feedback Method  

Semi-structured interview prompts  

1. Please tell me which of the versions of the design you liked the best?  

2. Why did you like this version better than the others you looked at?  

3. Were there any elements of the less preferred version that you liked? If so, what?  

4. Were there any elements of your preferred design that you don’t like? If so, what?  

 

Participants were remunerated £5 per hour for their participation. In total, the duration of the study 

was 1 hour per participant. A schema of the design procedure can be seen in Figure 5.8.  

  

Figure 5.8. Procedure of user-centred design study  

5.3. Data Analysis   

5.3.1. System Usability Scale  

The SUS yields a single number representing a composite measure of the overall usability of the 

system being studied. Each item's score contribution ranges from 0 to 4. For items 1,3,5,7 and 9 the 

score contribution is the scale position minus 1. For items 2,4,6,8 and 10, the contribution is 5 minus 

the scale position. The sum of these scores was multiplied by 2.5 to obtain the overall value of the 

systems usability (Brooke, 1996). This was calculated for each rating for each feedback option. These 

results were then summed and averaged for each option to illustrate how participants rated each 

system on average. A rating between 50 and 68 is indicative of moderate understanding and a score 
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below 50 is concerning (Bangor et al., 2008; Kortum & Bangor, 2013). The benchmark for the usability 

of a method of feedback is a rating of 68.  

5.3.2. Theme Identification  

Interviews were transcribed verbatim. Semantic themes were identified within the explicit or surface 

meanings of the data, where analysis is not looking beyond what has been said or written. 

Furthermore, themes were identified in an inductive (bottom up) manner (Frith & Gleeson, 2004). 

Themes are discussed considering previous research and evidence from the qualitative interviews. 

Coding and theme analysis were completed according to Braun and Clarke’s (2006) guidelines; 1) 

become familiar with the data (through conducting interviews and transcribing), 2) produce initial 

codes, 3) theme search, 4) review themes, 5) define generated themes and 6) write up.  

5.4. Results and Discussion  

The aim of the current research was to investigate the best method of providing social signal feedback 

that is actionable and understandable to trainees for improvement in communication skills.   

5.4.1 System Usability Scale  

A high SUS rating is indicative that participants found the method of feedback usable. The mean SUS 

scores for the emotional dashboard and iMotions for facial expressions were above the typical 

benchmark of usability at 74 and 70, respectively, while the bar chart was below benchmark with a 

SUS rating of 58. The results suggest that participants preferred the custom developed emotional 

dashboard as it is the easiest to understand of the three options. SUS descriptive statistics can be 

seen in Table 5.3.   

Table 5.3. System Usability Scale Results for each method of feedback  

Communication Channel  Feedback Display  SUS (SD)  

Facial expression  iMotions  70 * (12.87)   

 Bespoke   74  (10.09)   

 Bar chart  58 * (19.76)  

Voice  Diamond  84  (9.12)  

 Bar chart  71  (19.73)   

Honest Signals  Bar chart  72  (16.45)   

Gesture  iMotions & bar chart  68 →* (20.00)  

*Illustrating above benchmark is depicted in the table as, below benchmark as  and on par as→  

Mean SUS ratings for voice analysis feedback suggest that participants preferred the Emotional 

Diamond method of providing voice emotion feedback with a rating of 84 compared to a value of 71 

for the bar chart template. These results are consistent with the notion that humans are cognitively 
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able to process information that presents multidimensional data in an octagon format or shapes that 

are symmetrical more effectively (Bennett & Flach, 1992; Coekin, 1970; Woods, 1991).   

Participants rated the bar chart template for providing honest signal feedback from the sociometric 

badge data above the benchmark with a rating of 72 which is higher in this instance than for the bar 

chart in the context of facial expression feedback rated earlier in the study. This might suggest that 

participants had learned how to interpret the bar chart format to infer their performance upon repeated 

exposure.   

The SUS ratings for the method of providing hand gesture feedback using iMotions together with the 

bar chart template was on par with a benchmark for understanding a system of 68.  

The quantitative results suggest that the diamond (at 84) was the easiest to use format. However, the 

SUS ratings for bar chart on all but first exposure met or exceeded the benchmark. This could be a 

familiarity or learning effect; additionally, it could be that the bar chart is more suited to some types of 

social signals than others. To be sure, an experimental study would be required which is a possibility 

for future research. The next section provides more details about participants’ understanding of each 

of the displayed methods.   

5.4.2 Thematic Analysis of Interviews  

5.4.2.1. Channel Specific Themes  

Gestures and Voice Emotion Recognition: Scale considerations  

Participants expressed concerns over the scale of the bar chart and how comprehensible it is. They 

did not understand what the numbers mean. However, each feature was normalised and presented 

to participants on the same scale so that they would understand each feature in relation to one 

another, i.e. their posture relative to their activity. This is important because it enables participants to 

understand their behaviour in a more cohesive way.   

“The scale is the only thing that I find hard to get my head around.” (P6, female)  

Gestures and Facial Expression: Temporal Behaviour  

Temporal behaviour is a timestamp of behaviour that is presented on a timeline so that trainees 

understand their use of hand gestures and facial expressions that has contextual information. This 

allows the trainee to grasp whether its use is appropriate.   

Participants stated that they enjoyed observing the features in the bar chart template and compared 

it to the video of their interview.   
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 “Well the fact that the first one is actually comparing behavioural of my gestures and then the 

temporal behaviour of the gestures is being translated into the graph. So, I can see that there 

is a behaviour of my temporal and a behavioural of my overall performance.” (P8, female)  

Gestures and Sociometric Badges: Initial Guidance and Explanation  

All participants stated that they would require an explanation for each of the social signals detected 

by the sociometric badges and their meaning. This is an important aspect of the feedback and would 

need to be integrated into feedback for participants to improve their performance.   

“I need an assistant to tell me what’s going on with these two, so if someone could tell me 

what this is and what is that and how is it, how is it, how this represents that one so that would 

be really helpful.” (P8 Female)  

Facial Expression: Traditional feedback  

Most participants preferred the iMotions video playback compared to the summative feedback 

methods (method 2 and 3). The primary reason given was because the playback of the video forms 

the primary basis for traditional feedback.   

“This is how I did visually or in terms of video feedback and this is how I did statistically. That 

will be nice to see. So, have both of them side by side if possible.” (P4, male)  

Voice Emotion Recognition: Value of Visual Display  

Participants indicated that they preferred the colours of both feedback options (bar chart and diamond) 

as this would enable them to find the key elements for their feedback and focus on those points for 

improvement.  

“It was the visual appeal of it, and it was quite simple to understand” (P6, female)  

The colour scheme of the bar-charts assists trainees in distinguishing between good and bad 

performances. This colour difference draws on previous research that found that colours draw a 

person’s attention and as a result improves memory performance (Dzulkifli & Mustafar, 2013). Colours 

to draw attention to key features have also been utilised in previous research during real-time 

feedback highlighting incorrect behavioural cues in red and correct cues in green (Ali & Hoque, 2017).   

5.4.2.2. Overarching Themes Identified  

Comparison to good performance  

Participants indicated that they valued the comparison element of the bar chart. One participant 

mentioned that they would like to see the maximum and minimum of what is considered a good 

performance.  
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“It will be good to know what kind of, it will be good to know where kind of the maximum amount 

of movement is. Where, if you were going above this threshold you’d be basically moving too 

much.” (P4, male)  

Another participant stated that they would need to understand how much they moved their hands in 

comparison to other participants.  

“I need to know how much or how little I moved my hands moved compared to others.” (P6, 

female)  

This response suggests that participants were interested the threshold response that the bar chart / 

post summary feedback offers. This was utilised in Damian et al., (2015) training in presentation skills 

study who had implemented a threshold response; however, in this study the feedback provided was 

in real-time and participants did not often reach the threshold, suggesting inappropriate 

implementation of the threshold technique.   

Combination of Displays  

Participants recognised that there are pros and cons to the different displays and propose that these 

could be overcome by combining some displays. For gestures and facial expression participants 

prefer the conversion of the iMotions video and emotional dashboard into a numerical format which is 

compared to a ‘good’ performance. The bar chart was suggested by participants to present feedback 

in conjunction with the video playback function of iMotions. The primary reason for this was that the 

bar chart provides an overall performance that is compared to what is expected in a good 

performance.   

“Combining option 3 [bar chart template] with option 1[video playback] with the feature of the 

other people you know with the average of performance indicator, then that means I can see 

my face and I can see where I went wrong or where I went well compared to others.” (P6 

female)  

This is an important finding as video playback of interviews improves participants’ self-awareness 

which has proven effective for improving communication skills (Argyle, 1988; Fung et al., 2015; Roter 

et al., 2004; Taylor, 2015; Zhao, Li, Barbosa, Ghoshal, & Hoque, 2017) and has been found in 

previous research for improving self-awareness.   

Furthermore, previous research in training using automated feedback systems has found that a post 

summary feedback format is effective in improving communication skills (Tanaka et al., 2015).  

Visualisation of social signal feedback was presented using a simple bar chart style template that 

contains a ‘good performance’ component in a summative format (Pereira, Colecchia, & Hone, 2018). 

This type of feedback is similar to the performance threshold developed in Damian and colleagues' 
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(2015) behavioural feedback loop system, Logue, that provides real-time feedback to participants 

about their use of social signals during a presentation. This threshold was implemented as a means 

of generating a level of appropriate or inappropriate behaviour, whereas the ‘good performance’ bars 

appropriateness level was generated by high and low thresholds of performance were obtained from 

the design study reported in Chapter 5. A bar chart style method of visualising feedback was also 

presented to participants in a study that included a model behaviour component (Tanaka et al., 2016).  

5.5. Conclusion  

The aim of this stage was to identify the most appropriate method of providing feedback:  

What is the best method of presenting social signal feedback in the context of media interview 

training that is actionable and understandable to trainees?  

The easiest display for the participants to use for facial expression was the bespoke customised 

design and for the voice emotion analysis displays participants preferred the Emotional Dashboard 

provided by Nemesysco Ltd QA 5. The SUS illustrated that while some systems are more easily usable, 

especially on first exposure, consistency aids in usability of display. Specifically, the bar chart was 

rated higher with repeated exposure. The consistent presentation of the bar chart display in each of 

the channels limits the number of display variables that are presented, thereby ensuring users do not 

have to learn new presentations for each channel.   

The results obtained from the qualitative interviews identified two overarching themes across all 

communication channels. These included ‘comparison to good performance’ and ‘combination of 

displays’.  These themes were identified as participants repeatedly remarked on the performance 

threshold component presented by the bar chart which permitted participants to gain a clear 

understanding of what was expected. This may be because it reduces divided attention and will not 

tax cognitive resources by increasing cognitive load due to too many variables to consider in one 

display and will be overcome by a trainer highlighting key areas of improvement (Bennett & Flach, 

1992). Even though participants had some concerns over understanding the scale of the bar chart 

template, this can be overcome by help from a trainer. This finding pertains to the actionable method 

of feedback highlighted in the research question.  

Sub-themes were identified across communication channels which include scale considerations; 

value of visual display; guidance and explanations; and temporal behaviour. The themes identified 

suggest that joining feedback display methods where both temporal behaviour and traditional 

playback of interviews are discussed are important for feedback. The iMotions emotional dashboard 

has both capabilities. This gives participants the opportunity to stop / pause playback and discuss if 

there are any emotions that were displayed. Participants enjoyed the comparison element and 
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consistency of the bar chart style template. Visual displays identified across communication channels 

pertains to the understandable method of feedback highlighted in the research question.   

5.6. Affective Feedback Design  

The findings from the exploratory stage and the current stage were collated to inform the design of 

the intervention of this research.   

5.6.1. Feedback Selection Rationale  

The following section describes the method of training feedback that will be delivered to trainees in 

Chapter 6. Table 5.4 summarises the design decisions made based on the work reported in both 

stages (Chapter 4 and 5) and shows the feedback presentation formats chosen for each signal type.  

Justification for each selection are detailed below.  

Table 5.4. Experiment Feedback  

Channel  Visual Display  

Facial expression    Video Playback on iMotions   

  Bar Chart Template  

Hand Gestures    Video Playback on iMotions   

  Bar Chart Template  

Honest Signals    Bar Chart Template  

Vocal Affect     Bar Chart Template  

  

5.6.1.1. Video Playback – Formative Feedback  

This will allow participants to watch their interview for self-reflection and discussion. This is effective 

for training as it raises self-awareness which has been found to improve communication skills 

(Schneider, Borner, Van Rosmalen, & Specht, 2016).   

5.6.1.2. Behavioural Threshold - Post-summary feedback   

The bar chart will provide a summary of the first 30 seconds of the interview for participants to 

understand their honest signals and voice emotions displayed.  The trainer will observe the bar chart 

and note important changes that need to be made in the initial stages of the interview. Trainees can 

also infer behaviour changes, but the trainer will moderate the training feedback not to overload 

information which will impact information processing (Sweller, 1988).   

In addition to having the good performance element in the bar chart, it was decided to add maximum 

and minimum values to the bar chart which provide more information about what is considered ‘good’.  

This is based on the ‘comparison to good performance’ theme and proposed by P4. However, 

participants would need a clear explanation about the scale used in the bar chart template.   
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5.6.1.3. Formative and Summative Feedback   

Both playback of the video and the bar chart template that includes a performance threshold will 

benefit the trainee as the video will improve self-awareness while the bar-chart template will give the 

trainee details on how they performed in the initial stages of the interview compared to a performance 

threshold, allowing them to adjust their performance. Trainees will be able to playback their videos 

and relate it to the scale presented to them in the form of a summative feedback method.  

The next step in this PhD research is to investigate whether presenting this method of feedback to 

trainees presenting them with the signals selected in the preliminary data analysis is effective in 

improving communication skills in the context of media interviews.   
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CHAPTER 6. ENHANCING COMMUNICATION SKILLS TRAINING 

THROUGH SOCIAL SIGNAL FEEDBACK  

6.1. Introduction  

Previous chapters identified the social signals necessary for effective communication in a media 

interview context, based on a preliminary analysis (Chapter 4). Chapter 5 recognised a method of 

feedback that is actionable and understandable to trainees. The method selected for feedback of 

social signals included playback of interviews and a comparative feature that allows trainees to 

understand how they need to improve. This chapter is an experimental evaluation of the social signal 

feedback technique developed in Chapter 4 and 5 which will be compared to standard media training 

feedback.   

The research question for this experiment stage is the following:  

Is the provision of social signal feedback more effective in enhancing communication skills during a 

person-person discourse compared to standard feedback provision?  

The experimental hypotheses are:  

H1: There will be significant improvements in performance (as measured subjectively) from 

pre-test to post-test interview in both training conditions (main effect of training);  

H2: There will be significant changes in observed social signals detected between pre-test and 

post-test interview in both training conditions (main effect of training); 

H3: Training gains (measured subjectively) from pre-test to post-test will be greater for the 

experimental condition (interaction effect);  

H4: Greater changes in social signals will be detected between pre-test and post-test interview 

for the experimental condition (interaction effect).  

6.2. Data Collection   

6.2.1. Participants  

An a priori test was carried out using G*Power to estimate the sample size for the design of this study 

(see Chapter 4). Briefly, G*Power was instructed based on a large effect size, a power of 0.95 and an 

alpha value of 0.01. This resulted in a total of 22 research staff and students recruited (age ranged 

from 18 – 55 years old; 6 male and 16 female) for this stage. Experience in public speaking ranged 

from no experience to extensive and from none to some experience in media interviews. The roles 

that participants had within the university included taught students (3), research staff (1) and research 

students (18).   

Participants were from different cultural backgrounds including 6 native English speakers (participants 

who stated that English was their first language) and 16 non-native English speakers. Nationalities 
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included were Lithuanian (3), British (6), Brazilian (2), Chinese (1), South African (1), Malaysian (1), 

Korean (1), Iranian (2), Taiwanese (1), Swedish (1), German (1), Nigerian (1) and not reported (1).   

6.2.2. Research Design  

6.2.2.1. Performance Evaluation  

A 2x2 mixed ANOVA was used to analyse the difference in subjective ratings of communication 

performance. The between-participants independent variable was feedback type which has two 

levels: social signals feedback and traditional / standard feedback. The within-participants 

independent variable was session which also has two levels: pre-training and post-training interviews. 

The dependent variables were subjective judgements of communication skills provided by the 

journalist and three neutral observers in the pre-training and post-training interview.   

6.2.2.2. Social Signal Use  

A Principal Component Analysis (PCA) was used to obtain components of social signals which are 

correlated and linearly uncorrelated variables (Field, 2013). This was used to reduce, and merge 

similar variables included in the analysis (Cheng, Wang & Carrol, 2014). A multivariate analysis was 

conducted on the components selected for inclusion in the analysis where the between-participants 

independent variable was feedback type: social signals feedback and traditional feedback. The within-

participants independent variable was session: pre-training and post-training interviews. The 

dependant variables were the components extracted from the PCA analysis.   

6.2.2.3. Qualitative Interviews  

Qualitative interviews were conducted to explore participants’ views about the value of different types 

of training feedback. Semi-structured interviews were conducted to understand what participants 

found helpful / unhelpful about the feedback that they received during the training. Interviews were 

analysed using thematic analysis where themes extracted using Braun and Clarkes’ (2006) guide and 

are based on verbally spoken words and not interpreted. A set of 5 key interview questions were 

developed for both groups and the experimental group were asked an additional five questions which 

can be seen in Table 6.1.   
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Table 6.1. Interview probing questions  

Interview Questions for both conditions  Interview questions for experiment condition  

1. How did you feel about the feedback you received 

on your performance today?  

1. How did you feel about seeing the system 

feedback of your use of emotional signals and 

body language during the course of the training 

session today?  

2. What, if anything, did you feel you were able to 

change about how you presented yourself today 

based on the feedback that you received?  

2. Do you feel that the system feedback helped you 

appreciate aspects of your performance that you 

might not have noticed by just watching / hearing 

the playback?  

3. To what extent do you feel that your performance 

in the areas identified in the feedback improved 

over the course of the day?  

3. To what extent did you feel that the feedback you 

received was ‘actionable’ – that is to what extent 

did you think you could control or improve the 

behaviour which was highlighted in feedback?  

4. To what extent do you feel the feedback you 

received today will help you present yourself better 

in the future?  

4. Could the feedback have been presented in a 

clearer way? If so, what would you change about 

the way the feedback was presented?  

5. Where there any aspects of your performance that 

you would have liked to have received feedback 

on which were not covered by the feedback you 

received? If so, what were these?  

5. Were there additional aspects of your non-verbal 

behaviour that you think it would have been 

useful to receive feedback on? If so, which?  

  

6.2.3. Materials and Measures  

6.2.3.1. Subjective Assessment of Communication Skills  

Like the exploratory stage, the CSRS was used to measure communication skills described in Chapter 

3 (section 3.6). Ratings were obtained by three neutral observers who were not present on the day of 

the workshops, the journalist and the participants.   

6.2.3.2. Emotion-recognition COTS Technology  

A combination of media (cameras, tripods and voice recorders) and affective recognition technology 

was used to capture social signals during interviews like the exploratory stage (Chapter 4). However, 

the methods were different. Some data was collected in real time including voice affect, facial 

expression and hand gestures; the only data captured which was post-processed was sociometric 

badges due to the way the technology is designed (no visual display). A summary of how data was 

used can be seen in Table 6.2. Chapter 3 (section 3.8) contains more details about the software 

specificities.   
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Table 6.2. COTS technology, media technology and the methods used to capture signals  

Social 

Signals  
COTS 

Technology  
Media Technology  Method  

Voice  
Emotion  

Recognition  

              

Vocal Affect  

Recognition   

Zoom H4N Pro Handy  
Audio Recorder  
Laptop was positioned in 

front of participant to capture 

their voices  

Real-time  

Honest 

Signals  
Sociometric 

Badges  
◼   Post-processed  

Facial  
Expression  

Hand  
Movement  

  

iMotions   

(Affdex +   
Shimmer 3)  

 

 

Sony PJ 220 Handycam camera  
Adobe Photoshop (video trims)  

◼   

Real-time  

Real-time  

  

6.2.4 Journalist / Interviewer Experience  

 The content of this workshop included standard media skills training format was similar to the expert 

training observed in the exploratory stage (Chapter 4). However, for this stage the interviews were 

conducted by journalists who were still in training with some experience in field work. The difference 

between the journalists recruited in Chapter 4 and this workshop is that the exploratory stage’ 

journalists were required to be experts whereas in this experiment they were to act solely as journalist 

and not as trainer.  

6.2.5. Procedure    

Training workshops were conducted at Brunel University London in Uxbridge (October 2017 - 

December 2017). Upon arrival, participants were introduced to the study and at this point 

demographics and consent were collected. Participants then engaged in a pre-test interview where 

subjective ratings and social signals were recorded. Participants were then split into pairs matched 

as closely as possible by gender, native language (English as first language), and based on average 

pre-test communication skill ratings. One member of each pair was allocated to the experimental or 

control condition at random (by the toss of a coin). Participants then engaged in a 30-minute pre-

recorded lecture which introduced them to communication in media interviews.    

Next, participants individually engaged in their training session which comprised of a radio, face-face 

and down-the line interview and lasted a total of 3 hours. Down-the-line interviews are where the 

interviewee cannot see the interviewer but can hear the questions asked and were instructed to look 

directly into the camera. The down-the-line interviews are found to be challenging, and generally 

people tend to find it challenging to master this interview technique (Taylor, 2015).  For the same 

reasons discussed in the exploratory stage, difficulty of interview type and questions increased and 

received feedback following each practice interview. Following the practice session, participants took 
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part in a post-test interview which was equally challenging as the baseline interview. This was done 

to ensure that any signals recorded were a result of the manipulation of the independent variable and 

not the nature of the interview. Furthermore, like the exploratory stage, practice interviews were 

conducted individually to reduce social pressure which is likely to affect performance. Both the control 

and the experimental conditions received feedback from the journalist after each of the three training 

interviews and video playback was presented following this for the experimental condition. However, 

the experiment condition received additional social signal feedback seen in social signal feedback 

visualisation section. All participants then engaged in a post-training interview where dependent 

variables were recorded like the pre-training. Participant interview recordings were later rated by three 

neutral observers using the CSRS. As in the exploratory stage, instructions for answering questions 

were explained as instructed by (Spitzberg & Adams, 2007). Both the journalist and neutral observers 

were blind to the participant feedback condition. Finally, participants were asked to take part in 

qualitative interviews to evaluate both methods of training feedback to understand what was helpful / 

unhelpful about the feedback that they received.  At this point, participants were also asked to fill in a 

two-item questionnaire to evaluate participants perception of their confidence and skills post-training. 

Answers were rated on a scale ranging from no improvement to great improvement. Questions include 

the Table 6.3.  

Table 6.3. Self -evaluation questionnaire post training  

 
Self-evaluation Questionnaire  

 
1. Please indicate on the scale below how much you estimate your skill in giving a media interview has 

improved over the course of today’s training event   

2. Please indicate on the scale below the extent to which your confidence in giving a media interview  

has improved over the course of today’s training event   

 
  

Participants were reimbursed £5 per hour in recognition of their time. The outline of the feedback for 

the experiment group can be seen in Figure 6.1. The traditional feedback group would receive the 

same method of feedback excluding the summative feedback.  

  

Figure 6.1. Experiment feedback outline for social signal feedback training   
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6.2.6. Social Signal Feedback Visualisation  

6.2.6.1. Participant Feedback Procedure   

The feedback design was selected to be delivered included a playback of video with the emotional 

dashboard presented below, a bar chart style template with a threshold for what is considered a good 

and bad performance. The method of feedback was based on participant responses in Chapter 5.  

  6.2.6.1.1. Traditional Feedback Group  

After each interview participants were played back their videos for reflection and to improve self-

awareness as this component as research has shown that those who are self-aware are known to be 

effective communicators (Hass & Eisenstadt, 1990; Schneider, Borner, et al., 2016; Wicklund, 1979). 

Videos were presented to participants without the facial point markers on the video. Participants were 

also given verbal feedback by the journalist about their performance.   

  6.2.6.1.2. Social Signal Feedback Group  

The social signal feedback group also had their videos played back to them to improve self-awareness 

with the addition of the emotional dashboard below the video (Figure 6.2 below). Participants were 

given verbal feedback by the journalist and were presented with a summative feedback after each 

interview playback from the first 30 seconds of an interview.   

Not all signals selected for feedback in the preliminary stage were fed back to participants (Chapter  

4). Signals selected for feedback by the researcher based on whether participants’ performance 

exceeded the minimum and maximum threshold (Good performance min [yellow] and max [grey]). 

Selective feedback was done to diminish an increase in cognitive overload as this has a negative 

impact on task performance as information held in our working memory that transfers into long-term 

memory is affected (Frein, Jones, & Gerow, 2013). Additionally, by feeding back additional information 

that is irrelevant, comprehension will be reduced (Sanchez & Wiley, 2006), otherwise known as the 

seductive details effect (Garner, Gillingham, & White, 1989). Selected reduced cue feedback to 

reduce cognitive load was also done in Ali (2017).   

6.2.6.1.2.1. Facial Expression and Hand Gesture Feedback  

Video playback demonstrating participants’ facial expressions can be seen in Figure 6.2. This is a 

formative structure which allowed participants to view their overall performance for self-reflection. An 

emotional dashboard below the video display was used to observe expression and expression range 

(experimental condition only).   
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Figure 6.2. Formative exemplar feedback for facial expression and hand movement   

An exemplar summative feedback of facial expressions presented to participants can be seen in 

Figure 6.3. Features fed back to participants included ‘smile’, ‘smirk’, ‘anger’, ‘sadness’, ‘disgust’, ‘joy’, 

‘surprise’, ‘fear’, ‘contempt’ and ‘brow furrow’ (frown).  Actual feedback given to participants were 

individualised for each participant based on their behaviours.  

Facial Expression 

 
Furrow 

 Actual Performance  Good Performance Mean  Good Performance Max  Good Performance Min 

  

Figure 6.3. Exemplar summative feedback for facial expression  

6.2.6.1.2.2. Honest Signal Feedback  

The summative method of providing honest signal feedback can be seen in Figure 6.4. Features 

feedback includes ‘movement rate’ (m_rate), ‘movement mirroring’ (m_mirroring), ‘posture’, ‘posture 

mirroring’ (p_mirroring), ‘turn taking speed’ (speed of turn), ‘volume’ and ‘volume mirroring’ 

(vol_mirroring). Figure 6.4 demonstrates an exemplar feedback bar chart; participants actual 

feedback was individualised based on their displayed behaviours.   

  

Video  

playback   

Emotional  

dashboard   

Expression  

Range   

-1 

0 

1 

2 

3 

4 

5 

Smile Smirk Anger Sadness Disgust Joy Surprise Fear Contempt Brow 
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Honest Signals 

 
Turn 

 Actual Performance  Good Performance Mean  Good Performance Min  Good Performance Max 

  

Figure 6.4. Exemplar summative feedback for honest signal displays  

6.2.6.1.2.3. Vocal Affect  

Summative feedback is presented by Figure 6.5 which demonstrates summative feedback of vocal 

emotion including ‘content’, ‘upset’, ‘hesitation’ and ‘extreme emotion’. This figure shows an example 

of how feedback was presented to participants. Their actual performances were individualised based 

on their behaviour and then fed back to them.   

Vocal Affect 

 

Figure 6.5. Exemplar summative feedback for emotional vocal behaviour detection  

6.2.7. Subjective Ratings of Performance  

Subjective ratings of performance were collected using three versions of the Conversation Skill Rating 

Scale (CSRS) (Spitzberg & Adams, 2007); self-report, observer and a ‘rating of partner’ version that 

includes 25 conversational feature scale ratings and a composite measure of 5-items on 

communication performance called molar scores. For this study, molar scores were used as a 

measurement of communication performance.   

Two further questions were aimed at obtaining a rating of participants’ confidence and skills based on 

the training they received:  

-2 

-1 

0 

1 

2 

3 

4 

M_Rate M_Mirror Posture P_Mirroring Speed of Volume Vol_Mirroring 

  

-3 

-1 

1 

3 

 Content Upset  Hesitation  ExtremeEmotion 

Actual Performance Good Performance Mean Good Performance Max Good Performance Min 
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1. Please indicate on the scale below how much you estimate your skills in giving a media 

interview has improved over the course of today’s training event.  

2. Please indicate on the scale below the extent to which your confidence in giving a media 

interview has improved over the course of today’s training event.   

Participants in both conditions had rated their skills and confidence after training on a five-point scale 

of ‘no improvement’, ‘slight improvement’, ‘some improvement’, ‘considerable improvement’ and 

‘great improvement’.  

6.3. Data Analysis  

6.3.1. Subjective Ratings of Communication Skills Performance Evaluation   

  6.3.1.1. Data Pre-processing  

Internal consistency of the CSRS was assessed using Cronbach’s alpha and agreement among raters 

was assessed using intraclass correlation (Koo & Li, 2016; Mandrekar, 2011). The experimental 

hypotheses related to subjective judgements of participant performance were tested by means of 2x2 

mixed factorial ANOVAs. Separate analyses were run on the journalist’s judgements, neutral observer 

judgements and self-evaluations. A between-subjects t-test was run to investigate self-evaluation of 

skills and confidence across the two feedback conditions.   

  6.3.1.2. Self-report vs Journalist Ratings of Communication Skills  

A 2x2 mixed ANOVA was used to investigate whether participants had perceived their performance 

as significantly different than the journalists in the pre-training and the post-training interviews. The 

independent variables were raters (self-report vs journalist) and session (pre-training vs post-training) 

and the dependent variable were ratings of self-reports of communication skills. The rationale for this 

investigation is that previous research has found that participants often misrepresent their abilities 

when self-reporting their capabilities in comparison to the competence measured by their 

conversational partner (Spitzberg & Adams, 2007).   

6.3.2. Social signals  

6.3.2.1. Data Pre-processing  

Social signal analysis included facial expression were derived from the facial recognition software, 

honest signals captured using sociometric badges and emotions using voice analysis software. To 

meet the assumption of normal distribution the data was normalised using the minimum and maximum 

values of the dataset for each signal using the following formula:  
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Data was averaged 10s intervals which introduced 24 trials (4 minutes). In contrast to the exploratory 

stage (Chapter 4) that investigated the first 30 seconds of an interview, this stage investigated the 

whole interview. This was done because researchers wanted to assess whether participants would 

implement the feedback given to them during appraisals and assessing the first 30 seconds would be 

limiting as they would not be able to effectively demonstrate improvements. Data not collected by the 

technology were considered missing data. A tabulated pattern analyses of the missing data was 

produced for ‘pitch’, ‘volume mirroring’, ‘volume mirror lag’ and ‘speed of turn-taking’ because of 

missing data and produced no cohesive pattern in missing data and, as a result, was removed 

(Tabacknick, Fidell, & Ullman, 2007). Hand movements were also removed as the data collected was 

produced too many missing data. ‘Content’ detected by voice emotion analysis was also removed as 

all values produced by Nemesysco were mostly ‘0’ which significantly skewed the data. The resulting 

total number of valid cases produced were 646 cases.  

6.3.2.2. Assumption Testing PCA  

Significant Outliers. The method used to normalise the raw data that uses the minimum and maximum 

values of each feature / signals suppresses any significant outliers (Patro & Sahu, 2015). Upon further 

exploration of the data, there were no significant outliers when manually look at the data. 

Sampling Adequacy. The current dataset includes an adequate sampling for a PCA and KMO 

produced a .632 which is above the threshold of .50 for adequate sample sizes (Field, 2013).  

Bartlett’s Test of Sphericity.  This tests the null hypothesis that the variables are unrelated and 

therefore suitable for structure detection, the value produced for this dataset was p = < .001 which 

suggests that PCA can be conducted. The data is suitable for data reduction as Bartlett’s test of 

Sphericity is less than p = < .001 (Field, 2013).  

6.3.2.3. Assumption Testing for Multivariate Analysis   

A multivariate analysis was conducted which included all the components extracted and produced by 

the PCA. Assumptions for multivariate test are discussed below.  

Significant Outliers. Each component was analysed, and it was identified that there was an outlier for 

component 7. This was removed, resulting in 465 cases for this component.   

Multivariate Normality. A Shapiro Wilks test was observed for normality and when the p value was 

less than .05 the researcher observed the distribution at the level of the eye. Histograms were 

normally distributed, and each signal / feature contained a pre-training interview histogram similar in 

its post training interview histogram demonstrating consistency in signals. This is acceptable to run 

an ANOVA (Schmider, Ziegler, Danay, Beyer, & Bühner, 2010). This enabled analysis using the PCA-
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ANOVA method. Normality tests can be seen in Table 6.4. Similar skewness has been noted as 

appropriate for conducting comparative tests (Tabachnick & Fidell, 2013).  

Table 6.4. Shapiro Wilk p-values for extracted PCA components   

n  Pretraining  Post 

Training  
Control 

Group  
Experiment 

Group  
Description  

1  p = .257   p = .527   p = .009  p =.227  Normality assumed  

2  p = < .001   p = < .001  p = < .001  p = < .001  Similar Skewness (eye observation)  

3  p = < .001   p = < .001  p = < .001  p = < .001  Similar Skewness (eye observation)  

4  p = < .001   p = < .001  p = < .001  p = < .001  Similar Skewness (eye observation)  

5  p = < .001   p = < .001  p = < .001  p = < .001  Similar Skewness (eye observation)  

6  p = < .001   p = < .001  p = < .001  p = < .001  Similar Skewness (eye observation)  

7  p = .001   p = .001  p = < .001  p = .125  Similar Skewness (eye observation)  

  

Homogeneity of Variance. A Levene’s test revealed there is no homogeneity of variance assumed for 

components 1-5 and 7, p = < .001. There was assumed homogeneity of variance for component 6, p 

= .469. It has been suggested that if homogeneity of variance is not assumed then multiple univariate 

ANOVAs should be conducted, and interpretation of the alpha level should be stricter at p = < .01 

(Allen & Bennett, 2007). A Welch’s statistic will be reported to adjust for unequal variances in the 

datasets as it is a more powerful and conservative test compared to the Brown-Forsythe statistic for 

unequal variances in one-way ANOVAs (Field, 2013). The Box’s M was significant (p = < .001); 

however, ANOVAs are robust when groups are larger than 30 (Field, 2013). The process of data 

analysis can be seen in Figure 6.6.   

 
extracted from  

 PCA   

Figure 6.6. Process of data analysis  

6.4. Results  

A total of 11 trainees were randomly assigned to the social signal feedback group which included 3 

males and 8 females whose age ranged from 18 to 45 years. Countries that trainees were from 

Multivariate  
Analysis 

• Assumption  
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components  

PCA 
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Data Pre - 
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included Lithuania (1), Brazil (2), South Africa (1), Malaysia (1), Iran (1), United Kingdom (1), Germany 

(1), Nigeria (1), Bhutan (1) and Italy (1). Trainee roles within the university included research students  

(8), taught students (2) and research staff (1).  

A total of 11 trainees were randomly assigned to the traditional feedback group which included 3 

males and 8 females whose age ranged from 18 – 55 years. Countries that trainees in the control 

group were from included Belarus (1), China (1), South Korea (1), Lithuania (2), Sweden (1), Iran (1), 

and United Kingdom (1) and prefer not to say (1). Trainee roles within the university included research 

students (10) and taught students (1)  

6.4.1. Subjective Ratings of Performance  

6.4.1.1. Internal Consistency of Communication Skill Ratings  

The CSRS communication skill ratings were assessed for internal consistency. A high internal 

consistency of α = .838 was obtained for journalist molar ratings for the pre-test interview. A moderate 

internal consistency was obtained for the post-test interview α = .677. A composite mean of all three 

neutral observers’ molar ratings was obtained. A high internal consistency of α = .965 in the context 

of a media interview for the pre-test interview as well as for the post-test interview α = .965. As a 

selfreport measure the CSRS produced an internal consistency of α = .901 which is high for pre-test 

interview and for post-test interview α = .944.  

The degree to which raters agreed on the participant’s performance was a moderate to high. The 

average measure intraclass correlation was .696 with a 95% confidence interval from .394 to .863 (F 

(21, 42) = 3.79, p = <.001) in the pre-training interview. Neutral observers were in moderate agreement 

in the post-training interview with an average measure of .603 with a 95% confidence interval from 

.146 to .827 (F (21, 42) = 3.868, p = <.001).   

6.4.1.2. Journalist Ratings of Performance  

The normality assumption was met for pre-training data (p = > .05) and post training data (p = > .05). 

The assumption of equal variance was met (p = > .05). The mean and standard deviations of the 

journalist scores across the four conditions and the descriptive statistics can be seen in Table 6.5.   

Table 6.5. Descriptive statistics of journalist ratings of participants’ communication skills  

Item  
Traditional feedback Group  

Pre-test  Post-test  
Social Signal Feedback Group  
Pre-test  Post-test  

Communication Score 5.091 (.887)  5.873 (.734)  4.909 (.831)  6.145 (.614)  

  

On average journalists rated the control group (traditional feedback) as improving by 15% on the 

subjective rating scale for overall communication skill and the experimental group (social signal 
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feedback) as improving by 25% on the subjective rating scale. A 2 x 2 mixed ANOVA (feedback group 

[social signal feedback vs standard feedback group] vs time [pre-post training interview]) was 

conducted on communication skills rated by the journalist and results can be seen in Table 6.6.   

Table 6.6. ANOVA results of journalist ratings of participants’ overall communication skills  

Conversation 

Score  
MS  F (df)  P value  Partial Eta 

Squared  

Time  11.201  18.725 (1, 40)  < .001  .319  
Group  .023  .038 (1, 40)  .846  .001  
Time x Group  .568  .950 (1, 40)  .336  .023  

Note: MS = Mean squares, effect size = η2   

A follow-up analysis of significant main effect illustrates that participants who received social signal 

feedback significantly improved from pre-test to post-test (F (1, 20) = 15.749, p = <.001, η2 = 0.441, d = 

1.692). Furthermore, journalist rated participants who received standard feedback significantly 

improved from pre-test to post-test (F (1, 20) = 5.074, p = .036, η2 =0.202, d = 0.961).  

6.4.1.3. Neutral Observer Ratings of Performance  

The normality assumption was met for the pre-test interview (p = > .05) and for the post training 

interview (p = > .05). The homogeneity of variance assumption was also met (p = > .05). The mean 

and standard deviations of the neutral observer scores by feedback group and session can be seen 

in Table 6.7.  

Table 6.7. Descriptive statistics of neutral observer ratings of participants’ communication skills  

Item  
Traditional feedback Group  

Pre-test  Post-test  

Social Signal Feedback Group  

Pre-test  Post-test  

Communication Score 4.176 (.948)  4.787 (1.031)  4.436 (.891)  5.303 (.729)  

  

On average neutral observers rated the control group (traditional feedback) as improving by 15% on 

the subjective rating scale for overall communication skill and the experimental group (social signal 

feedback) as improving by 20% on the subjective rating scale. A 2x2 mixed ANOVA (feedback group 

[social signal feedback vs standard feedback group] vs time [pre-post training interview]) was 

conducted on communication skills rated by neutral observers and results can be seen in Table 6.8.  

Table 6.8. ANOVA results of neutral observers’ ratings of participants’ overall communication skills  

Overall  
Conversation  

Score  

MS  F (df)  P value  Effect size  

Time  6.016  7.324 (1, 40)  .010  .155  
Group  1.654  2.013 (1, 40)  .164  .048  
Time x Group  .179  .218 (1, 40)  .643  .005  

Note: MS = Mean squares, effect size = η2  
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A follow-up analysis of main effect that were significant illustrates that participants who received social 

signal feedback significantly improved in communication ratings from pre-test to post-test by neutral 

observers (F (1, 20) = 6.24, p = .021, η2 = 0.238, d = 1.065). Furthermore, there was no significant 

difference between the pre and post-test for neutral observer ratings for traditional feedback group (F 

(1, 20) = 2.101, p = .163, η2 = 0.095, d = 0.614). However, the difference in group effects did not translate 

into a significant interaction effect in ANOVA results.    

6.4.1.4. Self-Report Ratings of Communication Skill Performance  

The normality assumption was met for the baseline interview (p = > .05) and for the post-training 

interview (p = >.05) the normality assumption was also met. Homogeneity of variance was also met 

(p = >.05). The mean and standard deviations of the self-report scores can be seen in Table 6.9.  

Table 6.9. Descriptive statistics of self-report ratings of communication skills  

Item  
Traditional feedback Group  

Pre-test  Post-test  

Social Signal Feedback Group  

Pre-test  Post-test  

Communication Score 5.055 (.759)  4.946 (1.096)  4.855 (.913)  4.982 (.969)  

  

A 2x2 mixed ANOVA (feedback group [social signal feedback vs standard feedback group] vs time 

[pre-post training interview]) was conducted on self-report communication skills and results can be 

seen in Table 6.10. There was no significant main effect or interaction effects for self-report ratings of 

overall performance.   

Table 6.10. ANOVA results of self-report ratings overall communication skills  

Overall  
Conversation  

Score  
MS  F (df)  P value  Effect size  

Time  .001  .001 (1, 40)  .975  .000  

Group  .074  .083 (1, 40)  .775  .002  

Time x Group  .154  .173 (1, 40)  .680  .004  

Note: MS = Mean squares, effect size = η2  

6.4.1.5. Confidence and Skills Ratings  

Ratings of confidence and skills were measured between groups to assess trainees’ perceived 

confidence and skills following training. The mean and standard deviations of the self-evaluation 

scores between the two groups can be seen in Table 6.11.  

Table 6.11. Descriptive statistics for self-evaluations of confidence and skill post-test  

  

 Social signal  
Feedback Group  

Traditional  
Feedback Group  

Confidence  4.364 (.674)  3.364 (.809)  
Skill  4.091 (.831)  3.182 (.874)  
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An independent t-test (social signal feedback vs traditional feedback group) was conducted which 

revealed that participants’ who received social signal feedback reported higher confidence post-

training (M = 4.36; SD = .67) than participants who did not (M = 3.364; SD = .809) (t (20) = 3.149, p 

=.005, d = 1.343). This was also observed for skill ratings post-training where the social skills feedback 

report higher skill (M = 4.091; SD = .831) than the control group (M = 3.182; SD = .874) (t (20) = 2.500, 

p = .021, d = 1.066).  

  6.4.1.6. Self- Report Scores vs Journalist Communication Scores  

Homogeneity of variance was assumed for pre-training interview (p = > .05) and post-training 

interviews (p = >.05) which allowed for a mixed measures ANOVA (session [pre vs post-training], 

feedback [social signal feedback and traditional feedback group] and rater [self-report vs journalist 

communication scores]) to be conducted. Tests of normality were all met (p = > .05). Results revealed 

a significant main effect for session (F (1, 40) = 15.331, p = < .001, η 2 = .277) and a significant interaction 

effect between session and rater (F (1, 40) = 14.789, p = < .001, η 2 = .270). There was no significant 

interaction for session x feedback (F (1, 40) = 1.765, p = < .192, η 2 = .042) and session x rater x feedback 

(F (1, 40) = .179, p = .677, η 2 = .004).   

A follow-up analysis was conducted to further explore the results obtained in the mixed ANOVA. This 

revealed no significant difference between the trainees (M = 4.955; SD = .826) and the journalist (M 

= 5.000; SD = .844) ratings of communication in the baseline interview (F (1, 43) = .033, p = .858 η 2 = 

.007, d = 0.052). Results also revealed a significant difference between trainees (M = 4.964; SD = 

1.010) and the journalist (M = 6.009; SD = .675) molar ratings in the post-training interview (F (1, 43) = 

16.305, p = < .001, η 2 = 0.280, d = 1.217)  

6.4.2. Social Signal Detection  

6.4.2.1. PCA Results  

6.2.1.1. Preliminary Findings  

A PCA was run on the data using a Varimax Rotation. Analysis of the scree plot revealed the second 

elbow would include 7 Components accounting for 42.85% of the total variance explained (Li & Wang, 

2014). Variables retained in the rotation matrices were above .6 (Field, 2013). Component labels and 

items can be seen in Table 6.12.  
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Table 6.12. PCA components illustrating negative loadings  

Component  Signals  

Confidence  
EmoCogRatio, Stressed (-), Excited, Energy, Imaginative Think (-), Upset (-), Brain 

Power, Imagination (-) and Uncertain (-)  

Disgust  Disgust, Jaw Drop, Upper Lip Raise and Nose Wrinkle  

Frowning  Brow Furrow, Lid Tighten, Anger and Sadness  

Eagerness  
Movement Activity, Volume, Movement Consistency (-), Unsuccessful Interruptions 

and Posture Activity  

Expression 

Engagement  Engagement, Surprise and Brow Raise  

Posed  
Expression  Dimpler, Lip Stretch, Lip Press and Lip Suck  

Posture  Movement and Posture  

  

6.4.2.2. Multivariate Analysis  

A multivariate analysis of the 7 extracted Components revealed a significant main effect for session 

(pre-training vs post-training), F (7, 635) = 8.358, p = < .001, η 2 = .084 and a significant main effect for 

feedback type (social signal feedback vs traditional feedback), F (7, 635) = 44.492, p = < .001, η 2 = .329. 

There was also significant interaction effect for session x feedback type, F (7, 635) = 4.937, p = < .001, 

η 2 = .052. Univariate analyses are conducted in the follow-up sections. Table 6.13 shows descriptive 

statistics for univariate analysis.  

Table 6.13. Descriptives for univariate analysis for each component  

Item  
Traditional feedback Group  Social Signal Feedback Group  

 Pre-test  Post-test  Pre-test  Post-test  

Confidence  .258 (.754)  -.068 (.966)  -.159 (.986)  -.025 (1.178)  

Disgust  .567 (1.279)  .076 (.977)  -.168 (.776)  -.433 (.584)  

Frowning  -.068 (.483)  -.164 (.389)  .559 (2.030)  -.161 (.305)  

Eagerness  -.279 (.610)  -.291 (.676)  .353 (1.043)  .299 (1.315)  

Engagement  -.259 (.903)  -.268 (.801)  .368 (1.192)  .247 (.987)  

Posed expression  .026 (.721)  .249 (1.081)  -.125 (1.097)  -.206 (.981)  

Posture  .036 (.891)  -.133 (.696)  .156 (1.093)  .077 (.821)  

  

6.4.2.2.1. Confidence  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed no significant main effect for session (F (1, 642) = 

1.470, p = 226, η 2 = .002) and for feedback type (F (1, 642) = 5.568, p = .019, η 2 = .009). However, 
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there was a significant interaction between session x feedback type (F (1, 615) = 8.433, p = .004, η 2 = 

.013).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed that there was a significant difference in the pre-training interview between social signal 

feedback and traditional feedback types (F (1, 231.961) = 14.891, p = < .001, η2 = 0.05, d = 0.475) and no 

differences in groups in the post-test (F (1, 342.956) = .148, p = .701, η2 = .00, d = .040).  

Follow-up repeated-measures ANOVA was conducted to investigate changes in confidence from 

pretraining to post-training interview. Results revealed a significant reduction in confidence from pre-

training to post-training was observed the control group, (F (1, 339.549) = 12.265, p = .001, η2 = 0.033, d 

= 0.376). Whereas, those who were given social signal feedback had not significantly improved in 

confidence from the pre-training interview to the post-training interview, (F (1, 293.599) = 1.156, p = .283, 

η2 = 0.004, d = 0.123). Descriptive statistics can be seen in Figure 6.7.  

Component 1 - Confidence 

 
 PreTraining PostTraining 

Session 

  Control  Experiment 

  

Figure 6.7. Mean and Standard Error for Confidence. *significance  

6.4.2.2.2. Disgust  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed a significant main effect for session (F (1, 642) = 

25.737, p = < .001, η 2 = .039) and feedback type (F (1, 642) = 69.691, p = < .001, η 2 = .098). However, 

there was no significant interaction between session x feedback type (F (1, 642) = 2.333, p = .127, η 2 = 

.004).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed a significant difference of performance between feedback types in the pre-training interview 
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(F (1, 245.401) = 34.037, p = < .001, η2 = 0.105, d = 0.695). In the post-training interview, there was also 

significant differences between groups (F (1, 321.443) = 37.963, p = < .001, η2 = 0.089, d = 0.632).  

Follow-up repeated-measures ANOVA was conducted to investigate changes in disgust from 

pretraining to post-training interview. Results revealed that the control group significantly reduced in 

demonstrations of disgust from the pre to post-training interview (F (1, 264.137) = 15.095, p = < .001, η2 

= 0.046, d = 0.431). Those who had received social signal feedback reduced displays of disgust from 

pre-training to post training (F (1, 220.177) = 10.438, p = .001, η2 = 0.037, d = 0.386). Descriptive statistics 

can be seen in Figure 6.8.  

Component 2 - Disgust 

 
 PreTraining PostTraining 

Session 

  Control  Experiment   

Figure 6.8. Mean and Standard Errors for displays of disgust. *significance from pre-post training interview  

6.4.2.2.3. Frowning  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed a significant main effect for session (F (1, 642) = 

28.158, p = < .001, η 2 = .042) and feedback type (F (1, 642) = 16.780, p = < .001, η 2 = .025). There was 

also a significant interaction between session x feedback type (F (1, 642) = 16.460, p = <.001, η 2 = .025).  

 

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed a difference between feedback types in the pre-training interview (F (1, 137.151) = 11.449, p = 

.001, η2 = 0.046, d = 0.425) but none in the post training interview between groups (F (1, 362.912) = .007, 

p = .933, η2 = 0.000, d = 0.009).  

Follow-up repeated-measures ANOVA was conducted to investigate changes in frowning from 

pretraining to post-training interview. Results revealed that the control group reduced displays of 

frowning / anger from the pre-training to the post-training interview (F (1, 274.480) = 3.899, p = .049, η2 = 

0.012, d = 0.219). Those who received social signal feedback displayed a significant reduction in 
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displays of frowning / anger (F (1, 129.012) = 15.582, p = <.001, η2 = 0.067, d = 0.496). Descriptive 

statistics can be seen in Figure 6.9.  

Component 3 - Frowning / Anger 

 
 PreTraining PostTraining 

Session 

  Control  Experiment   

Figure 6.9. Means and Standard Errors for Displays of frowning / anger. *significance from pre-post training 

interview  

6.4.2.2.4. Eagerness to speak  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed no significant main effect for session (F (1, 642) = 

.186, p = .666, η 2 = .000), but a significant main effect for feedback type (F (1, 642) = 64.358, p = < .001, 

η 2 = .091). There was also no significant interaction between session x feedback type (F (1, 642) = .078, 

p = .780, η 2 = .000).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed a significant difference between social signal feedback and traditional feedback types in the 

pre-training interview (F (1, 194.775) = 35.837, p = < .001, η2 = 0.125, d = 0.740) as well as in the post 

training interview (F (1, 259.013) = 28.872, p = < .001, η2 = 0.076, d =0.564).  

Follow-up repeated-measures ANOVA was conducted to investigate changes in eagerness to speak 

from pretraining to post-training interview. Results revealed that the control group did not significantly 

differ from the pre-training interview to the post-training interview (F (1, 329.150) = .028, p = .868, η2 = 

.000, d = 0.019) and neither did those who had received social signal feedback (F (1, 298.062) = .160, p 

= .690, η2 = .000, d = 0.046). Descriptive statistics can be seen in Figure 6.10.  

 

 

 

   

-0.3 
-0.1 
0.1 
0.3 
0.5 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

123  

  

 

Figure 6.10. Means and standard error of displays of 'Eagerness to Speak'  

6.4.2.2.5. Expression Engagement  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed no significant main effect for session (F (1, 642) = 

.719, p = .397, η 2 = .001) but there was a main effect for feedback type (F (1, 642) = 55.381, p = < .001, 

η 2 = .079). There was no significant interaction between session x feedback type (F (1, 642) = .544, p = 

.461, η 2 = .001).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed that there was a significant difference between social signal feedback and traditional 

feedback types in the pre-training interview (F (1, 230.506) = 23.423, p = < .001, η2 = 0.083, d = 0.593) as 

well as in the post training interview (F (1, 341.316) = 30.218, p = < .001, η2 = 0.077, d = 0.573). Descriptive 

statistics can be seen in Figure 6.11.  

Component 5 - Expression Engagement 

 

 

  Control  Experiment   

Figure 6.11. Means and Standard errors for 'Expression of Engagement'   
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6.4.2.2.6. Posed Expression  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed no significant main effect for session (F (1, 642) = 

.819, p = .366, η 2 = .001), but a significant main effect for feedback type (F (1, 642) = 14.805, p = < .001, 

η 2 = .023). There was also no significant interaction between session x feedback type (F (1, 642) =3.732, 

p = .054, η 2 = .000).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed that there was no significant difference between social signal feedback and traditional 

feedback types in the pre-training interview (F (1, 210.101) = 1.735, p = .189, η2 = 0.007, d = 0.163) but 

there was a significant difference observed in the post training interview (F (1, 370.988) = 18.130, p = < 

.001, η2 = 0.046, d = 0.441). Descriptive statistics can be seen in Figure 6.12.  

 

Figure 6.12. Means and Standard errors for 'Dimpler' displays. *significance from pre-post training interview  

 

6.4.2.2.7 Posture  

A 2 way ANOVA (feedback type [social signal feedback vs traditional feedback] vs session [pre-

training interview vs post-training interview]) revealed a no significant main effect for session (F (1, 641) 

= 3.214, p = .073, η 2 = .005) but a significant main effect for feedback type (F (1, 641) = 5.703, p = .017, 

η 2 = .009). There was no significant interaction between session x feedback type (F (1, 641) = .415, p = 

.520, η 2 = .001).  

Follow-up between-group one-way ANOVA using a Welch’s statistic was conducted to investigate 

difference between feedback types in the pretraining interview and the post-training interview. Results 

revealed that there was no significant difference between social signal feedback and traditional 

feedback types in the pre-training interview (F (1, 241.169) = .970, p = .396, η2 = 0.004, d = 0.120) but 
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there was a significant difference observed in the post training interview (F (1, 348.603) = 6.976, p = .009, 

η2 = 0.019, d = 0.276). Descriptive statistics can be seen in Figure 6.13.  

Component 7 - Posture 

 
 PreTraining PostTraining 

Session 

  Control  Experiment   

Figure 6.13. Means and standard errors of 'Posture'  

6.4.3. Trainees’ Thoughts about Feedback Types  

This section presents the themes identified about both feedback groups’ opinions about the method 

of feedback they received. This was collected using qualitative interviews conducted following 

training.   

6.4.3.1. Traditional Feedback Group  

A thematic map is presented in Figure 6.14 which is followed by a descriptive and interview quoted 

evidence.  

  

 

Figure 6.14. Thematic map of themes identified by interviews with those who received traditional 

feedback   

Comprehensible Delivery. Trainees thought feedback was delivered comprehensively in a positive 

way. However, trainees felt that feedback should have been more detailed.  
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“Feedback, I felt – I didn’t feel like it was delivered in a way that made me 

question myself” (P33, female)  

"Feedback was good but it’d probably been more helpful to be more detailed” 

(P29, male)  

Nonverbal Feedback Adjustable. Trainees were able to adjust their nonverbal signals with the 

feedback provided by the journalist.   

“I change the feedback she gave me. Like my hand gestures, projection of voice.” 

(P19, female)  

Detailed Provision of Behaviours Are Memorable. Specific details from interview performance should 

highlighted for trainees to improve. Trainees thought that it is important for the following training 

session.   

“Well it was good because she pointed out some specific points that I was doing 

in the interview and that was very helpful to improve for the future.”  

(P26, female)  

6.4.3.2. Social Signal Feedback Group  

A thematic map is presented in Figure 6.15 which is followed by a descriptive and interview 

quoted evidence.  

 

  

Figure 6.15. Thematic map of themes identified by interviews with those who received social signal feedback  
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Feedback Provision. Two subthemes were identified: consistency of feedback and dual-feedback 

helpful which will all be described.  

Consistency of Feedback. This theme was identified as trainees stated that the consistency of social 

signal feedback was valuable for improvement.   

“I think it was amazing, very fast I mean it takes time to put it but right away 

you can tell me how [I did].” (P21, female)  

Dual-feedback helpful. Trainees stated that receiving both traditional feedback about understanding 

of content as well as social signal feedback was useful for improvement. Trainees thought this was 

useful, as it teased out the specifics of performance by observing the playback of their interview.  

“It was very consistent because you showed me with the technology and also 

the journalist gives good feedback, very impressive, very good points  

mentioned that I had to improve on and also that I did good with [social  

signal] feedback” (P21, female)  

Actionable feedback. This theme was identified as participants expressed the view that the social 

signal feedback was actionable. It was also expressed that any real improvements could only be 

observed over time or later, rather than on the same day. Furthermore, it was expressed that in order 

for feedback to be even more actionable it is beneficial to observe real physiological examples of the 

social signals that were fed back to participants.   

“I definitely thought because the feedback was so specific; I definitely 

knew what I needed to improve. So, it was very actionable to me” (P34, 

female)  

“I think all the things that you mentioned or feedback to me, were things that 

I could change” (P31, female)  

“There has been some improvement I think, as I was aware of things that I 

had to change. This improvement you won’t see needs some time to be 

implemented.” (P39, male)  

“I’d like to know for an example, uh, the range of variability of posture. I would 

like to see an example; a good posture, a bad posture” (P39, male)  

Better Future Performance. Trainees felt that social signal feedback during training would contribute 

to their improvement in future interviews not limited to media interviews.   

“I think it might help me to prepare myself better for the future for my  

presentation skills and interview skills.” (P25, male)  
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“I think I will use this information in even like the training videos of just not necessarily 

do a lot of interviews but can be applied to like presenting”  

(P31, female)  

Good Performance Threshold Useful. Trainees thought the good performance component of the 

summative visualisation method clarified their performance. They also felt that the minimum and 

maximum threshold was a good reference point for behaviour.   

“It was useful to know what makes a good interview and then how well I was 

performing. It was good.” (P31, female)  

Confidence Improvement. Trainees felt the way social signal feedback was presented improved their 

confidence overall.   

“I think I will actually improve more on confidence level” (P25, male)  

“I think it was helpful. The one that is was changing was my confidence level” 

(P28, male)  

6.5. Discussion  

The aim of this study was to investigate whether nonverbal feedback using commercial automated 

affect recognition technology is more effective in improving communication skills in media interview 

training than traditional methods of media interview training. The results obtained are in support of 

H1, H2 and H4. The first hypothesis proposed that there will be significant improvements in 

performance (as measured subjectively) from pre-test to post-test interview in both training conditions 

(main effect of training). The second hypothesis predicted that there will be significant changes in 

observed social signals detected between pre-test and post-test interview in both training conditions 

(main effect of training). Finally, the fourth hypothesis predicted that there will be greater changes in 

social signals detected between pre-test and post-test interview for the experimental condition 

(interaction effect). Subjective ratings of trainee performance and behavioural modifications by 

feedback are discussed considering previous research.   

6.5.1. Subjective Ratings of Performance  

Subjective judgements of communication skills provided by journalist and neutral observers (both 

blind to experimental condition) illustrate a clear improvement in both feedback groups, supporting 

hypothesis 1. According to journalist ratings, using the conversational skills rating scale, participants 

who received social signal feedback improved 25% from pre-test to post-test and those who received 

traditional feedback only improved 15%; however, the interaction effect was not statistically 

significant. Similarly, neutral observers rated the improvement of social signal feedback participants 

at 20%, compared to 15% for standard training, but again, the interaction effect was not statistically 
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significant. The current data set does not provide statistical evidence for hypothesis 3. A larger effect 

size was found for improvements from pre-training to post-training interview for trainees who received 

social signal training (d = 1.064) than for those who received traditional feedback (d = 0.614).  

In contrast to journalist and observer judgements, trainees did not rate themselves as improving from 

pre-test to post-test when measured by means of the conversation skills rating scale. However, when 

participants were asked to score how much they had improved directly, it was found that participants 

who received social signal feedback rated their improvement in skills and confidence as higher post 

training (on average citing ‘considerable improvement’) compared to participants that did not receive 

social signal feedback (on average citing ‘some improvement’ according to the scale labels). This 

provides partial support of hypothesis 3. Research has found that confidence encourages learning 

and improves performance (Costanzo, 1992; Skinner et al., 2013). These results suggest that 

standard training is not enough to provide trainees with the confidence to perform well and has been 

a suggested future work by Liu and colleagues (2007). In sum, these results suggest that social signal 

feedback improve confidence about performance which may be a result of understanding how 

performance improves over time by observing summative feedback (Damian et al., 2015). Previous 

research suggests that communication training increases confidence as well as perception of its 

effectiveness (Fukui, Ogawa, & Fukui, 2010).   

6.5.1.1. Self-report vs Journalist Ratings of Communication Skills  

The results revealed no different in ratings of performance between the journalist and trainee in the 

baseline interview; however, there was a significant difference between the two raters in the 

posttraining interview where journalist rated the trainees significantly better than trainees had rated 

themselves overall. The result obtained did not differ by group conditions suggesting that all trainees 

felt that they had not improved as considerably as the journalist reported. This result is contradictory 

to the skills and confidence ratings obtained at the end of the training day which was significantly 

different between groups where the experiment group had reported significantly higher confidence 

and perceived skill post-training in comparison to the control group. This discrepancy could be 

because of the nature of the questions in the CSRS as they measure communication effectiveness 

whereas the other questionnaire directly measures skill and confidence.  

In general, the use of self-report measures has been questioned because participants often report the 

more socially acceptable answers than being truthful and they may lack the ability to be introspective 

as they are not familiar with this (Rosenman, Tennekoon, & Hill, 2011). As a result of this, researchers 

question the validity of the scores collected using self-report methods (Podsakoff & Organ, 1986). 

Individuals are often asked to rate their own performance and research has found that there is often 

a discrepancy between self-report and those generated by supervisors / employers (Smircich & 

Chesser, 1981). Where employees often make an attempt at providing scores that match up with the 
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supervisors / employer’s perspective (Smircich & Chesser, 1981). However, in contrast it has also 

been found that employees often report a lower score their job performance compared to scores 

gathered by their supervisors (Schoorman & Mayer, 2008). The latter was found in this research for 

the post-training interview.  

6.5.1.2. Ceiling Effects  

A ceiling effect is research is a measurement limitation which is the highest score on a measurement 

instrument. If this score is obtained in the pre-test then it decreases the likelihood that the instrument 

has accurately measured a training effect (Teshima, Xu, Sato, & Sugiyama, 2019). This is often 

observed with questionnaires. Ceiling effects can be described as when the independent variable 

does not have an effect the outcome variable or the independent variable is no longer measurable. 

When a maximum score obtained in the pre-test interview this effect will come into play in the current 

research.   

It is possible that ceiling effects were present where trainees had displayed effective communication 

skills in the pre-training interview; thereby receiving a high score (such as scores 6 – 7 out of 7 for 

communication skills). Receiving a high score does not leave much room for improvement which 

impacts on the results obtained. Considering the relatively small sample size, this could have 

influenced the results. Research suggests that trainees who perform very poor in the pre-training 

interview / baseline are more likely to gain skills from training than those who scored high baseline 

scores (Aspegren, 1999). Future research could control for high scores obtained in the pre-training 

interview by excluding them.  

6.5.2. Social Signals  

A PCA was conducted to reduce and merge similar variables to conduct a multivariate analysis  

(Cheng Li & Wang, 2014). The reason for this was that the total number of variables included in the 

analysis was large and included multiple emotions across communication channels. Additionally, this 

was done to identify whether the signals which were fed back to participants were highlighted in the 

PCA analysis.   

6.5.2.1. Confidence  

The first component extracted by a PCA were derived from vocal emotion / affect analysis and 

included scores for ‘rationality’, ‘stressed’, ‘excited’, ‘energy’, ‘logic’ (loading positively) and 

‘imaginative thinking’, ‘upset’, ‘imagination’ and ‘uncertain’ (loading negatively). These have been 

labelled as confidence based on the included signals.  The results revealed that those who received 

traditional feedback had a significant reduction in confidence from pre-training interview to posttraining 

interview. This finding is partially supportive of hypothesis 4, the control group were not as confident 

as in the pre-training interview. The experiment group did not change in confidence score from pre to 
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post-test resulting a relatively positive outcome compared to the control group. Trainees rated their 

skills and confidence higher in those who received social signal feedback than the control group. This 

finding is similar to what was found in research by Zhao and colleagues (2017).  

6.5.2.2. Disgust  

The second component extracted was disgust. The features included both EMFACS and facial 

expression classifiers (AU) resulting from Affdex expression recognition software. This included 

disgust, jaw drop (AU26 and AU25), upper lip raises (AU10 also shows slight AU25) and nose wrinkle 

(AU9 that also shows AU4 and AU10). Both groups displayed a reduction in disgust from pre-training 

to post-training interview which is partially in support of hypothesis 2. This could be a consequence 

of the AU involved in displays of disgust, which include nose wrinkler, lip corner depressor (AU15) 

and low lip depressor (AU16 with AU25). Jaw drop could have been captured due to its role in the act 

of verbal communication during conversation. Disgust is often confused with fear 

(AU1+AU2+AU4+AU5+AU7+AU20+AU26) (Klieger & Siejak, 1997), while fear could be presented in 

this context, it may be present in micro expressions. There was a reduction which could suggest that 

participants became less fearful of the situation from the pre-training interview to the post-training 

interview. Empirically, disgust has also been confused with anger (AU4+AU5+AU7+AU23) and 

contempt (AU12+AU14) (Calder & Young, 2005). It has been suggested that the confusion resulting 

from facial expression of disgust could be a consequence of culture-specific (Calder & Young, 2005).  

Overall, the expression of disgust is revealing of a negative emotion suggesting that both groups were 

aware of their facial expressions which could be a result of watching videos of their interviews.  

6.5.2.3. Anger / Frowning  

The third component extracted was anger / frowning. The signals included in this component included 

both facial expressions classifiers (AU) and EMFACS captured by Affdex which included brow furrow 

(AU4), lid tighten (AU7), anger and sadness (AU1+AU4+AU15). Both groups had significantly reduced 

displays of frowning in post-training. A follow up analysis revealed that those in the experiment group 

displayed more frowning than the control group in the pre-training interview suggesting scope for 

improvement. Furthermore, trainees that received social signal feedback did not frown as much in the 

post training interview compared to the control groups. Media skills training guides suggest that 

frowning during an interview is negatively perceived by the audience (Taylor, 2010). From this it can 

be implied that social signal feedback helped trainees to improve their social skills in how they are 

perceived which may have been acquired from watching their interviews back for reflection and 

summative feedback that emphasises a threshold of good and bad performance. This was a key 

finding as previous research found no significance for the implementation of thresholds during 

feedback because trainees did not cross the threshold (Damian et al., 2015). However, in this instance 

feedback was not individualised.  
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6.5.2.4. Expression Engagement  

The fourth component extracted using PCA was engagement. The features included are made up 

facial expression classifiers (AU) and EMFACS that include engagement, surprise 

(AU1+AU2+AU5+AU26) and brow raise (AU1). Trainees who received social signal feedback 

displayed more facial expression engagement in the pre-training interview and in the post-training 

interview compared to trainees that received standard feedback training. It suggests that social signal 

feedback provision encouraged trainees to use more facial expressions in their conversations with 

the journalist. Previous research has shown that engagement is required for effective communication 

(Naim et al., 2016; Rana el Kaliouby, Evan Kodra, Pankaj Jha, 2014; World Health Organization, 

2005).   

6.5.2.5. Posed Expressions  

The fifth component extracted was ‘posed expression’. This component was derived from facial 

expression classifiers (AU) captured by Affdex. Included were dimpler (AU14), lip stretcher (AU20), 

lip press (AU24) and lip suck (AU28 and AU26). Those who received traditional training feedback had 

displayed more dimpler expression in the post-training interview. The presentation of dimpler has 

been found to be over exaggerated during posed expressions facial actions (Littlewort, Bartlett, & Lee, 

2008), suggesting that expressions shown in the post-training interview were posed. This may 

signpost boredom or fatigue after training (Taylor, 2015). Similarly, the expression of dimpler is the 

main AU that makes up contempt which is often confused with disgust which was a PCA component. 

This may have been noticed by subjective raters and could be an explanation for the insignificant 

results between groups obtained using subjective ratings of performance.   

6.5.2.6. Posture  

Signals included in the posture component were honest signals resulting from sociometric badges 

detection of the interaction. Signals included were movement and posture. Those who received 

standard training feedback displayed a relaxed posture compared to trainees who received social 

signal feedback in the post-training interview. Research suggests that a relaxed posture is directly 

linked to attitude and signifies boredom or aloofness (Taylor, 2015; Vinciarelli et al., 2009). This could 

imply that those who received traditional feedback may have been bored after training session or that 

they were comfortable enough in the final interview. This is like the finding where those who received 

traditional feedback displayed more posed expressions, suggesting that they were bored. Research 

has also found that a straightened posture is associated with higher cognitive engagement and an 

increase in self-awareness (Kaakinen, Ballenghein, Tissier, & Baccino, 2018; Vinciarelli et al., 2009b), 

similar findings were found in (Muehlhan, Marxen, Landsiedel, Malberg, & Zaunseder, 2014). This 

suggests that trainees in the experiment group were more attentive and engaged after in the post 

training interview. This result is also consistent with results found in the exploratory study that those 
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who were labelled as a poor communicator had displayed a significantly more relaxed posture than 

those who were labelled as effective communicators by three neutral observers and an expert trainer.   

6.5.3 Mapping of Components to Summative Feedback  

Social signals identified in the exploratory stage were fed back to trainees following their interviews, 

based on behaviours captured by the sensors. Detailed feedback given to each trainee was not 

recorded; however, a note was made about common feature feedback. Common feedback presented 

to participants included information about their postures, movements, the volume at which they spoke 

in comparison to the journalist, frowning and smiling. When disgust / surprise / sadness was identified, 

they were told to not use many facial expressions as previous research has shown that this is 

negatively perceived by the audience (Taylor, 2015).   

Feedback given to participants included only the first 30 seconds. However, the PCA analysis included 

the duration of the interview which included smiling and brow furrow. These features were commonly 

fed back to participation. The identification of these features suggests that participants had retained 

the feedback provided during appraisal sessions following mock interviews and could suggest that 

the feedback was effective and no increase in cognitive load was prevalent.   

Signals which were fed back to trainees’ post interview were extracted from the PCA analysis.  The 

facial expressions which were included in the PCA analysis that were also given as feedback to 

trainees included anger, sadness, disgust, surprise and brow furrow. Smiling was recognised as vital 

in the pre-interview lecture which may suggest why it was not selected for inclusion in the PCA 

analysis. These results suggest that the feedback provided to trainees was adopted and an attempt 

was made to utilise this feedback to better their communication skills during interviews.   

The honest signals which were extracted from the PCA analysis included movement (related to 

movement rate), posture (also related to posture activity) and volume. It is possible that movement 

was extracted by the PCA analysis as a result of providing feedback to participants about their 

movement rate during performance appraisal.  This could be because throughout the interview 

participants were conscious of their movement. The same could be explained for the extraction of 

posture where participants were made aware of their posture and recalled this feedback during the 

interview which could explain the inclusion of posture activity in the results. There was no extraction 

of any voice recognition labels which were feedback to trainees that were included in the PCA 

analysis.   

6.5.4. Re-test Timing Limitation  

In this study, pre-test and post-test interviews were conducted on the same day with training 

intervention taking place in between. This procedure was adopted to maximise retention of trainees 

within the University setting of this research as there was a concern that trainees might not return for 

a second testing session later. The study was therefore only able to assess short term gains due to 
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training resulting in habituation (Hoque, Courgeon, & Martin, 2013; Tanaka, Negoro, Iwasaka, & 

Nakamura, 2017). There is some evidence that training effects often play out over a longer time and 

it may therefore be that differential effects of the social signal intervention might be observed if 

participants had been re-tested after more time had elapsed. Interestingly in the qualitative feedback, 

several trainees mentioned that they felt they might see the benefit of their social signal training 

experiences more in the future. This was therefore tested through the follow-up stage (see Chapter  

7).   

6.5.5. Qualitative Interviews  

Themes identified from those who received traditional feedback included comprehensible delivery; 

non-verbal feedback necessity and detailed provision of behaviours are memorable. Overall, 

participants felt that the traditional feedback provided was comprehensible enough for development 

throughout their training session. Trainees in this study requested more information about their 

nonverbal behaviour and felt that it would enhance their performance as these details would help in 

remembering what to consider in behaviour during an interview. Research has found that the details 

surrounding an event helps in remembering (Kensinger, 2009). This finding suggests that 

incorporating trainees’ nonverbal signals could be valuable to improve communication in media skills 

training programme development.  

Themes established for trainees who received social signal feedback included a main theme of 

feedback provision with subthemes including consistency of feedback; dual-feedback beneficial. 

Other themes included were perform better in future; comparison to good performance; actionable 

feedback; and confidence improvement. Identification of these themes suggest several key findings;  

1) that social signal feedback is valuable for boosting trainees’ communication skills as it offers more 

detail; 2) it could have a widespread use for various contexts (i.e. presentations); 3) a combination of 

social signals feedback and video playback are useful for improvement; 4) it is applicable during 

training and improves trainees’ confidence in their communication ability. The latter could be because 

trainees were able to track their progress using the summative feedback method as well as a result 

of the application of the ‘good performance’ threshold. Furthermore, consistent methods of feedback 

throughout training sessions helped trainees identify areas of improvement after repeated exposure 

and facilitated their understanding of their own behaviour in a coherent way. Together, these findings 

suggest that feedback of social signals is more effective than standard feedback alone as it offers 

detailed information that is memorable and, as result, makes it actionable.   

6.6. Conclusion  

The aim of this Chapter was to explore whether technology-enhanced feedback was more effective 

than standard feedback techniques:  
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Is the provision of social signal feedback more effective in enhancing communication skills during a 

person-person discourse compared to standard feedback provision?  

Subjective ratings of performance revealed that the journalist (conversational partner) rated both the 

experiment group and the control group as improving in communication skills. However, a larger effect 

size was found for trainees in the experimental group. Moreover, an objective audience (neutral 

observers) rated that the experiment group and the control group has significantly improved in 

communication skills after training; however, a larger effect size was observed for the experiment 

group. Trainees in the experiment group rated their improvement in confidence more highly than those 

in the control group.   

Social signals data showed a positive training effect for communication skill training in the specific 

case of frowning, with both groups showing a reduction. However, a medium effect size was produced 

for the experiment group (d = 0.496) compared to a small effect size produced for the traditional group 

(d = 0.219). Mixed methods approach used in this study allowed researchers to gain details 

surrounding the provision of social signal feedback using a combination of feedback techniques.  

Together, these results suggest that the social signal feedback group are more effective 

communicators after training, as suggested by interpretation of effect sizes.   

The results of this study highlight key points when implementing a technology enhanced method of 

communication skills training. The use of COTS technology in training is effective and is consistent 

with the literature. It proposes an alternative method to an already practical method, the behavioural 

feedback loop. Rather than providing real-time feedback, which could be distracting, the technique 

used in this study provides a summary of the behaviours displayed and improves self-awareness 

through formative feedback (video playback). This permits discussion of performance with the 

journalist and reflection of behaviour. Even though there were some limitations there were signs of 

habituation due to the differences between the two groups in social signal displays.   

While these results are promising, interaction effects failed to reach significance. Qualitative 

comments on training suggested people thought it might take time for them to internalise and apply 

the feedback given during training. Furthermore, the literature suggests that training gains are often 

observed over time as this allows trainees to reflect of feedback (Aspegren, 1999). Therefore, the 

next chapter reports a follow up study conducted six months after initial training to assess training 

gains.       
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CHAPTER 7. 6 - MONTH FOLLOW-UP EVALUATION OF SOCIAL 

SKILLS TRAINING  

7.1. Introduction  

Findings from Chapter 6 suggest that there was a better improvement in communication skills for 

trainees who were provided with social signal feedback designed in Chapter 4 and 5 compared to 

standard training. Results from subjective ratings reported that both groups improved from pre-training 

interview (baseline skill evaluation) to post-training interviews. However, three neutral observers 

acting as an audience reported that the social signal feedback group had significantly improved in 

communication effectiveness. Additionally, those in the experiment group rated higher confidence and 

better perceived skills post training in comparison to the control group. Social signal feedback group 

and the traditional feedback group displayed improvement in frowning. However, the social signal 

feedback group produced a larger effect size. Maintenance of skills is a constituent of effective training 

so to further assess whether the proposed method was effective, the second part of this chapter 

investigates whether these skills were maintained by participants after 6 months and whether 

differences between training groups are more pronounced at six months.  

Research Question:   

Are there differential training effects for social signal feedback compared to standard feedback 

when tested after 6 months?  

The experimental hypotheses for this research stage are:  

1. Subjective ratings of observed interview performance will be higher for the experiment group 

(automated vs traditional training);  

2. There will be significant differences in social signals between groups (automated vs traditional 

training)  

7.2. Data Collection  

7.2.1. Participants  

Participants who took part in the experiment stage were recalled from the experiment stage using 

participant recruitment posters. Of the 22 participants trained in Chapter 6, a total of 16 participants 

(age ranged from 18 – 55 years old; 13 females and 3 males) were included in this follow-up study.  

Participants included in this study were from Lithuania (2), Belarus (1), Brazil (2), South Africa (1), 

Malaysia (1), Iran (2), Sweden (1), Germany (1), Italy (1), UK (1) and other (2). A total of 14 

participants were non-native English speakers and 2 participants were native English speakers. The 
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roles that participants had within the university included research students (12), research staff (1) and 

taught students (3).  

7.2.2. Materials and Measures  

Subjective Communication Skills Ratings. Briefly, the CSRS was used to assess participants’ 

communication skills performance. Ratings were collected from the participants, the journalist and, 

later, three neutral observers who were able to pause and play back each video serving as an 

independent rater.   

7.2.3. Social Signal Detection  

Non-verbal signals were captured on a PJ500 camera and a Zoom voice recorder. Video recordings 

were trimmed and imported into iMotions for post-processing of facial expressions and voice 

recordings were edited where the journalists voice was excluded resulting in voice analysis only 

including the participants’ voice.    

7.2.4. Experience since Training Questionnaire  

Participants were given a questionnaire to gather information about their experience, confidence and 

the likelihood of accepting an invitation to give an interview. Information was gathered surrounding 

public speaking activities and media interviews. This can be seen in Appendix 7.1. Example questions 

include: ‘How many media interviews did you take part in since training?’, ‘Do you feel capable of 

taking part in media interviews?’ and ‘How likely are you to accept an invitation to take part in media 

interview in as a result of training?’. Participants were also asked about whether they observed any 

changes in communication and to provide details about these changes.   

7.2.5. Procedure  

Once participants had arrived, they were be briefed on the study and the recording equipment, formal 

consent and demographics were collected. Permission was asked if researchers could access 

participants’ data from the previous study and all participants had consented to this. Participants then 

filled in a questionnaire that assesses their experience since initial training.   

Participants then took part in a 7 – 10-minutes media interview with a journalist. After the media 

interview was completed, participants interviews were played back to them and subsequently asked 

to fill in a CSRS to rate their own performance. Their performance was also rated by the journalist 

and later, three neutral observers.   

7.3. Data Analysis  

7.3.1. Subjective Ratings  
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7.3.1.1. Self-report of Communication Skills Rating  

If the assumptions of a one-way analysis are met, it will be conducted to compare whether those who 

received social signal feedback had perceived their communication skills to be more effective than 

those who received traditional feedback group. The independent variable is group (experiment vs 

control group) and the dependent variable is the CSRS molar scores.   

  7.3.1.2. Self-awareness of Communication Skills at Different Training Points  

Self-report ratings gathered in this study were compared to ratings gathered in pre-training interview 

and post-training interviews. This was done to get an understanding of how participants perceived 

their performance pre-training interview (T1), post training interview (T2) and after 6 months (T3). A 

mixed factorial design was conducted where the independent variables are time (T1, T2 and T3) and 

the dependent variables are self-report scores obtained using the molar scores of the CSRS.  

  7.3.1.3. Journalist Communication Skills Ratings of Trainee  

Journalist ratings were used as a conversational partner in this context. The ratings gathered in this 

study (dependent variable) were used to compare communication skills between the control group 

and the experiment group (independent variables).  

  7.3.1.4. Experience since Training Questionnaire  

The responses collected using the experience questionnaire designed for this research stage will be 

used to compare experience since training, perceived capabilities, likelihood of interview acceptance 

and any social signal changes observed since training in the last 6-months. A Mann-Whitney U test 

was conducted to compare experience, capabilities, likelihood of interview acceptance and social 

signal changes (dependent variable) between groups (independent variable).   

7.3.2. Social Signal Data  

Data analysis conducted mimicked that of the previous chapter. Social signal data collected was 

normalised using the min and max values of the dataset using the following formula:  

  

Subsequently, a PCA was conducted as a means of grouping variables together to reduce the number 

of variables included in the analysis (Li & Wang, 2014). The number of components selected were 

based on an observation of the scree plot with a Varimax rotation (Li & Wang, 2014) and were included 

in a multivariate analysis.  
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7.4. Results  

A total of 16 of the 22 trainees were successfully recruited from the experiment stage. The experiment 

group included a total of 8 trainees (6 females, 2 males), age ranged from 18 – 45 years old. A total 

of 7 trainees were non-native English speakers and 1 trainee was a native English speaker. Countries 

that trainees had originated from included Lithuania (1), Brazil (2), South Africa (1), Malaysia (1), Iran 

(1), Germany (1) and Italy (1). Trainee roles within the university included research students (5) taught 

students (2) and research staff (1).   

The control group included a total of 8 participants (7 females and 1 male). Countries that trainees 

were from included Belarus (1), Lithuania (2), Sweden (1), Iran (1), British (1) and preferred not to say 

(1). A total of 7 participants were non-native English speakers and 1 was a native English speaker.  

Trainee roles within the university included research students (7) and a taught student (1).  

7.4.1. Subjective Ratings of Communication Skills  

7.4.1.1. Self-report Communication Skills Rating  

According to a Shapiro-Wilke test the data collected and normalised was normally distributed for the 

traditional feedback group (p = > .05) and for the social signal feedback group (p = > .05) (Shapiro & 

Wilk, 1965). A Levene’s test revealed that the assumption of homogeneity of variance was met (p = 

> .05) (Gastwirth et al., 2009; Lim & Loh, 1996). As a result, a one-way ANOVA revealed that there 

was no significant difference in trainee’s own perception of communication skills in those who had 

received traditional feedback (M = 5.375; SD = .803) and those who had received social signal 

feedback (M = 4.800; SD = 1.031), F (1, 14) = 1.549, p = .23, η2 = .100.  

  7.4.1.2. Self-awareness of Communication Skills at Different Training Points  

A mixed factorial ANOVA for comparison in self-report rating scores collected at the pre-training 

interview (T1), post-training interview (T2) and the follow-up study (T3) sessions by treatment group 

(social signal feedback group vs traditional feedback group). Test of homogeneity of variance was 

met for T1, T2 and T3 (p = > .05) and for normality (p = > .05). Results revealed no significant main 

effect for session (F (2, 28) = .362, p = .700, η2 = .025) and no significant main interaction effect for 

treatment group (F (2, 28) = .633, p = .538, η2 = 0.043).  

7.4.1.3. Journalist Communication Skills Ratings of Trainee  

The assumption of normal distribution was also met for journalist ratings of the traditional feedback 

group (p = > .05) and for the social signal feedback group (p = > .05).  Moreover, the assumption of 

homogeneity of variance was also met (p = > .05). As the normality and variance assumption was 

met a one-way ANOVA revealed that journalist rated participants who had received social signal 
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feedback (M = 6.000, SD = .741) as significantly better communicators than those who had received 

traditional feedback (M = 4.575; SD = 1.452), F (1, 14) = 6.115, p = .027, η2 = 0.304.  

7.4.1.4. Neutral Observer Communication Skills Rating  

The interclass correlation was conducted to assess the amount of rating agreement between the 

trainer and three neutral observers. The average measure intraclass correlation was .972 with a 95% 

confidence interval from .936 to .989 (F (15, 30) = 34.148, p = <.001, η2 = 0.245) which suggests high 

level of agreement of trainee performance.  

The data collected was normally distributed for the traditional feedback group (p = > .05) and for the 

social signal group (p = >.05).  A Levene’s test revealed a significance value of p = > .05 suggesting 

that homogeneity of variance is assumed. This allowed for a one-way ANOVA to be conducted which 

revealed that, on average, neutral observers rated participants who had received social signal 

feedback (M = 6.458; SD = .460) as significantly better communicators than those who had received 

traditional feedback (M = 5.333, SD = 1.419), F (1,14) = 4.553, p = .051, η2 = .245.  

7.4.2. Experience, Awareness, Capabilities and Confidence  

7.4.2.1. Experience since Training  

Those in the social signal feedback did not take part in any media interviews (8), while those who 

received standard media skills training took part took part in none (5), only one (2) and three (1). 

However, this difference was not significantly different, U = 20.00, p =.064.  

Those who received traditional feedback took part in public speaking: none (1), only one (1), two (1), 

three (2) and more than three (3). Those who received social signal feedback took part in public 

speaking: none (4), one (1), two (1), three (1) and more than three (1). However, this difference was 

not significantly different, U = 16.50, p = .094.  

7.4.2.2. Awareness  

Participants were asked to express some key elements that they noticed had changed during the 6- 

months from training. Those in the social signal group reported more awareness during 

communication settings relating to:  

‘Posture’ (P32 and P26, Female)   

‘Rolling of the ‘eyes’ (P20, Female)  

Whereas those in the control group expressed more conversational and capability notes which 

included:  

‘Confidence’ (P32, Female),   
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‘Thinking about something before I say it’ (P27 and P34; Female and Male)   

‘Articulation’ (P33 and P32, Female)  

7.4.2.3. Capabilities  

Capability responses in media interviews (A) and public speaking (B) are presented in Figure 7.1. A 

Mann-Whitney U test was conducted which revealed no significant difference between groups in 

perceived capabilities for media interviews U = 24.00, p = .333 and for public speaking, U = 29.00, p  

= 643.  

 

 
Figure 7.1. Trainees from both feedback groups perceived capabilities of taking part in media interviews (A) 

and public speaking (B)  

7.4.2.4. Confidence  

Participants confidence responses to take part in media interviews (A) and public speaking (B) can 

be seen in Figure 7.2. There was no significant difference in confidence for media interviews, U =  

27.00, p = .559 or for public speaking, U = 26.00, p = .515.  

  

Figure 7.2. Trainees from both feedback group reports for confidence in taking part in media interviews (A) and 

public speaking (B)  
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7.4.2.5. Likelihood of Interview Acceptance  

A frequency graph is presented in Figure 7.3 demonstrating participants responses for acceptance of 

an invitation for media interviews (A) and public speaking (B). There was no difference between 

groups responses for acceptance of invitations for media interviews, U = 28.50, p = .689 or for 

acceptance of invitations to public speaking, U = 20.00, p = .165.  

 

Figure 7.3. Trainees from both feedback group reports for likelihood of interview acceptance of taking 

part in media interviews (A) and public speaking (B)  

7.4.2.6. Changes to Social Signal Since Training  

Reports of any observed changes in performance did not differ between those who received social 

signal feedback (Mean rank = 9.75) and those who received traditional feedback (Mean rank = 7.25), 

U = 22.00, p = .218.  

7.4.3. Social Signal Detection  

Data analysis was conducted in the same way as Chapter 6 for a clearer comparison between the 

two stages. Interviews ranged from 7 - 10 minutes and were averaged at 10 second intervals 

producing 30 trials for each participant. Interviews were longer for the follow-up stage than for the 

follow-up stage to account for potential missing data collected from sensors. The total number of 

cases produced were 480. Data which was not collected by the technology were considered missing 

data. Similarly, variables ‘pitch’, ‘voice mirroring’, ‘voice mirror lag’ and ‘speed of turn-taking’ were 

removed due to too many missing data (Tabacknick & Fidell, 2007). Similarly, ‘content’ and ‘upset’ 

were removed due to the software producing 0 values for these signals, indicating that participants 

were not content nor upset. These variables were produced by NemesyscoLtd. The remaining data (n 

= 387) normalised using the minimum and maximum to the interview [0, 1].   
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7.4.3.1. PCA Results  

Significant Outliers. To reduce the number of outliers and standardise the values produced by 

each software, variables were normalised according to the mean and maximum of each variable. This 

would ensure that there were no significant outliers.   

Sampling Adequacy. The number of valid instances in the analysis are 387 cases and it is 

suggested that a sample size of over 300 is adequate (Field, 2013). Additionally, the Kaiser-Meyer 

Olkin Measure of Sampling Adequacy value is above the suggested 0.5 threshold at a value of 0.595 

suggesting the sample size is adequate for conducting a PCA (Field, 2013).  

Bartlett’s Test of Sphericity.  The Bartlett’s Test of Sphericity tests the null hypothesis that the 

variables are unrelated and therefore suitable for structure detection, the value produced for this 

dataset was p = < .001 which suggests that PCA can be conducted.   

Preliminary Findings of PCA. Upon observation of the preliminary findings of a Varimax rotation, a 

scree plot suggested that a total of 6 components should be extracted which explains a total of 55% 

variance of the dataset. Variables retained in the rotation matrices were above 0.6 (Field, 2013).  

These can be seen in Table 7.1.  

Table 7.1. PCA components including negative values  

Component  Signals  

Disgust  
Upper Lip Raise, disgust, nose wrinkle, lid tighten, jaw drop and mouth 

open  
Excited /Passionate  Lip press, dimpler, extreme emotion, excited, chin raise, and lip stretch  
Eagerness to speak / 

Enthusiasm  
Brow raise, arousal, body movement, posture (-), successful interruptions, 

surprise and unsuccessful interruptions  
Positive Engagement  Smile, joy, intensive thinking, engagement and hesitation (-)  

Anger  Volume, volume consistency (-) and brow furrow  

Stressed  Stressed, energy (-), emotion / cognitive ratio (-) and brain power (-)  

   

7.4.3.2. ANOVA Results  

The number of valid cases for components were n = 387. Additionally, a multivariate analysis was 

conducted which included all the components extracted and produced by the PCA, but homogeneity 

of variance was not assumed, and it has been suggested that if this is the case then univariate analysis 

should be conducted with a stricter alpha level at p = 0.1 (Allen & Bennett, 2007; Tabacknick et al., 

2007). A one-way analysis was conducted where the independent variable is feedback group (social 

signal feedback vs traditional feedback) and the dependent variables were components extracted 

from the PCA.   
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7.4.3.2.1. Disgust  

While ANOVA is considered robust to violations of this assumptions, skewness can impact the data. 

The Shapiro-Wilk test was below p = <.001. When this occurs skewness, value should be > ± 3 or < 

± -3 (Field, 2013). However, when running an ANOVA on PCA variables it has been suggested that 

a value of above 0.6 is acceptable (Fabrigar, Wegener, MacCallum and Strahan, 1999). Skewness 

for component 1, control group is 3.33 and the experiment group is .552. Eyeballing / observation of 

histograms and Q-Q plots were acceptable. Levene’s test of homogeneity of variance was p = .09 

suggesting this component meets this assumption. One-way ANVOA revealed that there was no 

significant difference in displays of disgust between those who had received traditional feedback (M 

= -.066, SD = 1.126) and those who had received social signal feedback (M = .037, SD = .650), F (1, 

384) = 1.154, p = .283, η2 = .003.   

7.4.3.2.2. Excited / Passionate  

While ANOVA is considered robust to violations of the assumption of normality, skewness can impact 

the data. The Shapiro-Wilk test was below p = <.001. When this occurs skewness, value should be > 

± 3 or < ± -3 (Field, 2013). However, when running an ANOVA on PCA variables it has been suggested 

that a value of above .6 is acceptable (Fabrigar, Wegener, MacCallum, & Strahan, 1999). Skewness 

for component 2, control group is 2.17 and the experiment group is 1.376. Eyeballing / observation of 

histograms and Q-Q plots were acceptable. Levene’s test of homogeneity of variance was p = < .001. 

It has been suggested that if this is severe then the alpha level should be adjusted and interpreted as 

significant when below p = .01. Welshes test statistic is reported.  The social signal feedback group 

(M = .207, SD = 1.068) had displayed significantly more excitement / passion than the standard 

feedback group (M = -.180, SD = .901), Welch’s F (1, 352.072) = 14.643, p = <.001, η2 = 0.038  

7.4.3.2.3. Eagerness to speak / Enthusiasm  

Skewness for the control group was -.421 and for the experiment group were .717 which is within 

range. Levene’s test of homogeneity of variance was p = < .001 and the significant alpha level will be 

interpreted as p = .01. Welshes test statistic is reported. The social signal feedback group (M = .468, 

SD = 1.163) were significantly more eager to speak than those who had received traditional feedback  

(M = -.407, SD = .583), Welch’s F (1, 255.069) = 83.628, p = <.001, η2 = 0.191  

7.4.3.2.4. Positive Engagement  

Skewness for the control group was .439 and for the experiment group were .834 which is within 

range. Levene’s test of homogeneity of variance was p = < .001 and the significant alpha level will be 

interpreted as p = .01. Welshes test statistic is reported.  The results revealed that those who has 
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received traditional (M = .220, SD = 1.071) were significantly more thoughtful and happier than those 

who had received social signal (M = - .253, SD = .847), Welch’s F (1, 381. 655) = 23.497, p = <.001, η2 =  

0.056.   

7.4.3.2.5. Anger  

 Skewness for the control group was .015 and for the experiment group were 1.269 which is within 

range. Levene’s test of homogeneity of variance was p = < .001 and the significant alpha level will be 

interpreted as p = .01. Welshes test statistic is reported. The results revealed no significant difference 

between those who had received traditional feedback (M = .006; SD = .567) and those who had 

received social signal (M = -.007; SD = 1.337), Welch’s F (1, 234.332) = .016, p = .898, η2 = 0.000.  

7.4.3.2.6. Stressed  

Skewness for the control group was -.169 and for the experiment group were .287 which is within 

range. Levene’s test of homogeneity of variance was p = .002 and the significant alpha level will be 

interpreted as p = .01. Welshes test statistic is reported. Results showed that the traditional feedback 

group (M = .189, SD = 1.091) were significantly more stressed than those who had received social 

signal (M = -.217, SD = .836), Welch’s F (1, 379.207) = 17.149, p = < .001, η2 = 0.041.  

7.5. Discussion  

A hallmark of effective training is the maintenance of skills after some time. The aim of this chapter 

was to observe if those who had received social signal feedback were more effective communicators 

compared to those who had received traditional feedback in media interview training conducted 

6months prior. The results from this study were consistent with H1 in predicting that those who had 

received social signal feedback were rated as more effective communicators by the trainer and the 

average of three neutral observers. The results were partially also consistent with H2 in predicting 

that those who had received social signal feedback displayed significantly different social signals in 

media interviews compared to those who had received traditional media skills training.   

7.5.1. Subjective Ratings of Performance  

There was no significant difference in self-report ratings of communication performance. However, 

both the trainer and neutral observers rated those that received social signal feedback communicated 

better in interviews. This is an important finding as neutral observers acted as an objective audience. 

This is a more reliable finding than the journalist ratings who had also rated the experiment group as 

more effective communicators which is also a vital finding as there was high agreement among the 

ratings of neutral observers given to trainees which validates the findings.   



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

146  

  

Even though those who had received traditional feedback had substantial practice during the 6 months 

in contrast to the social signal group, the experiment group was rated more effective communicators 

by neutral observers and the journalist. This suggests that the skills gained in the original training 

session were long lasting. In addition to this, the findings suggest that participants had time to reflect 

on their feedback during the 6-months.   

7.5.2. Evaluation of Experience, Capability and Confidence  

The control group took part in more media and public speaking than the experiment group. However, 

the difference was not significant. Although this could be because they had received more invitations 

to take part in interviews, this was not recorded. Future research could account for this.   

The results also revealed no difference in confidence to take part in media interviews and public 

speaking. The result is different to the result produced in the experiment stage as those in the 

experiment group had reported higher confidence after the post-training interview. As those in the 

control group had taken part in more media interviews than the experiment group this could have 

improved their confidence to take part in interviews resulting in better confidence due to practice of 

skills.  

7.5.3. Social Signal Display  

7.5.3.1. Disgust  

Only facial expressions were included in this component and the AU included were upper lip raise 

(AU5), disgust, nose wrinkle (AU9, AU4 and AU10), lid tighten (AU7), jaw drop (AU26 and AU25) and 

mouth open (AU27). Results revealed that there was no difference between groups in displays of 

disgust. Those in the social signal feedback displayed less disgust; however, this was not significant. 

This is not consistent with either H1 or H2 hypotheses. Interestingly, this result was also found in the 

exploratory study suggesting the presence of ‘disgust’ is prevalent in media interviews. However, this 

could be a false positive due to the software. As mentioned previously, disgust is often confused with 

fear (Klieger & Siejak, 1997), anger or contempt (Calder & Young, 2005).  

7.5.3.2. Excited / Passionate  

The signals included in this component were both facial expression and voice affect: lip press (AU 

24), dimpler (AU 14), extreme emotion (voice affect), excited (voice affect), chin raise (AU 17) and lip 

stretcher (AU 20). Results revealed that those who had received social signal feedback displayed 

significantly more excitement / passion. This is consistent with H1 and H2. Passion has been found 

to be a compelling feature in public speaking (Whitmarsh & O’Niell, 2010), media interviews (Taylor, 

2015) and entrepreneurial pitches (Lucas, Kerrick, Haugen, & Crider, 2016). Research has also found 
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that passion is associated with confidence (Hackman & Craig, 2009) which was identified in the first 

exploratory stage (Chapter 4) as somewhat better in the experiment group than those who received 

traditional feedback during training.   

7.5.3.3. Eagerness to Speak / Enthusiasm  

The signals included in the component labelled ‘eagerness to speak’ included facial expression, 

honest signals and vocal affect: brow raise, arousal, body movement, relaxed posture, successful 

interruptions, surprise and unsuccessful interruptions. The results were consistent with H1 and H2 

and revealed that those who had received social signal feedback were significantly more eager to 

speak. ‘Eagerness to speak’ or enthusiasm in interviews is similar to ‘passionate’ in that it is the 

expression of interest. If an interviewee seems eager to talk about their research, it may be positively 

perceived by the receivers of the information. This is the case in job interview (Cuddy, Wilmuth, Yap, 

& Carney, 2015) and teaching (Thomson, Turner, & Nietfeld, 2012) and, in this instance, can be 

extended to media interviews.   

7.5.3.4. Positive Engagement  

The signals included in this component included those from facial expression and vocal affect 

detection: smile, joy, intensive thinking (vocal affect) engagement (facial expression) and less 

hesitation (vocal affect). A between-subjects ANOVA revealed that those who had received traditional 

/ standard media skills training were significantly more thoughtful and happier than those who received 

social signal feedback. This is consistent with H2 in that there was a significant difference between 

the two groups but not higher for the experiment group (H1). Engagement was also captured during 

the first stage of evaluation; however, the addition of ‘smiling’ was included, hence the ‘positive’ 

engagement label. This is an important finding as this validates the training that the control group 

received as a good comparison measure.  

7.5.3.5. Anger   

The signals included in this analysis include facial expression and honest signals: volume, less volume 

consistency and brow furrow. The results found in this stage were neither consistent with H1 or H2 as 

there was no significant difference in displays of anger between groups. This could be because it may 

be possible that trainees in both groups had reflected on their performance after 6months. It is also 

possible that each group had more practice during the 6-months following training. In the first 

evaluation stage, those who received social signal feedback had exhibited significantly less anger / 

frowning during interviews. Again, the experience that the control group gained during the 6month 

gap between studies could be an explanation for this result.   
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7.5.3.6. Stressed  

The social signals included in this component included only vocal affect detection: stressed, less 

energy, less emotion / cognitive ratio (logic) and less brain power. The results obtained were 

consistent with H1 and H2 which showed that those who received social signal training were 

significantly less stressed during interview. Stress has been found to be one of the biggest barriers to 

successful communication as this affects your use of nonverbal signals as a result of losing control of 

your emotions (Keeley-Dyreson, Bailey, & Burgoon, 1991).   

7.6. Conclusion  

The aim of this chapter was to investigate whether the skills obtained in the first training session 

(Chapter 6) was maintained after 6-months:  

Are there differential training effects for social signal feedback compared to standard feedback 

when tested after 6 months?  

The results suggest that providing social signal feedback during media interview training with the use 

of a comparison of ‘good performance’ was effective in skill maintenance after 6-months. This can be 

inferred because the social signal feedback group displayed better signals during interviews that are 

rated as important for media interviews in media training guides. This result was demonstrated over 

and above the control group even though that group had been exposed to more instances to practice 

the skills from the standard feedback framework. This positive result was further confirmed by the 

audience rating the experiment group as more effective communicators than the traditional feedback 

group. Together, these results suggest that social signal feedback is more effective than standard 

media skills training and could be a valuable addition in training interventions.    
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CHAPTER 8. LIMITATIONS AND FUTURE RESEARCH  

8.1. Introduction  

The results of this PhD research suggest provisional support for the value of social skills training using 

automated technology. This research also suggests that social skills training was effective in the long-

term as suggestive from the results obtained from chapter 7. However, while the results suggest 

differences between the two groups (see chapter 6, section 6.4 and chapter 7, section 7.4), there are 

some limitations to take into consideration which suggest that the results should be interpreted with 

caution. This chapter discusses the limitations of this research and recommends future research in 

this domain.   

8.2. Sample Size   

8.2.1. Exploratory Stage  

The sample size was small (n =17), particularly for the methods of data analysis. An increase in sample 

size in future work would be helpful to test the reliability of the findings described. In addition to this, a 

larger sample size would enable the investigation of gender differences and to assess whether there 

are any cultural differences in performance. Another implication of the results found are that the 

dataset was unbalanced and did not contain an equal number of poor and effective communicators. 

However, this was accounted for by conducting a bootstrapping analysis of the data with 100 iterations. 

This issue imbalance was accounted for by conducting a bootstrapping analysis of the data with 100 

iterations. Real data should, wherever possible, be utilised in an analysis as this is more representative 

of the real world than bootstrapping with a small sample size, since bootstrapping will underestimate 

the variability in the data sample. As such, the strength of this finding is questionable with respect to 

its generalisability to a larger population. 

To address this further, a post hoc analysis that included all the data was conducted and is reported 

in Appendix 4.2, this supported the relevance of a number of signals subsequently used in feedback.  

Additionally, the sample was all early career researchers. This research could have included highly 

trained / exceptionally good communications in scope of this study to potentially get more 

differentiation between good and poor communication skills. This would have made the data more 

ecologically valid for training a wider audience. 

8.2.2. Design Stage  

This stage could include a larger sample size (n = 5). While this was the suggested sample size for 

usability studies, it would have been interesting to include more interviews and ratings. However, it is 

important to note that the findings of the interview results from the design stage concurred with those 
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of the interviews conducted following the experimental evaluation. This suggests the results of the 

design stage collected with the small sample size suggested by Virzi (1992). However, a small sample 

size of only five should be interpreted with caution and it may be that the finding will be limited to the 

sample recruited in this user study 

8.2.3. Experiment Stage  

It is noted that the experiment study also includes a small sample size (n = 22). Although, this was 

supported by power calculations to demonstrate a training effect. It may have been better to use a 

Cohen’s D effect size to undertake the power calculation rather than a nonparametric effect size. 

Given the approach taken, the sample size produced by the power calculation is open to question. 

However, some trainees showed a high degree of communication skill in their pre-test interviews (e.g. 

scores of 6 or 7 out of 7 for skill), which may have introduced ceiling effects into the study which did 

not have much scope for improvement, reducing the chances of demonstrating significant differences 

between conditions. Research has found that trainees with the lowest pre-course scores gain the 

most from communication skills training (Aspegren, 1999). It is therefore recommended that further 

studies are conducted to increase the sample size for this work to provide a stronger test of the 

interaction effect. Screening could also be introduced to select only those with clear scope to improve 

their communication skills.   

Additionally, there may have been a possibility of type II errors as a result of using lower values of an 

alpha value in this study. A type II error is committed when researchers incorrectly accept the null 

hypothesis. However, this was suggested by Allen and Bennet (2007) as a method of accounting for 

violations of homogeneity of variance. As a result, there may be effects that were not found. 

8.2.4. Follow-up Stage  

The sample size included for this analysis was also small (n = 16). However, the number of cases 

included for the analysis (ten second intervals) was enough for analysis (see section 6.3.2.3). It would 

have been more representative of the larger population to include a larger sample size from the initial 

pool of participants which would in turn increase the return of participants in this stage (Prajapati et 

al., 2010). Claims made from the follow-up stage should be interpreted with caution, as the strength 

of these claims are reliant on the results from a small sample size limiting their confidence in them in 

terms of their generalisability. 

8.3. Affective Feedback   

The feedback design used in this study was based on the summative and formative method also used 

in (Damian, et al., 2015). A possible limitation for the emotional and social signals feedback design is 

that the data used to characterise ‘good’ performance was taken from a sample of early career 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

151  

  

trainees, so while the findings are representative of good performance within this cohort, there may 

be better exemplars on which to base the feedback method. Thus, future work could aim to collect 

emotional and social signals data from expert communicators and use this to formulate relevant 

feedback displays. It is also possible that the sandwich feedback method used in this study, might not 

have been the most beneficial as the negative behaviour that is observed in the interview is diluted. 

In a sense, this method detracts the reinforcement value of the positive comments and diminishes the 

corrective value of punishing consequences. An alternative to this method is to deliver it in a 

straightforward manner (Gigante, Dell, & Sharkey, 2011).  

An understanding of communication skills training was obtained from the baseline to the post-training 

interview in the experiment study (section 6.4). However, an understanding of how skills had 

developed throughout the training was not assessed. To decouple the effects of training it would have 

been interesting to obtain neutral observer and trainer ratings to understand the skills gained 

throughout the training session.   

Another limitation of this research is that the method of feedback provided in this research does not 

allow for testing whether you are required to provide feedback on all social signals or not. Future 

research could vary feedback modalities based on voice only, face only, face and voice only and so 

on.   

The positive opinions gained from participants about the feedback obtained could have been a result 

of the novelty of the feedback. It would have been interesting to compare this to an additional 

technology enhanced method of training to more effectively evaluate the framework proposed in this 

thesis.   

8.3.1. Hand Movements  

Detection of gestures was collected from the non-dominant hand which may not be a true 

representation of hand gestures. However, it was important to obtain hand gestures in this manner so 

as not to compromise the quality of the physiological recordings as too much movement can impact 

the quality of the data recorded. Systems cannot recognise the difference between iconic gestures, 

emphasis gestures or waving hands without purpose or posed movements compared to a mistake. 

This issue can be seen in other hand gesture technology (Schneider et al., 2015). Future research 

could explore the use of non-contact detection of gestures to avoid this issue such as Microsoft Kinect 

which would have captured gestures in combination with other body movements. The results obtained 

from the Shimmer device only suggest hand movements and can therefore only be interpreted as 

movements. 

8.3.2. Multichannel Communication  
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While this study included multiple emotional and social signals channels, the analysis reported here 

focusses on the data from each off-the-shelf technology separately. This allows combinations of 

signals to be examined, but only within the context of the signals detected by each tool. There is 

emerging evidence of the added value of combining signals across multiple modalities to improved 

classification accuracy (e.g. Turk, 2014; Pantic et al., 2005). The approach described in this paper 

facilitates understanding of the value and the insights that can be gained from each tool separately 

and as such is most relevant to providing feedback to interviewees, since they would need to know 

which signals from each tool to focus on improving performance. However, for potential applications 

where the focus is more on general classification of good and poor media performance, there could 

be value from an analysis which combines all signals, and future work could address this.    

8.3.3. Cross Interview Evaluation 

A possible limitation for this research is that the first 30 seconds were evaluated only in the exploratory 

study. Details surrounding trainee’s communication performance could have improved or worsened 

over the course of the interview which was not included in this analysis. This could have affected the 

social signals captured for feedback in the experiment stage. 

However, research has shown that judgements or impressions of performance are decided in the first 

stages of the observation and performance throughout the remainder of the interview are treated as 

confirmation of initial judgements made (Decoster, 2004; Sullivan, 2018). Future research could 

investigate the whole interaction instead of the first 30 seconds to draw out social signals to be fed 

back during social skills training. 

8.4. Research Setting  

8.4.1. User Population  

The study looked only at one population composed of early career researchers within a university 

setting. While to some extent this population will be representative of the kind of professional role 

where employees may be called upon to engage in media interviews, it would be interesting to confirm 

the findings for trainees in other organisation types. In addition, none of the trainees were expert at 

media skills which could have restricted the range of performance. It would be interesting in future 

work to include expert as well as novice participants. However, the findings are relevant for the training 

context where trainees are usually not already experts and the findings are not generalisable beyond 

this context. Participants also received different questions from one another given their own research 

background. While this increased the ecological validity of the study, it reduced the degree of 

experimenter control over stimuli and may have led to differences in difficulty and/or emotional impact 

across different participants. Future work could potentially look to explore the use of more 

standardised question sets.    
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8.4.2. Study setting  

It was necessary to use several different rooms to collect the data reported across the study in both 

the exploratory and experiment stage. While the researcher was careful to ensure that the room did 

not co-vary with condition (so as not to confound the results), the different lighting conditions could 

have influenced the detection of social signals that may have caused variation amongst participants’ 

performance. In the real world the equipment will need to be robust to different conditions and it may 

be useful for future work to explore this issue directly through examining environmental effects.   

Several trainees mentioned that they felt they would be able to use what they had gained from the 

social signal training intervention in other communication settings, for example delivering a 

presentation. It would be interesting to explore in future work whether transfer effects can be observed 

to other communication tasks.    

8.4.3 Journalist  

In this research the trainee and the trainer were not matched by culture. Researchers were unable to 

investigate this due to resource limitations. Different trainers / journalists across studies could have 

produced an array of different results. Whereas a single journalist / trainer would have produced 

ratings which are consistent across all studies. Future research could investigate whether matching 

the culture of the trainer with the culture of the trainee.   

A limitation regarding this research is that the journalists recruited to conduct interviews in the 

experiment stage (Chapter 6) and the follow-up stage (Chapter 7) were not as skilled as those in the 

exploratory stage (Chapter 4). For consistency, future research could ensure that the same journalists 

are recruited are the same throughout the research stages. This would control for any extraneous 

variables associated with cultural, personality and skilled differences.   

8.5. Summary of Recommended Research Based on Limitations  

The present study was deliberately exploratory in nature as a necessary first step to validate the extent 

to which theories of emotion and social signals can be applied to training in communication skills 

(Chapter 4). The study looked only at one population composed of early career researchers within a 

university setting. While to some extent this population is representative of the kind of professional 

role where employees may be called upon to engage in media interviews, it would be interesting to 

confirm the findings for trainees in other organisation types.   

In addition, none of the trainees were expert at media skills which could have restricted the range of 

performance. It would be interesting in future work to include expert as well as novice participants. 

However, the findings are relevant for the training context investigated in this research.   
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This research only investigated one population which was composed of early career and staff 

researchers within a university setting. Even though this population may be representative of a 

professional role, it would be interesting to confirm these findings with trainees in other types of 

organisations.   

8.6. Future Research in Social Signal Processing Research  

Future research could investigate whether the social signal feedback method of training can improve 

communication skills in the real world as research has found that there are clear differences between 

a controlled environment (lab setting) and in the wild where there is no control over extraneous 

variables  (Dupré et al., 2018; Gunes et al., 2008). This would further validate the proposed training 

framework.   

It would be interesting to investigate gender and cultural differences. Even though these were 

accounted for in the experiment by grouping participants together by gender, first language and 

experience, it would be interesting to explicitly investigate differences. Previous research has found 

that there is a difference in communication style observed in gender and culture (Gifford, 2012) and 

this is yet to be investigated in a media interview situation.   

Future research could investigate whether real-time feedback would be more effective in improving 

communication skills in comparison to the summative and formative method presented in this 

research. While it has been shown that real-time feedback can be distracting, it would be interesting 

to include haptic feedback in the form of vibration as this has shown to be less distracting (Schneider 

et al., 2015). In addition to this, a post-summary feedback could also be generated which could include 

number of live feedback prompts, how long they performed well for and how long it took participants 

to adjust their behaviour as these are also suggestive of learning (Ali & Hoque, 2017). This is 

something which could be implemented in a person-agent interaction as this is not possible in a face-

face interaction.   

To eliminate the novelty of training that produces positive results during opinion gathering by 

participants, it would be interesting to implement this social signal training framework for a media skills 

training situation with a virtual conversational training avatar that provides real-time feedback. To 

avoid the novelty of this type of training technique, it could be interesting to compare this training 

technique with the previously proposed future research that includes real-time haptic feedback and 

compare both these training methods to a standard media skills training method as described in this 

thesis. Eye contact could also be captured as this channel of communication has been found to be 

important for effective conversation (Lapidot-Lefler & Barak, 2012). Additionally, trainees’ 

performance would be evaluated by several neutral observers after training to assess their 

improvement. Researchers could recruit researchers in their first year with no previous experience in 
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public speaking with a possible conference coming up. This would be beneficial as there would be a 

need for training.   

Future work could improve this training by implementing a longer timeframe between practice 

interviews, excluding trainees that initially displayed good levels of communication skills performance 

and providing a concrete behavioural threshold for what is classified as a ‘good performance’.   

Future experiments could decouple the effects of this automated feedback to gain new knowledge 

surrounding feedback generation beyond the scope of communication skills training. In other words, 

future research should better understand the development of the communication skills obtained to 

decide on a sufficient amount of training using the developed method of training.  Furthermore, 

research has only considered the context of media skills, future work could look at other contexts 

where communication skills are important, e.g. medical training, negotiation skills training and 

teaching.  

Furthermore, future research could conduct an experimental investigation of whether the bar chart is 

more effective to feedback specific signals than others.  

This chapter considered limitations of the current research suggesting that the results and 

interpretation of the data should be treated with caution. The next chapter provides an overall 

conclusion for the research.   
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CHAPTER 9. CONCLUSION   

9.1. Introduction  

The aim of this PhD thesis was to explore whether training augmented with social skills detection 

could improve the impact of communication skills training. It included four research stages each with 

an aim to design an appropriate feedback that will allow trainees to benefit from a potential faster 

method of training that is more objective. 

9.2. Research Questions  

The research questions which this research attempted to address were:  

1) Can recently developed automated technology be used to evaluate communication 

effectiveness?   

2) Can this be used to provide feedback that helps people improve their communication?  

Findings from the research stages positively addresses both research questions posed for this 

research; thereby suggesting that the use of commercial technology can be used to evaluate training 

effectiveness and could potentially be used to provide feedback that helps trainees improve their 

communication skills. However, there were a few concerns discussed in Chapter 8 which raised 

issues in relation to the impact of these findings and how they should be interpreted. 

Table 9.1 demonstrates the different signals which were noted as important for media interviews with 

a small sample size. As the sample size were small, the literature was consulted to validate the signals 

captured in stage 1 and stages 3 and 4. Furthermore, the signals labelled in stages 3 and 4 were not 

validated but only noted based on the signals in each of the PCA components. 

Table 9.1. Evidence for signals identified for media interviews  

Stage  Common Social Signals 

Identified  
Social Signal 

Change  
Literature Evidence  

1  

Hesitation  

--  

(Skinner, et al., 2013)  

Extreme emotion  (Morgan, 2008)  

Posture  (Pentland & Heibeck, 2010)  

Movement rate / activity  (Gross & Levenson, 1997; Taylor, 2015)  

Smile  (Morgan, 2008; Taylor, 2015)  

Smirk  (Taylor, 2015)  

Sadness  (Morgan, 2008; Taylor, 2015)  

Joy  (Morgan, 2008; Taylor, 2015)  

Fear   (Morgan, 2008; Taylor, 2015)  

Contempt  (Morgan, 2008; Taylor, 2015)  

Brow furrow  (Morgan, 2008; Taylor, 2015)  
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3  

• Confidence  
• Disgust  
• Frowning  
• Eagerness  
• Expression engagement  
• Dimpler  
• Posture  

Frowning   (Taylor, 2015)  

4  

• Disgust  
• Excited / passionate  
• Eagerness to speak  
• Positive Engagement  
• Anger  
• Stressed  

More excitement  (Taylor, 2015; Whitmarsh & O’Niell, 2010)  

More eager to 

speak  
(Cuddy et al., 2015)  

Less stressed  (Keeley-Dyreson et al., 1991)  

The aim of the second stage (Chapter 5) was to develop a method of visualising the social signal 

feedback. Based on mixed methods, this study suggested that trainees favoured colours, a 

comparison element or threshold for good and bad performances, a video playback for reflection and 

consistency in visualisation across communication channels (see section 5.6). However, future 

research could include a larger sample size and potentially include a real-time feedback option to 

evaluate both methods of providing feedback. These results are limited to the pool of participants 

recruited and it is questionable how generalisable these results are. 

The aim of the third stage (Chapter 6) was to evaluate the training framework developed by comparing 

it to standard media skills training. Trainees’ performance ratings suggested that the experiment group 

substantially improved in performance over the standard training method. However, this was based 

on a small sample size and the signals fed back to participants were based on a small sample size. 

Even though the signals were validated by searching the literature, they should still be interpreted 

with caution as they may not be specific to media skills training in this context. 

Furthermore, an objective audience had also rated the social signal group as improving from pre-

training to post-training whereas this was not the case for the standard feedback group. The results 

suggest that the social signal group had revealed more confidence in their signal displays (section 

6.4.2.2.1), frowned less (section 6.4.2.2.3) and had a more natural facial expression after training 

(section 6.4.2.2.6). The results also suggested that the social signal feedback group also showed 

higher ratings of confidence post-training compared to the standard feedback group (section 

6.4.2.2.1). However, the component labels were not validated and are therefore open to question. 

Interview data suggest that trainees rated the method of enhanced training as potentially enhancing 

their future performances, they felt that the good vs bad performance threshold as helpful to change 

their cues in subsequent practice interviews, the consistency of feedback was important, and they felt 

that dual feedback of the post-summary feedback combined with video playback was effective for 

improvement (section 6.4.3.1 and 6.4.3.2). Even though there were signs of habituation, the results 

are consistent with previous literature on self-reflection and improved awareness in communication 
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and conversation performance. Future research could enhance this training method by staggering out 

the practice interviews over a few weeks which will encourage more reflection about feedback.   

After 6-months, subjective ratings obtained by the trainer and neutral observers suggest that trainees 

who had received social signal feedback were rated as better communicators by a journalist who was 

blind to their assigned feedback method and an objective audience (section 7.4.1). However, these 

results are based on a small sample size and should therefore be interpreted with caution. 

In addition to this, the social signal training group had displayed more eagerness to talk and passion 

during their interview (section 7.4.3). In contrast, the results suggest that the standard training 

feedback had exhibited more positive engagement during interviews (section 7.4.3.2.4), this could 

have been a result of either the method of training demonstrating a good comparison of training 

methods as it was also effective in training or it could be because these trainees had been exposed 

to multiple public speaking and media interviews in the 6-months since training. Furthermore, the 

social signal labels of the PCA analysis were not validated and could suggest another feature. Future 

work should evaluate skill development at 3 months to get a better understanding of how skills 

develop.  

Findings from all research stages positively addresses both research questions posed for this 

research; thereby suggesting that the use of commercial technology could be used to evaluate training 

effectiveness and could be used to provide feedback that helps trainees improve their communication 

skills. However, the results should be interpreted with caution. 

9.3. Research Contributions  

Overall, the contributions which were made for this research in Chapter 1 could be applied to practice 

and academic domains. Each sub-section addresses each contribution in academic and practice 

domains.  

9.3.1. Empirical Contributions (Academic)  

There is an improved understanding of how signals are detected by current COTS which map onto 

human judgements of communication skills  

This was identified in Chapter 4 as the signals identified were matched with good and bad media 

interview performance labels as gathered by a weighted average of communication skill scores ratings 

collected by neutral observers and the trainer (section 4.2.5.2). The accuracies obtained were above 

chance and were high in the preliminary data (section 4.4.2) as well as a larger sample size (section 

4.4.3).   

An understanding of the short and longer-term impacts of training augmentation by social skills 

feedback  
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The short-term effects of training are observed in Chapter 6 as results suggest that neutral observer 

ratings had rated the social signal group and the control group as improving in communication skills 

from pre-training interview and the post training interview (section 6.4.1). The effect size was larger 

for those who received social signal feedback (section 6.4.1). The long-term impact of training 

augmentation by social skills feedback are detailed in Chapter 7. The results from Chapter 7 

suggested that trainees who received social signal feedback were more effective communicators, as 

rated by neutral observers and journalist ratings (section 7.4.2). Furthermore, the social signal group 

could have displayed more positive signals during interviews as a result of social signal data obtained 

(section 7.4.3) 

Understanding the potential effectiveness of social skills training interventions through experimental 

evaluation  

The automated detection of social signals was identified as potentially effective using experimental 

methods (Chapter 7). The training intervention was compared to traditional methods of providing 

feedback at two different time points. This comparison resulted in identifying that augmenting training 

using automated recognition systems as a potential alternative to traditional methods of training when 

both groups have been exposed to the same training methods.   

Automated detection and feedback of social signals in media interviews in this PhD research suggests 

improved communication effectiveness in the experiment stage (Chapter 6). It also suggests how a 

conversational partner (journalist) and an acting audience rate the interviewee (Chapter 7). 

Experimental methods in this instance enabled the researcher to control variables (gender, language 

and baseline scores).   

9.3.2. Methodological Contribution (Academic and Practical)  

A different approach to analysing data  

This PhD research has suggested that rather than annotating video and audio files (which is time 

consuming and does not scale with large datasets) and using bespoke developed systems that use 

of commercial automated systems which produce prompt results and proof of concept for capturing 

signals in a media interview context could be useful (Chapter 5). 

9.3.3. Artefact Contributions (Practical and Academic)  

User-centred development of a training intervention based on detection of social signals through 

COTS.   

This PhD research developed a method that could provide social signal training using COTS 

technology. The feedback provided to trainees / interviewees were based on the COTS data outputs. 

Feedback was produced in the form of a bar chart style template which contained threshold for 
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effective communication. This threshold was defined by the data collected in the exploratory stage 

(Chapter 4). In other words, this threshold could be described as a comparison to good performance. 

Feedback provided to trainees / interviewers were selected based on the signal that required the most 

improvement.   

9.3.4. Practical Contributions   

To make recommendations for training practice  

The results from this research suggest that augmenting communication skills training using automated 

recognition technology is possible. However, this method of training has its limitations of data 

collection that future research should be aware of; missing data, selective feedback so as not to 

increase cognitive load, training and practice interviews should be spread over a few days to enable 

trainees to absorb the feedback provided.   

9.4. Summary  

This research suggests that hybrid systems that combine the strengths of human judgements and 

computer feedback and can outperform either alone. The social signal training framework proposed 

in this thesis may encompass some of these strengths where feedback is more powerful than when 

generated from a machine or a human alone. However, a larger data set is needed to confidently 

state this which will allow for a more accurate account for frame-frame feedback to make every second 

count in media interviews as they are generally short in duration. As a result, humans alone could not 

evaluate communication skills, and neither could computers alone. The results from this research 

should be interpreted with caution owing to a number of considerations, noted throughout chapter 8 

and 9. Therefore, this research proposes a possible solution to the barriers faced in communication 

skills training by companies in the UK to reduce the costs of training, improve the delivery of training, 

reduce the duration of training and improve access to training.  
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Postgraduate  
Event  

2  
Human Emotion  

Recognition Ethics  
Workshop  

Helen Dudfield  Symposium: Workshop  Funder Event  

2  

User Centre Design of Social 
Signals Feedback for 
Communication Skills  

Training  

Monica Pereira  
Federico Colecchia Kate 

Hone  

Conference:  
Affective Computing  

Workshop  

  
(Double Blind Peer 

Reviewed Conference)  

Proceedings of  
32nd British HCI  

Annual  
Conference,  

Belfast, 2018  

2  

Media Skills Training  
Intervention Based on  

Automated Recognition of  
Human Emotion and Nonverbal 

Behaviour  

Monica Pereira  

Conference:  

  
Doctoral Consortium  

  
(Double Blind Peer 

Reviewed Conference)  

Proceedings of  
32nd British HCI  

Annual  
Conference,  

Belfast, 2018  

  

3  

Communication Skills  
Training Intervention  
Based on Automated  

Recognition of Human  
Emotion and Nonverbal 

Behaviour  

Monica Pereira and Kate Hone  

Computer Science  
Brunel PhD Symposium:  

  
Award for best  

Extended Abstract  
And   

Best PhD overall  

Brunel  
Postgraduate  

Event  

3  

Prediction of Culture  
Based on Automated  

Detection of Multimodal Social 

Signals  

Monica Pereira and Kate Hone  

Computer Science  
Brunel PhD Symposium:  

  
Poster  

Brunel  
Postgraduate  

Event  

3  

Communication Skills  
Training Intervention  
Based on Automated  

Recognition of Human  
Emotion and Nonverbal 

Behaviour  

Monica Pereira and Kate Hone  

Conference:  
Poster  

  
Award for best poster in 

college  

Brunel  
Postgraduate  

Event  

3  

Communication Skills  
Training Intervention  
Based on Automated  

Recognition of Human  
Emotion and Nonverbal 

Behaviour  

Monica Pereira and Kate Hone  

Conference: Poster  
  

Award for best PhD 

research and 

presentation  

British Computer 

Society  

3  

Detection of Social  
Signals During  

Communication in Media  
Skills Training using  

Commercial Automatic  
Emotion Recognition 

Systems  
Monica Pereira, Hongying Meng 

and Kate Hone  

Peer-reviewed Journal:  
Computers in Human 

Behaviour  Review  
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Appendix 2  

Appendix 2.1. AU Descriptions and Associated Facial Muscles  

Action Units Descriptions and Facial Muscles 

Action 

Unit  
Description  Facial Muscle  

1  Inner Brow Raiser  Frontalis Pars Medialis  
2  Outer Brow Raiser  Frontalis, Pars Lateralis  
4  Brow Lowerer  Depressor Glabellae, Depressor Supercilli,  

Currugataor  

5  Upper Lid Raiser  Levator Palpebrae Superioris  
6  Cheek Raiser  Orbicularis Oculi, Pars Orbitalis  

7  Lid Tightener  Orbicularis Oculi, Pars Palpebralis  

9  Nose Wrinkler  Levator Labii Superioris Alaquae Nasi  

10  Upper Lip Raiser  Levator Labii Superioris Caput Infraorbitalis  

11  Nosolabial Deepender  Zygomatic Minor  
12  Lip Corner Puller  Zygomatic Major  
13  Cheek Puffer  Levator Angulioris (Caninus)  
14  Dimpler  Bucccinator  
15  Lip Corner Depressor  Depressor Anguli Oris (Triangularis)  

16  Lower Lip Depressor  Depressor Labii Inferioris  
17  Chin Raiser  Mentalis  
18  Lip Puckerer  Incisivii Labii Superioris and Incisivii Labii  

Inferioris  
20  Lip Stretcher  Risorius  

22 (with 

AU25)  
Lip Funneler  Orbicularis Oris  

23  Lid Tightener  Orbicularis Oris  
24  Lip Pressor  Orbicularis Oris  
25  Lips Part  Depressor Labii, Relationof Mentalis (AU17),  

Orbicularis Oris  

26  
Jaw Drop  Massetter; Temporal and Internal Pterygoid  

Relaxed  
27  Mouth Stretch  Pterygoid, Digastric  

28 (with 

AU26)  
Lip Suck  Orbicularis Oris  

41  Lid Droop  Relation of Flevator Palpebrae Superioris  

42  Slit  Orbicularis Oculi  
43  Eyes Closed  Relation of Levator Palpebrae Superioris  

44  Squint  Orbicularis Oculi, Pars Palpebralis  

45  Blink  
Relation of Levator Palpebrae and  

Contraction of Orbicularis Oculi, Pars 

Palpebralis.   

46  Wink  Levator Palpebrae Superioris; Orbicularis 

Oculi, Pars Palpebralis  
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Facial Expression and their corresponding action units  

Emotion  Action Units  Description  

Joy  6 + 12  Cheek raiser, Lip Corner Puller  
Sadness  1 + 4 + 15  Inner Brow Raiser, Brow 

Lowerer, Lip Corner Depressor  
Surprise  1 + 2 + 5 + 26  Inner Brow Raiser, Outer Brow  

Raiser, Upper lid Raiser, Jaw  
Drop  

Fear  1 + 2 + 4 + 5 + 7 + 20 + 26  Inner Brow Raiser, Outer Brow  
Raiser, Brow Lowerer, Upper  
Lid Raiser, Lid Tightener, Lip 

Stretcher, Jaw Drop  
Anger  4 + 5 + 7 + 23  Brow Lowerer, Upper Lid  

Raiser, Lid Tightener, Lip  
Tightener  

Disgust  9 + 15 + 16  Nose Wrinkler, Lip Corner  
Depressor, Lower Lip  

Depressor  
Contempt  12 + 14 (on one side of the 

face)  
Lip Corner Puller, Dimpler  
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Appendix 2.2. 

Author Aim 

Participa

nt and 

context 

Signals Tech Q’s 
Feedback 

Design 
Feedback 

Qualitati

ve 

methods 

and 

raters 

Procedure 
Conclusion

s 

Limitations 

and future 

work 

Damian

, Baur 

and 

Andre 

(2016) 

To explore 

the concept 

of 

automatic 

behaviour 

feedback 

loops and 

compare 

between 

different 

feedback 

methods 

spanning 

multiple 

modalities 

54  

conversat

ion 

Speaking 

duration, 

speech 

rate, 

loudness 

and pitch 

informati

on 

Praat 

Distraction 

questionnai

re 

Myo 

armband 

(tactile 

feedback),  

Aftershokz 

Bluez 2S 

bone 

conduction 

headphones 

(auditory 

feedback),  

Google glass 

(visual 

feedback), 

Microsoft 

surface 2 

Pro (remote 

feedback).  

None vs 

automated 

Real-time 

- 

behaviour

al 

feedback 

loop. 

Length of 

time left 

to speak 

N/A 

First 

discussion - 

control 

group BFL 

inactive. 

Feedback 

groups 

were active 

before 

second 

discussion 

group 

P’s 

instructed 

to click 

when 

noticed one 

peer 

receiving 

feedback. 

BFL can 

improve 

behaviour 

during 

social 

interactions 

with some 

distraction 

Disturbing. 

Explore 

different 

feedback 

strategies for 

each 

modality. 

Other 

dynamic 

methods of 

feedback. 

Fung, 

Jin, 

Zhao 

and 

To 

determine 

helpfulness 

and 

accuracy of 

machine 

23 

public 

speaking 

 

Smiles, 

moveme

nt and 

volume 

Shore 

Framew

ork,  

Kinect, 

Praat, 

Evaluation 

of own 

performanc

e 

Automated - 

graphs on 

smiles, 

 body 

movement 

Video and 

automate

d 

feedback 

only. 

Overall, 

Interview

s about 

experien

ce with 

system 

P's given 

joke to 

memorise. 

After 

narrating 

joke, one 

Automated 

feedback 

was adding 

more value 

than solely 

watching 

Features need 

refining, safe 

feedback on 

social media 

rather than 

Turkers. 
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Hoque 

(2015) 

generated 

automated 

feedback. 

modulati

on,  

word 

prosody 

 

Google 

web 

speech 

and 

nuance 

speech 

recogniti

on SDK 

 

and volume 

modulation 

along with 

own videos 

but no 

subjective 

interpretatio

n. Video 

only - only 

watched 

their video. 

body 

gestures, 

volume 

modulatio

n, 

friendline

ss. 

Ranked 

comment

s 

group saw 

own video 

recording 

and the 

automated 

feedback 

after. Then 

interacted 

with 

feedback 

and 

completed 

surveys.  

one's own 

video, 

context and 

personalisat

ion added 

value to 

automated 

feedback 

Support of 

Kinect, social 

media use for 

comments. 

Lab or school 

to 

unobtrusively 

impact 

mental health 

and 

behavioural 

assessment 

Features  

Explored 

whether 

non-expert 

Turkers 

would be 

viable 

source of 

helpful and 

accurate 

personalisat

ion to the 

automated 

feedback. 

ROC Speak 

20  

Public 

speaking 

Evaluation 

of system 

After 

experiment 

recorded by 

system, p's 

received a 

feedback 

page via 

email with 

subjective 

ratings by 

Turkers and 

automated 

feedback. 

Helpfulness 

and 

accuracy 

Overall 

body 

gestures, 

volume 

modulatio

n, 

friendline

ss. 

Ranked 

comment

s 

20 

Turkers 

(10 

watched 

videos; 

10 rate 

helpfulne

ss of the 

comment

s 

generate

d by the 

first) 

P asked to 

memorise a 

joke and 

retell in 

front of a 

camera. 

Video 

recordings 

were sent to 

Turkers. 

Feedback 

sent to p's 

via email. 

Instructed 

to interact 

for 15 

minutes 

with 

feedback 

only. 

Graph are 

helpful for 

users, 

context 

specific 

feedback 

and aiding 

understandi

ng of own 

nonverbal 

behaviour. 

Turks 

possible to 

generate 

helpful 

commentar

y and 

personalise

d feedback.  
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Researchers 

trained 

machine 

learning 

algorithms 

to automate 

classificatio

n. Also, 

evaluate 

improved 

user 

interface 

added 

value. ROC 

Speak 

16  

Public 

speaking 

Questionnai

re to 

evaluate 

public 

speaking 

experience. 

Post survey  

Video 

group: 

observe 

video with 

general tips. 

ROC speak 

see interface 

with same 

general 

points 

Overall 

body 

gestures, 

volume 

modulatio

n, 

friendline

ss. 

Ranked 

comment

s 

Turkers 

ratings 

Pre-study 

survey. 2 

min speech 

recorded. 

Rated by 

other 

Turks. Only 

interact 

with 

feedback 

for 10 -15 

minutes. 

Post-study 

survey 

Developed 

a 

framework 

for 

receiving 

personalise

d feedback 

on 

nonverbal 

behaviour.  

Hoque, 

Courge

on, 

Martin, 

Mutlu 

& 

Picard 

(2013) 

Better 

understand 

how expert 

interviewer

s facilitate 

mock 

interview. 

MACH 

90  

Job 

interview

s 

 

Smile, 

head 

moveme

nt, voice 

prosody 

and 

speech 

recogniti

on 

Shore 

framewo

rk, 

Kawato 

and 

Ohya 

algorith

m, Praat, 

Nuance 

2 eval 

questions 

Post-hoc.1) 

no feedback,  

2) video 

only and 3) 

Summary 

feedback 

and, 

optional, 

focused 

feedback.  

1) control 

group - 

watched 

educational 

video on 

interviewing 

for jobs.  

Summar

y 

feedback

: smile, 

pause, 

duration, 

speaking 

rate, 

weak 

language 

and pitch 

variation. 

Focused 

feedback

: watch 

video 

(watch 

own 

video 

with 

Open 

ended 

feedback 

on 

experien

ce. 

Counsell

ors 

(blind to 

group 

condition

) 

All p's 

interview 

with 

professiona

l 

counsellor. 

G2 and G3 

brought 

into lab a 

few days 

after 

interview 

for an hour-

long 

intervention

. All p's 

brought 

back for 

MACH 

enabled 

learning 

something 

new about 

behaviours 

and agreed 

to use in 

future. 

None 

mentioned 

but could 

have 

implemented 

longer 

duration of 

study. 

Improve on 

the 

ubiquitous 

nature of 

MACH by 

extending 

implementati

on to mobile 

platforms. 

Compare to 

past 

performance 
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2) practiced 

interviews 

and watched 

themselves 

on video.  

3) Practiced 

interviews 

with MACH 

and received 

feedback  

informati

on) 

additional 

interview. 

through 

progress 

charts. 

Liu, 

Scott, 

Lim, 

Taylor 

and 

Calvo 

(2016) 

1) provide 

medical 

students 

with 

opportuniti

es to 

communica

te with 

simulated 

patients via 

tele-

consultatio

n and an 

easy means 

of 

organising 

consultatio

ns  

2) provide 

video 

recordings 

of 

consultatio

8  

Doctor- 

patient  

 

Volume, 

pitch, 

turn 

taking 

patterns 

and 

speaking 

ratio, 

nodding, 

head 

shaking, 

smiling, 

frowning

, head 

tilting 

and face-

touch 

gestures. 

EQClinic 

Student-

patient 

observed 

communica

tion 

assessment 

form. 

Confidence

, 

Reflection, 

System 

usability  

Real time. 

Automated 

and 

simulated 

patient 

feedback. 

1) two 

consultation

s,  

2) one 

consultation 

Volume, 

pitch, 

turn 

talking 

patterns 

and 

speaking 

ratio, 

nodding, 

head 

shaking, 

smiling, 

frowning, 

head 

tilting and 

face-

touch 

gestures. 

Tutor, 

simulate

d patient, 

self-

assessme

nt 

Students 

asked to 

conduct 

two 

consultatio

ns at least 3 

days apart.  

15-minute 

interview.  

SP assessed 

performanc

e of student 

and Student 

evaluated 

own 

performanc

e. System 

took 24 

hours to 

generate 

nonverbal 

behaviour 

feedback 

EQClinic 

provides an 

innovative 

solution for 

providing 

medical 

students 

with a 

means to 

practise and 

enhance 

their 

communica

tion skills 

No 

calibration 

procedure 

during SP 

training to 

ensure inter-

rater 

agreement of 

assessments. 

Students 

were from 

different 

study years. 

System can 

only detect 

and evaluate 

non-verbal 

behaviour. 

Nurse 

education, 

help health 

professionals 

to reflect on 

and develop 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

200  

  

ns with 

feedback  

3) 

automatical

ly identify 

student’s 

non-verbal 

behaviour 

with SP 

comments. 

They then 

filled out 

system 

usability. 

Tutor then 

assessed 

student 

performanc

e. 

communicati

on skills 

Damian

, Tan, 

Baur, 

Schonin

g, 

Luyten 

and 

Andre 

(2015) 

Focus on 

collection 

of 

questionnai

re data and 

measureme

nt of social 

signals  

15  

Public 

speaking 

 

Speech 

rate, 

energy 

and 

openness 

Kinect, 

Vuzix 

HMD, 

Head 

worn 

microph

one 

Self-rating 

of previous 

experience 

and how 

skilful they 

think they 

are. 

BFL. Logue 

feedback vs 

no feedback. 

Control 

condition - 

wore the 

whole 

system but 

feedback 

system 

deactivated. 

Experiment 

condition - 

wore system 

with 

feedback 

about 

nonverbal 

signals on. 

Speech 

rate, 

energy 

and 

openness 

Observer

s 

Q filled in. 

5-minute 

presentatio

n to 

observers 

who were 

blind to 

condition. 

Two 

sessions 

two weeks 

apart and 

order of 

conditions 

randomised

. 

Logue 

provides 

users with 

behavioural 

feedback on 

two levels.  

1) informs 

current state 

of speech 

rate, body 

energy and 

openness. 

2) indicates 

quality of 

behavioural 

cues in 

relation to 

public 

speaking 

context. 

Disturbing, 

weight and 

size. Conduct 

more in-

depth studies 

to accurately 

determine 

which 

configuration 

of feedback 

classes and 

thresholds 

are 

representativ

e for good 

and bad 

speaking 

behaviour Test Logue 

in a real 

presentatio

n setting 

3  

Public 

speaking 

N/A 
Logue only 

(3 p's) 

Semi-

structure

d 

interview

After talk, 

an open 

discussion 

on the style 
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s with 

participa

nts. 13 

observer

s 

of 

presentatio

n occurred. 

Audience 

was asked 

questions 

about 

quality of 

talk or 

whether the 

system 

influenced 

the quality 

of 

presentatio

n. 

Tanveer

, Lin 

and 

Hoque 

(2015) 

Maximise 

the 

usefulness 

of our 

system by 

minimising 

the level of 

distraction 

30  

Public 

speaking 

 

Volume 

and 

speaking 

rate 

Google 

glass, 

PRAAT 

Speaking 

performanc

e after 

speaking. 

Efficacy, 

learnability 

and future 

use. 

Real-time.  

Google 

topics and 

feedback 

schemes 

were 

counter 

balanced to 

remove any 

ordering 

effects. 1) 

Continuous 

streams of 

information 

vs  

2) sparse 

delivery of 

information 

Volume 

and 

speaking 

rate 

Post-

study 

interview

. 10 

Amazon 

Turk 

Workers 

Topic 

decided 2 

days 

before. 

Presentatio

n, survey 

after, then 

videos sent 

to Turkers 

to 

investigate 

distraction. 

Post-study 

interview - 

Effective 

reminder. 

Preferred 

word 

Interface 

valuable to 

speaking 

performanc

e. Word 

feedback 

more 

effective. 

No clear 

results 

because of 

low 

agreement 

among 

Turkers. 

No post-

speech 

feedback to 

user. Present 

information 

sporadically 

through 

secondary 

display. 

Explore 

haptic 

feedback 

schemes 
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vs 3) no 

feedback. 

Words vs 

bars 

feedback 

than bars 

Schneid

er, 

Borner, 

van 

Rosmal

en and 

Specht 

(2015) 

Explore 

Presentatio

n trainer 

40  

Public 

speaking 

 

body 

posture, 

use of 

gestures, 

voice 

volume, 

use of 

pauses, 

use of 

phonetic 

pauses 

and 

ability to 

stay 

grounde

d 

without 

shifting 

weight 

from one 

foot to 

another 

that 

resemble

s 

dancing. 

Kinect 

Evaluate 

user 

experience 

Real-time. 

1)Interruptiv

e or 2) 

corruptive 

feedback is 

triggered 

whenever a 

mistake is 

considered 

severe. CC 

practiced 

using a 

version of 

PT whose 

interface 

only shows 

a mirrored 

image of 

user (no 

feedback). 

EC received 

both 

interruptive 

and 

immediate 

feedback. 

Visual 

feedback 

on which 

signal is 

incorrect 

on PT 

interface 

and 

haptic 

feedback 

is through 

a 

wristwatc

h 

N/A 

5 min 

lecture 

about 

nonverbal 

communica

tion for 

public 

speaking.  

5 min 

lecture 

about 

elevator 

pitches. 5 

min to 

create own 

elevator 

pitch.  

Practice in 

5 

successive 

training 

sessions. 

PT 

supported 

users with 

developmen

t of public 

speaking 

skills by 

helping to 

improve 

performanc

e 

Performance 

measurement 

cannot be 

directly 

translated to 

the 

assessment 

that a human 

would make 

about quality 

of speech. 

Does not 

recognise 

differences in 

gestures. 

Expert study 

to extract rich 

set of 

nonverbal 

communicati

on aspects 

and rules that 

influence 

quality of a 

presentation. 

Batrinca

, 

Stratou, 

Shapiro

Evaluate 

use of 

audience as 

means of 

14  

Public 

speaking 

Voice 

(flow of 

speech, 

clear 

Microsof

t Kinect, 

webcams 

Big five 

personality 

questionnai

re, personal 

N/A - 

Audience? 

Audience 

displayed

: posture, 

head 

Toast 

makers 

Presentatio

n 5 - 15 

minutes to 

audience. 

Reveal 

several 

expert 

estimates of 

Behavioural 

descriptors 

are crude and 

abstract. 
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, 

Morenc

y and 

Scherer 

(2013) 

feedback 

by presence 

 intonatio

n, 

interrupt

ed 

speech, 

speaks 

too 

quietly, 

vocal 

variety), 

Body 

(paces 

too 

much, 

gestures 

to 

emphasi

ze, 

gestures 

too 

much) 

and gaze 

(gazes at 

audience

, avoids 

audience

) 

report of 

confidence, 

self-

statements 

during 

public 

speaking, 

Positive 

and 

negative 

affect 

schedule 

orientatio

n and eye 

gaze. 

Experts 

watched 

videos once 

and rated 

performanc

e. 

nonverbal 

behaviours, 

identify 

automatic 

behaviour 

descriptors 

that 

correlate 

strongly 

with expert 

estimates of 

nonverbal 

behaviours, 

matching 

nonverbal 

signals with 

overall 

performanc

e ratings 

Expand on 

cicero to 

incorporate 

reactive 

audience 

Chollet, 

Wortwe

in, 

Morenc

y, 

Shapiro 

and 

Explore 

feedback 

strategies 

for public 

speaking 

training 

based on an 

interactive 

47  

Public 

speaking 

 

Eye 

contact 

and 

avoidanc

e of 

pause 

filters 

Microsof

t Kinect, 

webcams 

Evaluation 

of self-

assessment, 

experiment 

assessment 

and two 

objectively 

Real-time. 

Pre-post 

training 

paradigm. 

non-

interactive 

(control), 

direct visual 

avoiding 

pause 

fillers and 

gaze 

behaviour 

Evaluatio

n and 

Toast 

makers 

P's 

completed 

questionnai

res about 

public 

speaking 

anxiety and 

self-

Presenters 

enjoyed 

interacting 

with public 

speaking 

skills with 

virtual 

audience. 

Not 

multimodal, 

not 

naturalistic, 

cultural error 

in 

interpretation

. Compare 
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Scherer 

(2016) 

virtual 

audience 

paradigm 

annotated 

measures 

feedback 

and 

nonverbal 

feedback 

assessment. 

Each p 

gave 4 

presentatio

ns 

More 

engaging, 

captivating 

and 

challenging 

overall. 

Experts 

identified 

consistent 

improveme

nt of skill 

from pre - 

post in both 

control and 

interactive 

audience 

conditions. 

Contact and 

avoid pause 

fillers 

improveme

nt 

regardless 

of training. 

Virtual 

audience 

can act as 

an effective 

platform to 

improve 

public 

speaking 

and regulate 

anxiety. 

different 

levels and 

types of 

feedback. 

Other 

audience 

behaviours 

such as 

yawning or 

falling 

asleep. 

Cultural 

error. 

Longitudinal. 

Natural 

characters. 
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Damian

, Baur, 

Lugrin, 

Gebhar

d, 

Mehlma

nn and 

Andre 

(2015) 

Evaluate a 

virtual job 

interview 

training 

game 

which has 

been 

adapted to 

special 

requirement 

so of young 

people with 

low 

chances on 

the job 

market. 

20  

Job 

interview

s 

 

Nodding, 

head 

tilting, 

eye 

contact 

Kinect 

Practitioner

s assessed: 

overall 

performanc

e, 

recommend 

for 

employmen

t, 

appropriate 

use of 

smiles, eye 

contact, 

gestures, 

nervousnes

s, interested 

and 

focused. 

Pupils rated 

themselves 

on 

performanc

e, nervous, 

filler 

words, 

focuses, 

aware of 

nonverbal, 

appropriate 

nonverbal. 

Real-time. 

Random 

divided to 

EG or CG. 4 

females and 

6 males in 

EG and 5 

females and 

four males 

in CG. 

Convention

al vs game 

training 

Nodding, 

head 

tilting, 

eye 

contact.  

Welcome, 

company 

presentati

on and 

strengths 

and 

weakness

es 

Practitio

ner 

Mock job 

interview - 

training 

over three 

days - 

mock 

interview 

Benefits of 

computer-

based job 

training 

systems for 

underprivile

ged pupils. 

Not 

multimodal. 

Job interview 

training on 

large scale. 

Schneid

er, 

Borner, 

van 

Rosmal

Explored 

the use of a 

multimodal 

learning 

application 

9  

Public 

speaking 

Posture, 

gesture, 

volume, 

cadence, 

phonetic 

Kinect 

User 

experience 

questionnai

re and 

presentatio

Real-time 

feedback. 

Session 1 

body 

posture, 

use of 

gestures, 

voice 

Tutor 

and peers 

and PT 

Project 

presentatio

n, feedback 

from peers 

and tutors, 

Room for 

improveme

nt 

Kinect not 

owned by 

many 

students. 

Courses, 
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en and 

Specht 

(2016) 

called the 

presentatio

n trainer 

 pauses, 

dancing, 

blank 

face) 

n 

evaluation 

and two 

comparison 

volume, 

phonetic 

pauses, 

filler 

sounds, 

use of 

pauses 

and facial 

expressio

n. 

homework 

prep. Pitch 

to 

audience- 

evaluation, 

feedback 

briefing, 

two 

practice 

sessions, 

second 

pitch to 

audience, 

evaluation 

and then 

user 

experience 

questionnai

re 

improving 

PT. 

Barmak

i and 

Hughes 

(2018) 

Evaluate 

feedback 

application 

of real-time 

gesture 

recognition 

and 

application 

30 

Teaching 

 

Gestures 

and 

postures 

Kinect 

Demograph

ics, 

teaching 

experience, 

User 

experience 

and 

learning 

perception 

Real-time. 

2x 1x2 

counterbala

nced within 

subjects’ 

study. 

Setting 1 

(no visual 

feedback) 

setting 2 

(visual 

feedback) 

. Gestures 

and 

postures. 

Visual 

(traffic 

light 

model: 

green to 

red when 

closed 

gesture) 

Peers and 

Tutors 

Intro, pre-

question, 

setting 1, 

post 

questionnai

re-setting 2, 

post 

questionnai

re. / setting 

2, post 

questionnai

re, setting 

1, post 

questionnai

re 

Effective 

improving 

skills 

Recruitment 

process - not 

able to do 

counterbalan

cing. Future 

work 

required to 

gain 

complete 

understandin

g of the 

embodiment 

in teaching 

using 

immediate 
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3  

Teaching 

Gestures 

and 

postures  

Real-time. 

2x1x1 no 

counter 

balancing. 

Setting 1 

(no visual 

feedback) 

setting 2 

(visual and 

haptic l 

feedback) 

Haptic 

(vibration

) and 

visual 

(traffic 

light 

model: 

green to 

red when 

closed 

gesture) 

N/A 

All p's 

experienced 

both 

settings 

Mere 

exposure 

suggests 

effectivenes

s 

feedback in 

training 

sessions. 

Could also be 

useful in 

police de-

escalation 

training 

Bahrein

i, 

Nadolsk

i and 

Webster 

(2017) 

Investigates 

to what 

extent 

FILTWAM 

facial and 

vocal 

emotion 

recognition 

software 

can be used 

for 

improving 

serious 

game that 

delivers 

web-based 

training of 

communica

tion skills 

25  

Gaming 

 

Facial 

and 

vocal 

emotions 

FILTWA

M 
Evaluations 

Real-time. 

Within-

subjects 

(repeated 

measure) 

with two 

experiment 

conditions. 

Direct 

feedback 

and no 

feedback 

Correctne

ss and 

incorrectn

ess of 

expressio

n 

2 human 

raters 

120 

minutes. 

Breaks to 

avoid 

fatigue. 

Intro, face 

calibration. 

No voice 

needed. 

Game. 

Then fill 

out 

questionnai

re 

Suggest 

automated 

feedback 

improves 

learner’s 

communica

tion 

performanc

es 

Accuracy 

improved by 

combining 

sensory data. 

More real-

time data. 

Improved 

feedback 

mechanism. 

More 

ecologically 

valid 

circumstance

s. More 

detailed 

emotions 

Ali & 

Hoque 

(2017) 

Envision a 

virtual 

assistant 

that can 

55  

Speed 

dating 

Smiles, 

eye 

contact, 

body 

Praat and 

Shore, 

Visage. 

CSRS 

Real-time. 

Between. 

Treatment: 

practice 

Smiles, 

eye 

contact, 

body 

Research 

assistants

. 

After 

interactions 

(treatment) 

and video 

System 

allows 

individual 

to practice 

Eliminate 

flashing icon. 

Build more 

natural 
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give 

individuals 

real-time 

feedback 

on their 

smiles, eye 

contact, 

body 

language 

and volume 

modulation 

that is 

available 

anytime, 

anywhere 

using a 

computer 

browser. 

 language

, volume 

modulati

on 

conversation

. Control 

group read a 

pamphlet 

and watched 

YouTube 

videos 

language, 

volume 

modulatio

n. Green 

good and 

red bad 

watch) the 

RA rated 

conversatio

n skills. 

conversatio

n anytime 

and 

anywhere 

using a web 

browser. 

system. 

Behaviour 

entrainment. 

Different 

population 

Zhao 

and 

colleag

ues 

(2017) 

Present a 

training 

module to 

aid in 

speaking 

skills for 

participants 

whenever 

they want 

on a web 

browser. 

56  

Public 

speaking 

smile 

intensity, 

body 

moveme

nt, 

volume 

modulati

on, filler 

word 

usage, 

word 

cloud of 

spoke 

ROC-

Speak 

User 

assessment, 

assessment 

by 

independen

t judges, 

self-

assessment 

Real-time. 

Between. 

Treatment 

(full 

feedback), 

control 

(written 

feedback by 

peers) 

smile 

intensity, 

body 

movemen

t, volume 

modulatio

n, filler 

word 

usage, 

word 

cloud of 

spoken 

words 

and peer 

comment

s 

Peers and 

Turkers 

raters 

Introduce 

study, 

allowed to 

explore 

interface. 

10 days 

with 5 

prompts 

released 

every two 

days. Set 

up 

encouraged 

participants 

to prepare 

for 

presentatio

feedback 

improved 

more than 

control 

group 

Sensitive to 

environmenta

l factors, 

requires 

Kinect, 

google glass 

that people 

don't have 

access to. 

Incorporation 

of head 

nodding and 

hand waving. 

Longer study 

to assess skill 

maintenance 
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ns and 

improve. 

Tanveer

, Zhao, 

Chen, 

Tiet and 

Hoque 

(2016) 

To present 

an 

intelligent 

interface 

that can 

automatical

ly extract 

human 

gestures 

27  

Public 

speaking 

Body 

pose 
Kinect 

User 

evaluation 

Real-time. 

Exposed to 

all. Placebo 

vs treatment 

Body 

movemen

ts 

Interview

s about 

experien

ce with 

system. 

Self-

rating 

and 

mechani

cal Turk 

Speech 1 -> 

feedback 

(treatment 

vs placebo), 

Speech 2 -> 

feedback 

(treatment 

vs placebo), 

Speech 3 -> 

self-rating 

Speakers 

liked 

interface as 

they 

became 

aware of 

body 

language 

Participants 

unable to 

differentiate 

between 

placebo and 

treatment. 

Unsupervised 

approach 

with 

speaking 

experts. 

Longitudinal 
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Appendix 3  

Appendix 3.1. Conversation Skills Rating Scale - Self-Report  

Please rate how you felt you performed in the interview you have just given using the following scale: 

[Note the original Conversational Skills Rating Scale is shown here for illustration but will be adapted 

for use in the study by removing the name fields]  
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Appendix 3.2. Conversation Skills Rating Scale - Trainer and Neutral Observer  

The version of the CSRS used by trainers and experimenters is shown here for illustration (again the 

fields requiring a name will be removed for the purposes of the study).  
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Appendix 3.3. Systems Usability Scale  

For the design you have just looked at please rate how usable you think it was using the 

following System Usability Scale:    
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Appendix 3.4. Ministry of Defence Research Ethics Committee  
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Appendix 3.5. Brunel Research Ethics Committee Approval for Exploratory Stage, 

User Centered Design Stage and Experiment Stage 
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Appendix 3.6. Brunel Research Ethics Committee Approval for Follow-up Stage  
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Appendix 3.7. Recruitment Email  

Title of Study: Media Skills Training using automated recognition of human emotion and non-

verbal behaviour  

MoDREC Reference: 772/MoDREC/2019  

Subject: Media Skills Training Email 

body:  

Circular e-mail for use for recruitment of volunteers for study ref. 772/MoDREC/2019, approved by 

the Ministry of Defence Research Ethics Committee. You are under no obligation to reply to this 

email, however if you choose to, participation in this research is voluntary and you may withdraw at 

any time.  

We wish to invite you to participate in a research programme run by the Human Centred Design 

Institute (HCDI) at Brunel University London. The study provides the opportunity to take part in a 

oneday media skills training course at the Brunel campus delivered by [name of training provider] on 

[date]. The course aims to help develop research dissemination skills and the purpose of the research 

is to investigate whether such training can be augmented by the use of automated detection of 

emotion and non-verbal behaviour. Should you be interested in participating, please don’t hesitate to 

contact us.  

Contact information: Monica.Pereira@brunel.ac.uk  

Best Regards,  

The Brunel HCDI Team  

Targets: Brunel students and staff members; internal Brunel mailing lists; online groups relevant to 

the research carried out at the Brunel Human Centred Design Institute (HCDI).  
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Appendix 3.8. Participant Information Sheet for Chapter 4  

  

 
Participant Information Sheet  

Study Title  

Media Skills Training using automated recognition of human emotion and non-verbal behaviour  

  

MoDREC Application No: 772/MoDREC/2019  

Invitation to take part  

We would like to invite you to take part in a research study. Before you decide, you need to 

understand why the research is being done and what it would involve for you. Please read the 

following information carefully and talk to others about the study if you wish.                              

Please feel free to contact us if anything is unclear or you need additional information:  Email: 

kate.hone@brunel.ac.uk, Phone: 01895266009.  

Take at least 24 hours to decide whether or not you want to take part. Thank you.  

What is the purpose of the research?  

We aim to improve media skills training by collecting and analysing information about an 

interviewee’s displayed emotion and use of non-verbal signals (body language) in an automated 

fashion. One of our primary objectives is to develop ways of providing feedback for trainees that will 

help them to improve how they are perceived in the context of a media interview, and we need your 

help to design novel solutions.   

Who is doing this research?  

We are a team of researchers at Brunel University London in Uxbridge funded by the Ministry of 

Defence.  

Why have I been invited to take part?  

Because you are a student or member of staff at Brunel University London.   

Do I have to take part?  

No, your participation is entirely voluntary. Please get in contact with us if you wish to be involved. 

Please be aware that you also have the right to withdraw from the study at any time, without any 

penalty and without having to explain your decision.  

What will I be asked to do?  
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You will take part in a media skills training course where you will get the chance to practice giving 

an interview about your work to a journalist, including speaking to camera. During the training we 

will use a camera-based system to detect your facial expression, tone of voice and body 

movements during each interview you practice. The study also involves the use of two sensors 

which are worn, one a badge that detects movement, tone of voice and alignment and the other a 

wearable wristband that measures skin conductivity and heart rate. The overall training will be a 

day-long event, but the total amount of time during which you’ll be wearing sensors or being  

recorded will not exceed 2 hours in total.    

A wearable ‘badge’ that detects tone of voice and movement.  

Acceptance criteria  

You must be over 18 to take part and you must be able to take part in a spoken conversation. You 

must not have previously attended media skills training at Brunel University London within the past 

12 months.   

What is the device or procedure that is being tested?  

We are testing a method of improving the interpersonal communication skills performance by 

detecting emotional state and non-verbal signal (body language) while taking part in a media 

interview. One of our primary objectives is to develop ways of providing feedback for trainees that 

will help them to improve how they come across in a media interview. After the training event we will 

therefore compare the data obtained from the automated recognition of emotional and non-verbal 

signals to the ratings provided by you, your trainer and the experimenters to identify the most 

important non-verbal signals to provide feedback on.   

What are the benefits of taking part?  

By taking part in the study you will receive media skills training which can aid your own personal and 

professional development. The information we get from the study will help to develop new solutions 

which will help will enhance future training in interpersonal skills.   

What are the possible disadvantages and risks of taking part?  

Some people find giving a media interview somewhat stressful. Some of the questions that the 

interviewer might ask you during training could be probing or intrusive to some degree which is 

reflective of real journalistic methods. However, practising the skills involved within the context of a 

training course should be less stressful that doing a real media interview and could help you feel 

more prepared to give real media interviews in future.   

Will my taking part in this study be kept confidential?   



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

219  

  

Yes, your decision as to whether you decide to take part, not to take part, or withdraw from this study 

will be treated in confidence.   

Can I withdraw from the research and what will happen if I do?  

Yes, you have the right to withdraw at any time during the course of the study, without having to 

explain why, and without any consequence. This will not impact your eligibility to remain in the 

training session (not as part of the study) or access future training in media skills. You also have the 

right to withdraw any data already provided by you in the study; any such request must be made by 

the end of the training day.  

Are there any expenses and payments which I will get?  

You will receive a £30 voucher to thank you for participating in our study.  

Will my taking part or not taking part affect my career?  

No.  

Whom do I contact if I have any questions?   

Should you have any questions, please don't hesitate to contact the Brunel research team: 

Kate.Hone@brunel.ac.uk, 01895266009.  

Whom do I contact if I have a complaint?  

Please direct any concerns or complaints to the Chair of the Brunel University Research Ethics 

Committee, Prof. Peter Hobson, Peter.Hobson@brunel.ac.uk.  

What happens if I suffer any harm?  

If you suffer any harm as a direct result of taking part in this study, you can apply for compensation 

under the MoD’s ‘No-Fault Compensation Scheme’.  

Will my records be kept confidential?  

Your records will be anonymised and kept confidential at all times. Hard copies of the consent forms 

will be stored in a locked cabinet, and all relevant electronic documents will be assigned an identifier 

for the purpose of anonymisation and will be stored exclusively on a Brunel file system. Only the 

research team will have access to your records. Your personal data will be treated in accordance 

with the provisions of the Data Protections Act 1998 at Brunel University London. Following 

completion of the study your signed consent form will be forwarded to the MoDREC Secretariat for 

retention in accordance with UK legislation and MoD Policy.   

Who is organising and funding the research?  

The training will be conducted on the Brunel campus. They are part of a research project led by 

QinetiQ and carried out in collaboration with Brunel University London. The project is funded by the 

MoD (Dstl).  

Who has reviewed the study?  
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This study has been reviewed and given favourable opinion by the Ministry of Defence Research 

Ethics Committee (MoDREC), and by the Brunel University Research Ethics Committee.  

Further information and contact details  

Name: Dr. Kate Hone  

Address: Brunel University London  

                Kingston Lane  

                Uxbridge UB8 3PH  

Tel No: 01895 266009  

E-mail: Kate.hone@brunel.ac.uk  

Compliance with the Declaration of Helsinki  

This study complies, and at all times will comply, with the Declaration of Helsinki1 as adopted at the 

64th WMA General Assembly at Fortaleza, Brazil in October 2013.  

All data will be collected and stored in accordance with the Data Protection Act 1998  

Brunel University London is committed to the UK Concordat on Research Integrity, 

http://www.rcuk.ac.uk/funding/researchintegrity  

  

     

 
1 World Medical Association Declaration of Helsinki [revised October 2013].  Recommendations Guiding Medical Doctors in Biomedical Research 

Involving Human Subjects. 64th WMA General Assembly, Fortaleza (Brazil).  

http://www.rcuk.ac.uk/funding/researchintegrity
http://www.rcuk.ac.uk/funding/researchintegrity
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Appendix 3.9. Participant Information Sheet for Chapter 5  

Media Skills Training : Participant Information Sheet  

Study Title Design of feedback intervention for media skills training   

 MoDREC Application No: 772/MoDREC/2019    

Invitation to take part  

As a participant in our Media Skills Training study (held on date xx/xx/xx) you kindly volunteered to 

be contacted again to help use with some follow-up work. We would therefore like to invite you to 

take part in the next phase of our research.  Before you decide, you need to understand why the 

research is being done and what it would involve for you. Please read the following information 

carefully and talk to others about the study if you wish.                                                                                            

Please feel free to contact us if anything is unclear or you need additional information:  Email: 

kate.hone@brunel.ac.uk, Phone: 01895266009.  

Take at least 24 hours to decide whether or not you want to take part. Thank you.  

What is the purpose of the research?  

We aim to improve media skills training by collecting and analysing information about an 

interviewee’s displayed emotion and use of non-verbal signals (body language) in an automated 

fashion. One of our primary objectives is to develop ways of providing feedback for trainees that will 

help them to improve how they are perceived in the context of a media interview, and we need your 

help to design novel solutions. This study is being conducted over a two-year period.  

Who is doing this research?  

We are a team of researchers at Brunel University London in Uxbridge funded by the Ministry of 

Defence.  

Why have I been invited to take part?  

You are being invited to take part as you kindly provided your contact details and indicated a 

willingness to be contacted about follow-up work after the Media Skills Training event held on 

(xx/xx/xx). The follow-up studies are expected to involve a total of 5-6 participants.  

Do I have to take part?  

No, your participation is entirely voluntary. Please get in contact with us if you wish to be involved. 

Please be aware that you also have the right to withdraw from the study at any time, without any 

penalty and without having to explain your decision.  

What will I be asked to do?  

You will be given the chance to see recordings of the interviews you gave at the Media Skills  

Training course, supplemented with visual displays based on the emotion and non-verbal signals  

(body language) data which was collected in real time during your interviews. We have devised 

several different ways of displaying this information and we’d like your help to choose the most 
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effective format to help trainees improve their performance. The overall session will not exceed 2 

hours in total.    

Acceptance criteria  

You must be over 18 to take part and have taken part in the Media Skills Study on date (xx/xx/xx).   

What is the device or procedure that is being tested?  

We are evaluating different ways of providing feedback to trainees on their use of emotional and 

non-verbal signals (body language). We’d like to get the views of potential users to ensure that the 

feedback is meaningful and usable.    

What are the benefits of taking part?  

There are no direct benefits to you of taking part but the information we get from the study will help 

to develop new solutions which will help will enhance future training in interpersonal skills.   

What are the possible disadvantages and risks of taking part?  

We do not anticipate any disadvantages or risks of taking part.    

Will my taking part in this study be kept confidential?   

Yes, your decision as to whether you decide to take part, not to take part, or withdraw from this study 

will be treated in confidence.     

Can I withdraw from the research and what will happen if I do?  

Yes, you have the right to withdraw at any time during the course of the study, without having to 

explain why, and without any consequence. You also have the right to withdraw any data already 

provided by you in the study; any such request must be made by the end of the day of the study.  

Are there any expenses and payments which I will get?  

We will give you a £15 voucher as a modest token of appreciation to thank you for participating in our 

studies.  

Will my taking part or not taking part affect my career?  

No.  

Whom do I contact if I have any questions?   

Should you have any questions, please don't hesitate to contact the Brunel research team: 

Kate.Hone@brunel.ac.uk, 01895266009.  

Whom do I contact if I have a complaint?  

Please direct any concerns or complaints to the Chair of the Brunel University Research Ethics 

Committee, Prof. Peter Hobson, Peter.Hobson@brunel.ac.uk.  
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What happens if I suffer any harm?  

If you suffer any harm as a direct result of taking part in this study, you can apply for compensation 

under the MoD’s ‘No-Fault Compensation Scheme’.  

Will my records be kept confidential?  

Your records will be anonymised and kept confidential at all times. Hard copies of the consent forms 

will be stored in a locked cabinet, and all relevant electronic documents will be assigned an identifier 

for the purpose of anonymisation and will be stored exclusively on a Brunel file system. Only the 

research team will have access to your records. Your personal data will be treated in accordance 

with the provisions of the Data Protections Act 1998 at Brunel University London. Following 

completion of the study your signed consent form will be forwarded to the MoDREC Secretariat for 

retention in accordance with UK legislation and MoD Policy.   

Who is organising and funding the research?  

The training will be conducted on the Brunel campus. They are part of a research project led by 

QinetiQ and carried out in collaboration with Brunel University London. The project is funded by 

MoD (Dstl).   

Who has reviewed the study?  

This study has been reviewed and given favourable opinion by the Ministry of Defence Research 

Ethics Committee (MoDREC), and by the Brunel University Research Ethics Committee.  

Further information and contact details  

Name: Dr. Kate Hone  

Address: Brunel University London  

                Kingston Lane  

                Uxbridge UB8 3PH  

Tel No: 01895 266009  

E-mail: Kate.hone@brunel.ac.uk  

Compliance with the Declaration of Helsinki  

This study complies, and at all times will comply, with the Declaration of Helsinki2 as adopted at the 64th WMA 

General Assembly at Fortaleza, Brazil in October 2013.  

All data will be collected and stored in accordance with the Data Protection Act 1998  

Brunel University London is committed to the UK Concordat on Research Integrity,  

http://www.rcuk.ac.uk/funding/researchintegrity    

 
2 World Medical Association Declaration of Helsinki [revised October 2013].  Recommendations Guiding Medical Doctors in Biomedical Research 

Involving Human Subjects. 64th WMA General Assembly, Fortaleza (Brazil).  

http://www.rcuk.ac.uk/funding/researchintegrity
http://www.rcuk.ac.uk/funding/researchintegrity
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Appendix 3.10. Participant Information Sheet for Chapter 6  

Participant Information Sheet  

Study Title  

Media Skills Training using automated recognition of human emotion and non-verbal behaviour  

  

MoDREC Application No: 772/MoDREC/2019  

Invitation to take part  

We would like to invite you to take part in a research study. Before you decide, you need to 

understand why the research is being done and what it would involve for you. Please read the 

following information carefully, and talk to others about the study if you wish.                                                         

Please feel free to contact us if anything is unclear or you need additional information:  Email: 

kate.hone@brunel.ac.uk, Phone: 01895266009.  

Take at least 24 hours to decide whether or not you want to take part. Thank you.  

What is the purpose of the research?  

We aim to improve media skills training by collecting and analysing information about an 

interviewee’s displayed emotion and use of non-verbal signals (body language) in an automated 

fashion. One of our primary objectives is to develop ways of providing feedback for trainees that will 

help them to improve how they are perceived in the context of a media interview, and we need your 

help to evaluate potential solutions.   

Who is doing this research?  

We are a team of researchers at Brunel University London in Uxbridge funded by the Ministry of 

Defence.  

Why have I been invited to take part?  

Because you are a student or member of staff at Brunel University London.   

Do I have to take part?  

No, your participation is entirely voluntary. Please get in contact with us if you wish to be involved. 

Please be aware that you also have the right to withdraw from the study at any time, without any 

penalty and without having to explain your decision.  

What will I be asked to do?  

You will take part in a media skills training course where you will get the chance to practice giving 

interviews about your work to a journalist, including speaking to camera, and receive feedback on 

your performance. During the training we will use a camera-based system to detect your facial 

expression, tone of voice and body movements during each interview you practice. The study also 

involves the use of two sensors which are worn, one a badge that detects movement, tone of voice 

and alignment and the other a wearable wristband that measures skin conductivity and heart rate.  
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The overall training will be a day-long event, but the total amount of time during which you’ll be 

wearing sensors or being  recorded will not exceed 2 hours in total.   

A wearable ‘badge’ that detects tone of voice and movement:  

   

Acceptance criteria  

You must be over 18 to take part and you must be able to take part in a spoken conversation. You 

must not have previously attended media skills training at Brunel University London within the past 

12 months.   

What is the device or procedure that is being tested?  

We are testing a method of improving the interpersonal communication skills performance by 

detecting emotional state and non-verbal signal (body language) while taking part in a media 

interview. One of our primary objectives is to develop ways of providing feedback for trainees that 

will help them to improve how they come across in a media interview. During the training we will 

vary the type of feedback that participants receive and after the training we will test the impact of 

these different feedback approaches on training effectiveness.    

What are the benefits of taking part?  

By taking part in the study you will receive media skills training which can aid your own personal and 

professional development. The information we get from the study will help to evaluate new solutions 

which aim to enhance future training in interpersonal skills.   

What are the possible disadvantages and risks of taking part?  

Some people find giving a media interview somewhat stressful. Some of the questions that the 

interviewer might ask you during training could be probing or intrusive to some degree which is 

reflective of real journalistic methods. However, practising the skills involved within the context of a 

training course should be less stressful that doing a real media interview and could help you feel 

more prepared to give real media interviews in future.   

Will my taking part in this study be kept confidential?   

Yes, your decision as to whether you decide to take part, not to take part, or withdraw from this study 

will be treated in confidence.   

Can I withdraw from the research and what will happen if I do?  
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Yes, you have the right to withdraw at any time during the course of the study, without having to 

explain why, and without any consequence. This will not impact your eligibility to remain in the 

training session (not as part of the study) or access future training in media skills. You also have the 

right to withdraw any data already provided by you in the study; any such request must be made by 

the end of the training day.  

Are there any expenses and payments which I will get?  

You will receive a £30 voucher to thank you for participating in our study.  

Will my taking part or not taking part affect my career?  

No.  

Whom do I contact if I have any questions?   

Should you have any questions, please don't hesitate to contact the Brunel research team: 

Kate.Hone@brunel.ac.uk, 01895266009.  

Whom do I contact if I have a complaint?  

Please direct any concerns or complaints to the Chair of the Brunel University Research  Ethics 

Committee, Prof. Peter Hobson, Peter.Hobson@brunel.ac.uk.  

What happens if I suffer any harm?  

If you suffer any harm as a direct result of taking part in this study, you can apply for compensation 

under the MoD’s ‘No-Fault Compensation Scheme’.  

Will my records be kept confidential?  

Your records will be anonymised and kept confidential at all times. Hard copies of the consent forms 

will be stored in a locked cabinet, and all relevant electronic documents will be assigned an identifier 

for the purpose of anonymisation and will be stored exclusively on a Brunel file system. Only the 

research team will have access to your records. Your personal data will be treated in accordance 

with the provisions of the Data Protections Act 1998 at Brunel University London. Following 

completion of the study your signed consent form will be forwarded to the MoDREC Secretariat for 

retention in accordance with UK legislation and MoD Policy.   

Who is organising and funding the research?  

The training will be conducted on the Brunel campus. They are part of a research project led by 

QinetiQ and carried out in collaboration with Brunel University London. The project is funded by the 

MoD (Dstl).  

Who has reviewed the study?  

This study has been reviewed and given favourable opinion by the Ministry of Defence Research 

Ethics Committee (MoDREC), and by the Brunel University Research Ethics Committee.  

Further information and contact details  
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Name: Dr. Kate Hone  

Address: Brunel University London  

                Kingston Lane  

                Uxbridge UB8 3PH  

Tel No: 01895 266009  

E-mail: Kate.hone@brunel.ac.uk  

Compliance with the Declaration of Helsinki  

This study complies, and at all times will comply, with the Declaration of Helsinki3 as adopted at the 

64th WMA General Assembly at Fortaleza, Brazil in October 2013.  

All data will be collected and stored in accordance with the Data Protection Act 1998  

Brunel University London is committed to the UK Concordat on Research Integrity, 

http://www.rcuk.ac.uk/funding/researchintegrity  

  

  

  

     

 
3 World Medical Association Declaration of Helsinki [revised October 2013].  Recommendations Guiding Medical Doctors in Biomedical Research 

Involving Human Subjects. 64th WMA General Assembly, Fortaleza (Brazil).  

http://www.rcuk.ac.uk/funding/researchintegrity
http://www.rcuk.ac.uk/funding/researchintegrity
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Appendix 3.11. Participant Information Sheet for Chapter 7 Media Skills 

Training Using Automated Technology: A Follow-up Study  

Invitation to take part  

We would like to invite you to take part in a research study. Before you decide, you need to understand why the 

research is being done and what it would involve for you. Please read the following information carefully and 

talk to others about the study if you wish.  

Please feel free to contact us if anything is unclear to you or you need additional information:   

Email: monica.pereira@brunel.ac.uk  

What is the purpose of the research?  

The aim of the current study is to examine the longer-term impact of the media skills training that you received 

in the earlier study.   

Who is doing this research?  

A team at Brunel.  

Do I have to take part?  

No, your participation is entirely voluntary. Please get in touch with us if you wish to be involved. Please be 

aware that you also have the right to withdraw from the study at any time, without any penalty and without having 

to explain your decision.   

What will I be asked to do?  

You will take part in a single, face-to-face media interview with a journalist. This interview will include speaking 

to a camera. You will receive feedback about your performance. During the interview we will use a camerabased 

system to detect your facial expression, tone of voice, body movements. The study involves the use of two 

sensors which are worn, one a badge that detects movement, tone of voice and alignment and the other, a 

wearable wristband that measures skin conductivity and heart rate. The overall time taken for this study will not 

exceed 30 minutes.   

Acceptance criteria  

You must be over the age of 18 to take part. You will have to have taken part in our previous study to assess 

the effects of training on your performance.   

What is the device or procedure that is being tested?  

We are evaluating the potential of automated technology within a communication skills context.   

What are the benefits of taking part?  

By taking part in the study you will receive feedback on your interviewing skills which can aid your own personal 

and professional development. The information we get form the study will help to develop new solutions which 

will help enhance future training in interpersonal skills.  

What are the possible disadvantages and risks of taking part?  

Some people find giving a media interview somewhat stressful. Some of the questions that the interviewer might 

ask you during training could be probing or intrusive to some degree which is reflective of real journalistic 

methods. However, practising the skills involved within the context of a training session should be less stressful 

than doing a real media interview and could help you feel more prepared to give real media interviews in future.   

Will my taking part in this study be kept confidential?  

Yes, you decision as to whether you decide to take part, not to take part, or withdraw from this study will be 

treated in confidence.   
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Can I withdraw from the research and what will happen if I do?  

Yes, you have the right to withdraw at any time during the course of the study, without having to explain why, 

and without any consequence. You also have the right to withdraw any data already provided by you in the 

study, any such request must be made by the end of the session.   

Are there any expenses and payments which I will get?  

No.  

Will my taking part or not taking part affect my career?  

No.  

Who do I contact if I have any questions?  

Should you have any questions, please don’t hesitate to contact the Brunel research team:  

Kate.hone@brunel.ac.uk, 01895266009 (lead) and Monica.pereira@brunel.ac.uk (researcher) Whom 

do I contact if I have a complaint?  

Please direct any concerns or complaints to the Chair of the Brunel University Research Ethics Committee, Prof. 

Peter Hobson, Peter.Hobsin@brunel.ac.uk Will my records be kept confidential?  

Your records will be anonymised and kept confidential at all times. Hard copies of the consent forms will be 

stored in a locked cabinet, and all electronic documents will be assigned an identifier for the purpose of 

anonymization and will be stored exclusively on a Brunel file system. Only the research team will have access 

to your records. Your personal data will be treated in accordance with the provision of the Data Protections Act 

1998 at Brunel University London.   

Who is organising and funding the research?  

The training will be conducted on the Brunel Campus. The project is funded by the EPSRC.   

Further information and contact details:  
Name: Prof Kate Hone  
Address: Brunel University London  
  Kingston Late  
  Uxbridge UB8 3PH  
Tel No: 01895 266009  
Email: Kate.hone@brunel.ac.uk  

  
Name: Monica Pereira  
Address: Brunel University London  
  Kingston Lane  
  Uxbridge UB8 3PH  
Email: monica.pereira@brunel.ac.uk  
Compliance with the Declaration of Helsinki  
The study complies, and at all times will comply, with the Declaration of Helsinki4  

  

  

 
4 World Medical Association Declaration of Helsinki [revised October 2013]. Recommendations Guiding Medial Doctors 

in Biomedical Research Involving Human Subjects. 64th WMA General Assembly, Fortaleza (Brazil).  
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Appendix 3.12. Consent Form for All Research Stages  

Title of Study: Media Skills Training  
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        Signature:  

Date:        

  

Investigator’s Statement:  

I …………………………………………………… confirm that I have carefully explained the nature,  

demands and any foreseeable risks (where applicable) of the proposed research to the Participant.  

  

 Signed:  Date:        

  

Authorising Signatures  

  

The information supplied above is to the best of my knowledge and belief accurate. I clearly 

understand my obligations and the rights of research participants, particularly concerning 

recruitment of participants and obtaining valid consent.  

  

Signature of Chief Investigator  

  

 ……………………………………………………  Date:        

Name and Contact Details of Independent Medical Officer (if appropriate):  

N/A  

Name and Contact Details of Chief Investigator:   

Dr Kate Hone, kate.hone@brunel.ac.uk  
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Appendix 3.13. Demographics Questionnaire  

  

Please complete the following questions about yourself which may help us in interpreting the results 

we obtain from this study:  

My experience of public speaking / presenting is: none / a little / some / extensive  

My experience of giving media interviews is: none / a little / some / extensive  

I am: a taught programme student / a research student / a member of research staff / a member of 

academic staff / a professional or administrative member of staff / prefer not to say  

I am: Male / Female / Prefer not to say / Other (please specify)  

I am: 18-25 years old / 26-35 years old / 36-45 years old / 46-55 years old / 56-65 years old / 66-75 

years old / 75 years old or order / prefer not to say  

I am: White or White British / Black or Black British / Asian or Asian British / Chinese / Mixed 

background / Arab / Any other ethnic background / prefer not to say  

My place of birth: UK / Other (please specify) / prefer not to say  

My nationality is: [open text] / prefer not to say  

My first language is: English / Other (please specify) / prefer not to say  

Do you consider yourself to have a social/communication impairment (such as Asperger’s 

syndrome/other autistic spectrum disorder)?: No / Yes / prefer not to say  
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Appendix 3.14. Closing statement for exploratory stage  

Thank you for taking part in this study. The purpose of our work is to improve media skills training by 

collecting and analysing information about an interviewee’s displayed emotion and use of non-verbal 

signals (body language) in an automated fashion. After the training event we will therefore compare 

the data obtained from the automated recognition of emotional and non-verbal signals to the ratings 

provided by you, your trainer and the experimenters to identify the most important non-verbal signals 

to provide feedback on. If you have any concerns about this proposed use of your data, you can still 

decide to withdraw from the study without consequence at this time. You are also welcome to discuss 

any concerns you have with the study team before deciding.   

Following today’s training you are reminded that your records will be anonymised and kept 

confidential at all times. Hard copies of the consent forms will be stored in a locked cabinet, and all 

relevant electronic documents will be assigned an identifier for the purpose of anonymisation and will 

be stored exclusively on a Brunel file system. Only the research team will have access to your 

records. Your personal data will be treated in accordance with the provisions of the Data Protection 

Act 1998 at Brunel University London. Following completion of the study your signed consent form 

will be forwarded to the MoDREC Secretariat for retention in accordance with UK legislation and MoD 

Policy.   

If you would like to find out about the study results you are welcome to request a copy of the final 

project findings by emailing the study lead, Dr Kate Hone (kate.hone@brunel.ac.uk).   

We are also looking to recruit volunteers who participated in this study to join us for a follow-up study 

to look at prototype designs for giving trainees feedback on their use of non-verbal signals. This 

would involve watching recordings of the interviews you gave today, supplemented with visual 

displays based on the emotion and non-verbal signals (body language) data which was collected in 

real time during your interviews. We will demonstrate different ways of displaying this information and 

we’d like your help to choose the most effective format. The overall session will not exceed 2 hours 

in total and a small token of our appreciation will be provided (a voucher of £15). There will be a 

chance to read further information about this study before deciding whether to participate, but we’d 

be grateful if you could give an indication of whether or not you’d be willing to be contacted to take 

part in this follow up. If you do consent to be contacted, please fill in the section below.  

I consent to be contacted by the study team with details of how to participate in a follow-up  

study, my contact details are …………………………………………………  

If you have any concerns or queries please contact the Chief Investigator, Dr Kate Hone  

(kate.hone@brunel.ac.uk or 0189566009). Alternatively, if you have a complaint you can contact the  

Chair of the Brunel University Research Ethics Committee, Prof. Peter Hobson, Peter  
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Appendix 3.15. Closing statemen for user centered study  

Thank you for taking part in this study. We will use the feedback you have provided on the designs 

to help us decide on the most appropriate way to present this kind of information to trainees in future.   

Following today’s session, you are reminded that your records will be anonymised and kept 

confidential at all times. Hard copies of the consent forms will be stored in a locked cabinet, and all 

relevant electronic documents will be assigned an identifier for the purpose of anonymisation and will 

be stored exclusively on a Brunel file system. Only the research team will have access to your 

records. Your personal data will be treated in accordance with the provisions of the Data Protection 

Act 1998 at Brunel University London. Following completion of the study your signed consent form 

will be forwarded to the MoDREC Secretariat for retention in accordance with UK legislation and MoD 

Policy.   

If you would like to find out about the study results you are welcome to request a copy of the final 

project findings by emailing the study lead, Dr Kate Hone (kate.hone@brunel.ac.uk).   

If you have any concerns or queries please contact the Chief Investigator, Dr Kate Hone  

(kate.hone@brunel.ac.uk or 0189566009). Alternatively, if you have a complaint you can contact the 

Chair of the Brunel University Research Ethics Committee, Prof. Peter Hobson, 

Peter.Hobson@brunel.ac.uk  
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Appendix 3.16. Closing statement for experiment stage  

Thank you for taking part in this study. The purpose of our work is to improve media skills training by 

collecting and analysing information about an interviewee’s displayed emotion and use of non-verbal 

signals (body language) in an automated fashion. After the training event we will compare the training 

of those who received specific feedback on their use of emotional and non-verbal signals with those 

who received standard training feedback. If you have any concerns about this proposed use of your 

data, you can still decide to withdraw from the study without consequence at this time. You are also 

welcome to discuss any concerns you have with the study team before deciding.   

Following today’s training you are reminded that your records will be anonymised and kept 

confidential at all times. Hard copies of the consent forms will be stored in a locked cabinet, and all 

relevant electronic documents will be assigned an identifier for the purpose of anonymisation and will 

be stored exclusively on a Brunel file system. Only the research team will have access to your 

records. Your personal data will be treated in accordance with the provisions of the Data Protection 

Act 1998 at Brunel University London. Following completion of the study your signed consent form 

will be forwarded to the MoDREC Secretariat for retention in accordance with UK legislation and MoD 

Policy.   

If you would like to find out about the study results you are welcome to request a copy of the final 

project findings by emailing the study lead, Dr Kate Hone (kate.hone@brunel.ac.uk).   

If you have any concerns or queries please contact the Chief Investigator, Dr Kate Hone  

(kate.hone@brunel.ac.uk or 0189566009). Alternatively, if you have a complaint you can contact the 

Chair of the Brunel University Research Ethics Committee, Prof. Peter Hobson, 

Peter.Hobson@brunel.ac.uk  
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Appendix 3.17. Closing statement for follow-up stage  

Thank you for taking part in this study. The purpose of this study is to assess whether the skills you 

had gained in your initial training were maintained after 6-months. If you have any concerns about 

this proposed use of your data, you can still decide to withdraw from the study without consequence 

at this time. You are also welcome to discuss any concerns you have with the study team before 

deciding.  Following today’s training you are reminded that your records will be anonymised and kept 

confidential at all times. Hard copies of the consent forms will be stored in a locked cabinet, and all 

relevant electronic documents will be assigned an identifier for the purpose of anonymisation and will 

be stored exclusively on a Brunel file system. Only the research team will have access to your 

records. Your personal data will be treated in accordance with the provisions of the Data Protection 

Act 1998 at Brunel University London.  

If you would like to find out about the study results you are welcome to request a copy of the final 

project findings by emailing the study lead, Dr Kate Hone (kate.hone@brunel.ac.uk).   

If you have any concerns or queries please contact the Chief Investigator, Dr Kate Hone  

(kate.hone@brunel.ac.uk or 0189566009). Alternatively, if you have a complaint you can contact the 

Chair of the Brunel University Research Ethics Committee, Prof. Peter Hobson, 

Peter.Hobson@brunel.ac.uk  
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Appendix 4  
Appendix 4.1. Descriptive scores for individual participants  

  
Radio Interview - cut off = 23.70  

Participant  Molar Score (classification)  Weighted Average (classification)  

1  30.50 (good)  30.50 (good)  

2  27.25 (good)  28.40 (good)  

3  24.75 (good)  24.00 (good)  

4  27.25 (good)  26.20 (good)  

5  16.25 (bad)  16.20 (bad)  

6  30.75 (good)  28.80 (good)  

7  21.25 (bad)  20.00 (bad)  

8  23.75 (good)  23.00 (bad)  

9  31.50 (good)  30.20 (good)  

10  25.00 (good)  24.00 (good)  

11  23.50 (bad)  22.20 (bad)  

12  31.75 (good)  30.80 (good)  

13  29.25 (good)  28.40 (good)  

14  25.75 (good)  26.60 (good)  

15  20.25 (bad)  20.20 (bad)  

16  19.50 (bad)  20.60 (bad)  

17  17.00 (bad)  16.60 (bad)  

  
On-camera Interview – cut off = 25.20  

Participant  Molar Score (classification)  Weighted Average (classification)  

1  31.00 (good)  30.00 (good)  

2  29.00 (good)  28.25 (good)  

3  25.60 (good)  26.50 (good)  

4  27.60 (good)  29.00 (good)  

5  16.60 (bad)   16.50 (bad)  

6  30.60 (good)  32.00 (good)  

7  20.00 (bad)  21.25 (bad)  

8  27.00 (good)  26.00 (good)  

9  32.60 (good)  33.50 (good)  

10  23.60 (bad)  24.50 (bad)  

11  25.80 (good)  27.75 (good)  

12  33.80 (good)  34.00 (good)  

13  29.20 (good)  30.25 (good)  

14  29.40 (good)  29.25 (good)  

15  23.60 (bad)  24.50 (bad)  

16  23.80 (bad)  23.50 (bad)  

17  23.20 (bad)  24.50 (bad)  
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Appendix 4.2.   

Multimodal Fusion Analysis of Social Signals in Media 

Interviews  

Introduction  

Previous chapters in this thesis have found that social signal feedback is more effective in improving 

communication skills than the traditional method of providing feedback during training. However, the 

signals selected to feedback to participants were based on a preliminary data analysis. A more 

detailed analysis was later conducted; though, the setting was different as interviews included were 

both radio and on-camera interviews. This chapter investigates which combination of social signals 

are necessary for the context of media interviews with a larger sample size in the context of an 

oncamera media interview only. A larger sample size would provide deeper insight into media 

interview settings and would enable better inference from the data.   

Data Handling  

Dataset and Pre-processing  

To create the dataset for this analysis data from all CSRS-rated on-camera interviews from across 

the three reported social signals data collection stages (exploratory study, experimental evaluation, 

follow up evaluation) were combined. This resulted in a dataset of 77 interview cases. The first 30 

seconds were extracted from the data recording to investigate a primacy effect in impression 

formation and were enough to obtain participants’ responses to the first question in each interview. 

The data was normalised so that all feature values are in the range [0, 1]. This reduces outliers and 

normalises the data. Data was removed because if missing data were replaced using the mean of 

the dataset, this would not be a good representation of the data as the classifier used is an 

instancebased classifier. Missing data was removed resulting in 67 data instances removed. See 

Table 6.1 for sample size demonstration.  

Table 4.2.1. Sample of Data set included  

Research Stage  Sample Included  Removed  

Exploratory  17  5 (n = 12)  

Intervention Evaluation  44  1 (n = 43)  

Intervention Evaluation Follow-up  16  4 (n = 12)  

Total  77  10 (n = 67)  
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Ground Truth and Feature Extraction  

The midpoint of the dataset was obtained by observing the centre of the histogram which was used 

as a cut-off point. There was a total of 36 effective communicator cases and 31 poor communicator 

cases. Feature selection was applied using the correlation-based feature selection (CFS) method 

which selects features correlated with the class variable and uncorrelated with each other (Hall, 

1999). Highly ranked features were selected (with a cut-off of 0.2). Features removed were content, 

anger, pitch, volume mirroring and volume mirroring lag due to missing data or data produced as 0.  

Prediction Analysis and Group Differences  

K-NN was conducted on all the features selected for inclusion in the analysis. As the sample size is 

unequal, a bootstrap aggregation (bagging) will be used as described in previous chapter (Chapter 

4, section 1) with 100 iterations. Furthermore, a unimodal analysis using Mann-Whitney U analysis 

was conducted to assess if there were any differences in individual signals (from those selected using 

CSF) between effective and poor communicators.   

Results  

The results are shown in this section. The features extracted using the CFS method included arousal, 

energy, posture mirroring, sadness, extreme emotion and hesitation. See Figure 6.1 for the 

correlation values of each feature and its corresponding communication channel to be included in the 

classification analysis.   

 

  

Figure 4.2.1. Features included in analysis. V = vocal analysis, FE = facial expression and HS = honest 

signals  

Based on the extracted analysis, a k-NN analysis was conducted using k = 1, 2, 3 and 4 with a 

leaveone-out cross validation. The data was not partitioned in to 34 training and 34 testing as in 
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Chapter 4, section 1 as the data presented in this case is all on camera interviews whereas the data 

in Chapter 4 included radio interview and on-camera interviews. An additional analysis was 

conducted where half the data was partitioned into training and the remainder was left for testing. 

Table 6.2 demonstrates k-NN parameters and bagging accuracy.   

Table 4.2.2. k-NN analysis results on extracted features including confusion matrix  

 
Effective;  Poor Bagging  Effective;  Poor 

k  Cross validation  Accuracy communicators  Accuracy   communicators  

 
1  Leave-one-out  55%  19 of 36; 18 of 31  57%  21 of 36; 17 of 31  

2  Leave-one-out  62%  27 of 36; 15 of 31  68%  22 of 36; 22 of 31  

3  Leave-one-out  66%  23 of 36; 21 of 31  66%  23 of 36; 21 of 31  

4  Leave-one-out  63%  25 of 26; 17 of 31  61%  19 of 36; 22 of 31  

  

A Mann-Whitney-U test (McKnight and Najab, 2010) was conducted to formally assess significant 

differences between effective communicators and poor communicators. The results revealed that 

poor communicators hesitated more than effective communicators (U = 320, p = .003). Poor 

communicators also demonstrated more sadness than effective communicators (U = 353.50, p = 

.01).  There was no significant difference for vocal energy (U = 445.50, p = .16), extreme emotion (U 

= 410.50, p = .06), arousal (U = 468.50 p = .26), unsuccessful interruptions (U = 530, p = .706) and 

posture mirroring (U = 457, p = .204). Descriptive statistics can be seen in Figure 6.2.  

Descriptives of Features 

 
  

Figure 4.2.2. Mean and standard error for each. EE = extreme emotion, P_mirroring = posture mirroring.  

Discussion  

The aim of this chapter was to investigate which combination of social signals were identified based 

on subjective ratings. Signals were included across all communication channels suggesting that 

communication is a multimodal event. Additionally, similar signals were identified when using a 

0 

0.2 

0.4 

0.6 

0.8 

Sadness Energy EE Arousal Hesitation P_mirroring 

Effective Communicators Poor Communicators 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

241  

  

smaller sample size in Chapter 4, this is discussed in this section to highlight the importance of these 

signals.   

‘Energy’, ‘extreme emotion’ and ‘hesitation’ were included in the vocal affect channel. Results confirm 

relevance of ‘extreme emotion’ and ‘hesitation’ signals included in feedback design. This is because 

these signals were included in the preliminary analysis in Chapter 4. This suggests that feedback 

provided to participants were on par and accurate as identified with a larger sample size. In other 

words, the inclusion of these signals has been found in a small sample size and in the larger sample 

size analysis suggesting that these signals are relevant for appraising communication skills in media 

interviews.  Both energy and extreme emotion signals feed into their description of passion and 

confidence which was found in both the experimental and follow-up research stages.   

‘Posture mirroring’ was identified for the honest signal channel confirming the result from the 

preliminary data analysis and for providing feedback to trainees with a larger sample size. Suggesting 

that mirroring the interviewers’ posture is important in how an interviewee is perceived by the 

audience. This was also suggested by a media training guide (Taylor, 2015).   

The facial expression ‘Sadness’ was included. Interestingly, sadness was also found in preliminary 

and detailed analysis suggesting relevance for media interviews. However, identification of this facial 

expression could suggest this signal is often confused with fear and anger as described in Chapter 

6 discussion.   

Hand gestures were identified as important for media interviews for on-camera interviews in Chapter 

4. However, in this analysis, hand gestures were not included using correlational methods. This could 

be a result of the shimmer itself. It could also be because movement is not well perceived in 

interviews; however, this is less likely as empirical research has found that hand gestures are 

important for effective communication (Argyle, 1988; Čereković & Pandžić, 2011; Gunes et al., 2008; 

Kim, Soyata, & Behnagh, 2018; Morgan, 2008; Poggi & D ’errico, 2011).  

Conclusion   

The results from this analysis reveal that facial expression (sadness), vocal affect (extreme emotion, 

arousal and hesitation) and honest signals (posture mirroring) are important for communication in on 

camera media interviews. This chapter is consistent with previous literature stating that 

communication is a multimodal event. Some of the signals identified were also included in the 

preliminary data analysis and fed back to participants in the evaluation stage. The consistency in 

signal identification suggests that the signals fed back to participants in the evaluation stage were 

appropriate for appraising performance in media interviews.   
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Data output analysis  

Correlation Selection Feature Method  
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K1- Leave-one-out  
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K1 - Leave-one-out – Bagging  
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 K2 - Leave one out   
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K2 - Leave one out – Bagging  
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K3 - Leave one out  

 

  

  

  

  

  

  

  

  

  

  



COMMUNICATION SKILLS TRAINING 

INTERVENTION  

248  

  

K 4 - Leave one out   
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K4  Leave one out - bagging  
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Mann Whitney U  

Ranks  

  
Category  N  

 
Mean Rank  Sum of Ranks  

Sadness  Effective  
 

36  28.32  1019.50  

 
Poor  

 
31  40.60  1258.50  

Total  
 

67  
    

Energy  Effective  
 

36  37.13  1336.50  

 
Poor  

 
31  30.37  941.50  

Total  
 

67  
    

Hesitation  Effective  
 

36  27.39  986.00  

 
Poor  

 
31  41.68  1292.00  

Total  
 

67  
    

Unsuccessfulinterruptions  Effective  
 

36  33.22  1196.00  

 
Poor  

 
31  34.90  1082.00  

Total  
 

67  
    

P_Mirroring  Effective  
 

36  36.81  1325.00  

 
Poor  

 
31  30.74  953.00  

Total  
 

67  
    

ExtremeEmotion  Effective  
 

36  38.10  1371.50  

 
Poor  

 
31  29.24  906.50  

Total  
 

67  
    

Arousal  Effective  
 

36  36.49  1313.50  

 
Poor  

 
31  31.11  964.50  

Total  
 

67  
    

  

Test Statisticsa  

  Sadness  Energy  Hesitation  Unsuccessfulinterruptions  P_Mirroring  ExtremeEmotion  Arousal  

Mann-Whitney U  353.500  445.500  320.000  530.000  457.000  410.500  468.500  

Wilcoxon W  1019.500  941.500  986.000  1196.000  953.000  906.500  964.500  

Z  -2.572  -1.415  -2.993  -.378  -1.270  -1.855  -1.126  

Asymp. Sig. 

(2tailed)  

.010  .157  .003  .706  .204  .064  .260  

a. Grouping Variable: Category  
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 Appendix 4.3. Results  

4.4.1. Subjective Ratings of Communication Skills  

4.4.1.1. Radio Interview  

Trainer Ratings  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

.960  .961  5  

  
Neutral Observers  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

.980  .982  5  

  

Self-report  

Reliability Statistics  
Cronbach's  

Alpha  N of Items  

.961  5  

  
Inter-rater Agreement (trainer and neutral observers)  

Intraclass Correlation Coefficient  

  
Intraclass 

Correlationb  

95% Confidence Interval  F Test with True Value 0  

Lower 

Bound  
Upper 

Bound  Value  df1  df2  Sig  

Single Measures  .362a  
.128  

.370  

.637  

.875  

3.324  16  48  .001  

Average Measures  .694c  3.324  16  48  .001  

Two-way mixed effects model where people effects are random and measures effects are fixed.  

a. The estimator is the same, whether the interaction effect is present or not.  

b. Type A intraclass correlation coefficients using an absolute agreement definition.  

c. This estimate is computed assuming the interaction effect is absent, because it is not estimable otherwise.  
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 4.4.1.2 On-camera Interview  

Trainer  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

.973  .974  5  

  
Neutral Observers  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

.975  .976  5  

  
Self-report  

Reliability Statistics  

Cronbach's  

Alpha  N of Items  

.974  5  

  
Inter-rater agreement (trainer and neutral observers)  

Intraclass Correlation Coefficient  

  
Intraclass 

Correlationb  

95% Confidence Interval  F Test with True Value 0  

Lower 

Bound  
Upper 

Bound  Value  df1  df2  Sig  

Single Measures  .308a  
.087  

.275  

.590  

.852  

2.939  16  48  .002  

Average Measures  .640c  2.939  16  48  .002  

Two-way mixed effects model where people effects are random and measures effects are fixed. a. 

The estimator is the same, whether the interaction effect is present or not.  

b. Type A intraclass correlation coefficients using an absolute agreement definition.  

c. This estimate is computed assuming the interaction effect is absent, because it is not estimable 

otherwise.  
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4.4.2. Preliminary Analysis 

  4.4.2.1. Vocal Affect Recognition  

  4.4.2.1.1. Radio Interview  

Vocal Affect Recognition– Radio Interview - Energy  
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Vocal affect recognition – radio interview - upset 
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Vocal Affect Recognition – Radio Interview - hesitation 
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Vocal Affect Recognition – Radio Interview – All signals 
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4.4.2.1.2. On-camera Interview 

Vocal Affect Recognition – On-camera - Content  
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Vocal Affect Recognition – On-camera - Upset  
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Vocal Affect Recognition– On-camera - Hesitation  
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Vocal Affect Recognition– On-camera-  Extreme Emotion  
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Vocal Affect Recognition – on-camera – all signals 
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4.4.2.2. Honest Signals  

4.4.2.2.1. Radio Interview  

Honest Signals – Radio Interview - Movement Rate  

  

  

  

  

  

  

  

  



COMMUNICATION SKILLS TRAINING INTERVENTION  

 -  

263  

  

Honest Signals – Radio Interview - Movement Mirror  
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Honest Signals – Radio Interview - Posture  
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Honest Signals - Radio Interview - Posture Mirroring  
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Honest Signals – Radio Interview - Speed of Turn-taking  
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Honest Signals – Radio Interview - Volume  
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Honest Signals – Radio Interview - Volume Mirror  
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Honest Signals – Radio Interview - All Signals  
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4.4.2.2.2. On-camera Interview  

Honest Signals – On-camera Interview - Movement Rate  
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Honest Signals – On-camera Interview - Movement Mirror  
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Honest Signals – On-camera Interview -Posture  
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Honest Signals – On-camera Interview - Posture Mirroring  
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 Honest Signals – On-camera - Speed of Turn-taking  

  

  

  

  

  

  

  

  

  

  

  



COMMUNICATION SKILLS TRAINING INTERVENTION  

275  

  

Honest Signals – on-camera - volume
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Honest signals – on-camera – interview - Volume Mirroring  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

 



COMMUNICATION SKILLS TRAINING INTERVENTION  

277  

  

Honest Signals- On-camera Interview - All Signals  
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4.4.2.2.3. Facial Expression (on camera interview only)  

Facial Expression - Anger  
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Facial Expression - Joy  
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Facial Expression - Contempt  
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Facial Expression - Brow Furrow  
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Facial Expression - All Signals  
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4.4.3. Detailed Analysis   

4.4.3.1. Social Signals Displayed During Interviews  

Group Statistics  

  
Performance  N  

 
Mean  Std. Deviation  Std. Error Mean  

WA separate  Good  
 

21  28.5810  2.65247  .57882  

 
Bad  

 
13  20.7385  2.81826  .78164  

  

Independent Samples Test  

t-test for Equality of Means  
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4.4.3.2. Vocal Affect Recognition  

Correlation Feature Selection (0.2 cut off)  
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  K=1, 17-Fold Cross Validation  
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 K=1, 17-Fold Cross Validation – Bagging  
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K = 1, Leave-one-out Fold Cross Validation 

  

  

  

  

  

  

 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

288  

  

 

 

 

 

K=1, Leave-one-out Fold Cross Validation    
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K=2, Leave-one-out Fold Cross Validation 

  

  

  

  

  

  



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

290  

  

K=2, Leave-one-out Fold Cross Validation - Bagging   
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K=3, Leave-one-out Fold Cross Validation 
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K=3, Leave-one-out Fold Cross Validation- Bagging 
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K=4, Leave-one-out Fold Cross Validation 
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K=4, Leave-one-out Fold Cross Validation - Bagging   
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Mann Whitney U Test for individual signals 

Ranks  

  
Performance  N  

 
Mean Rank  Sum of Ranks  

Stressed  Good  
 

21  19.98  419.50  

 
Bad  

 
13  13.50  175.50  

Total  
 

34  
    

Concentrated  Good  
 

21  19.71  414.00  

 
Bad  

 
13  13.92  181.00  

Total  
 

34  
    

Hesitation  Good  
 

21  15.24  320.00  

 
Bad  

 
13  21.15  275.00  

Total  
 

34  
    

ExtremEmo  Good  
 

21  19.38  407.00  

 
Bad  

 
13  14.46  188.00  

Total  
 

34  
    

Arousal  Good  
 

21  18.93  397.50  

 
Bad  

 
13  15.19  197.50  

Total  
 

34  
    

  
Test Statisticsa  

  Stressed  Concentrated  Hesitation  ExtremEmo  Arousal  

Mann-Whitney U  84.500  90.000  89.000  97.000  106.500  

Wilcoxon W  175.500  181.000  320.000  188.000  197.500  

Z  -1.843  -1.648  -1.684  -1.400  -1.063  

Asymp. Sig. (2-tailed)  .065  .099  .092  .161  .288  

Exact Sig. [2*(1-tailed Sig.)]  .065b  .104b  .096b  .169b  .292b  
a. Grouping Variable: Performance  

b. Not corrected for ties.  
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Difference in selected signals by interview type 

Test Statisticsa 

 Stressed Concentrated Hesitation ExtremEmo Arousal 

Mann-Whitney U 139.000 106.000 98.000 130.000 131.000 

Wilcoxon W 292.000 259.000 251.000 283.000 284.000 

Z -.189 -1.326 -1.602 -.500 -.465 

Asymp. Sig. (2-tailed) .850 .185 .109 .617 .642 

Exact Sig. [2*(1-tailed Sig.)] .865b .193b .114b .634b .658b 

a. Grouping Variable: Interview 

b. Not corrected for ties. 

 

4.4.3.3. Honest Signals  

Correlation Feature Selection  
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K = 1, 17- Fold Cross Validation  
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 K = 1, 17-Fold Cross Validation – Bagging  
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K = 1, Leave-one-out Fold Cross Validation 
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 K = 1, Leave-one-out Fold Cross Validation - bagging 
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 K = 2, Leave-one-out Fold Cross Validation 
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K = 2, Leave-one-out Fold Cross Validation – Bagging  

  

  

  

  

  

  

  

 K = 3, Leave-one-out Fold Cross Validation 
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K = 3, Leave-one-out Fold Cross Validation - Bagging 

  

  

  

  

  

  

  

 K = 4, Leave-one-out Fold Cross Validation 
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K = 4, Leave-one-out Fold Cross Validation – Bagging  

  

  

  

  

  

  

  

  

  

 

 



COMMUNICATION SKILLS TRAINING INTERVENTION   

   

  

  

  

  

307  

  

 Mann Whitney U Test for individual signals  

Ranks  

  
Performance  N  

 
Mean Rank  Sum of Ranks  

M_activity  Good  
 

20  14.90  298.00  

 
Bad  

 
12  19.17  230.00  

M_rate  Good  
 

20  13.78  275.50  

 
Bad  

 
12  21.04  252.50  

M_consistency  Good  
 

20  18.30  366.00  

 
Bad  

 
12  13.50  162.00  

Posture  Good  
 

20  15.25  305.00  

 
Bad  

 
12  18.58  223.00  

P_activity  Good  
 

20  13.73  274.50  

 
Bad  

 
12  21.13  253.50  

UnsucInterrupt  Good  
 

20  17.43  348.50  

 
Bad  

 
12  14.96  179.50  

  

Test Statisticsa  

  M_activity  M_rate  M_consistency  Posture  P_activity  UnsucInterrupt  

Mann-Whitney U  88.000  65.500  84.000  95.000  64.500  101.500  

Wilcoxon W  298.000  275.500  162.000  305.000  274.500  179.500  

Z  -1.246  -2.122  -1.402  -.973  -2.161  -.735  

Asymp. Sig. (2-tailed)  .213  .034  .161  .330  .031  .462  

Exact Sig. [2*(1-tailed Sig.)]  .224b  .032b  .170b  .346b  .029b  .477b  
a. Grouping Variable: Performance  

b. Not corrected for ties.  
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 Difference in selected signals by interview type 

Test Statisticsa 

 M_activity M_rate M_consistency Posture P_activity UnsucInterrupt 

Mann-Whitney U 121.000 94.000 75.000 98.000 110.000 113.500 

Wilcoxon W 257.000 230.000 211.000 234.000 246.000 249.500 

Z -.264 -1.282 -1.998 -1.131 -.679 -.558 

Asymp. Sig. (2-tailed) .792 .200 .046 .258 .497 .577 

Exact Sig. [2*(1-tailed Sig.)] .809b .210b .047b .270b .515b .590b 

a. Grouping Variable: Interview 

b. Not corrected for ties. 

 

 4.4.3.4. Facial Expression  

Correlation Feature Selection  

  

  

  

  

 

  

  

 Facial Expression – K = 1, 17-Fold Cross Validation  
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Facial Expression – K = 1, 17-Fold Cross Validation: Bagging  

  

  

  

  

  

  

  

  

  

  

 Facial Expression – Leave-one-out Fold Cross Validation -K = 1 
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Facial expression - Leave-one-out Fold Cross Validation, K = 1: Bagging 
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Facial Expression, K = 2, Leave one out Fold Cross Validation 
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Facial expression - Leave-one-out Fold Cross Validation - K = 2, Bagging 
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Facial expression - K = 3 - Leave-one-out Fold Cross Validation 
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Facial Expression - K = 3 - Leave-one-out Fold Cross Validation - Bagging 
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Facial Expression -  K = 4 - Leave-one-out Fold Cross Validation 
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 Facial expression - K = 4 - Leave-one-out Fold Cross Validation - Bagging 
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Facial Expression  - Mann Whitney U Test for individual signals  

Ranks  

  
RANGE_CAT  N  

 
Mean Rank  Sum of Ranks  

Smile  Good  
 

10  8.65  86.50  

 
Bad  

 
4  4.63  18.50  

Smirk  Good  
 

10  7.00  70.00  

 
Bad  

 
4  8.75  35.00  

Sadness  Good  
 

10  7.00  70.00  

 
Bad  

 
4  8.75  35.00  

Joy  Good  
 

10  8.20  82.00  

 
Bad  

 
4  5.75  23.00  

Fear  Good  
 

10  7.45  74.50  

 
Bad  

 
4  7.63  30.50  

Contempt  Good  
 

10  6.25  62.50  

 
Bad  

 
4  10.63  42.50  

BrowFurrow  Good  
 

10  6.40  64.00  

 
Bad  

 
4  10.25  41.00  

  

Test Statisticsa  

  Smile  Smirk  Sadness  Joy  Fear  Contempt  BrowFurrow  

Mann-Whitney U  8.500  15.000  15.000  13.000  19.500  7.500  9.000  

Wilcoxon W  18.500  70.000  70.000  23.000  74.500  62.500  64.000  

Z  -1.635  -.710  -.707  -.990  -.071  -1.770  -1.564  

Asymp. Sig. (2-tailed)  .102  .478  .480  .322  .944  .077  .118  

Exact Sig. [2*(1-tailed  

Sig.)]  

.106b  .539b  .539b  .374b  .945b  .076b  .142b  

a. Grouping Variable: RANGE_CAT  

b. Not corrected for ties.  

 

 

 

 

 



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

320  

  

4.4.3.5. Hand Movement  

Hand gestures (radio interview) – K = 1, 9-fold cross validation  

  
  

  

  

  

  

  

  

  

  

  

  

 Hand gestures (radio interview) – K = 1, 9-fold cross validation: Bagging  
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Hand Movements (radio interview) -  K = 1 - Leave-one-out Fold Cross Validation 

  

  

  

  

  

  

  

  

 Hand movement (radio interview) - K = 1 - Leave-one-out Fold Cross Validation: Bagging 
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Hand movements (radio interview) -  K = 2- Leave-one-out Fold Cross Validation 

  

  

  

  

  

  

  

   

Hand movements (radio interview) - K = 2 - Leave-one-out Fold Cross Validation: Bagging 
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Hand movement (radio interview) - K = 3 - Leave-one-out Fold Cross Validation 

  

  

  

  

  

  

  

  

  Hand movements (radio interview)-  K = 3 - Leave-one-out Fold Cross Validation: Bagging 
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Hand movements (radio interview) - K = 4 - Leave-one-out Fold Cross Validation 
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Hand movements (radio interview) - K = 4 - Leave-one-out Fold Cross Validation: Bagging 
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 Hand movements (on-camera interview) - K = 1, 8-fold cross validation  
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Hand movement (on-camera interview) - K = 1, 8-fold cross validation: Bagging  
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Hand gestures (on-camera interview) - K = 1 - Leave-one-out Fold Cross Validation 
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Hand movement (on-camera interview) - K = 1 - Leave-one-out cross validation: Bagging 
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Hand movements (on-camera interview) - K = 2 - Leave one out fold cross validation 
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Hand movements (on-camera interview) – K = 2 - Leave-one-out Fold Cross Validation: 

Bagging 
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Hand movements (on-camera interview) – K = 3 - Leave-one-out Fold Cross Validation 
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Hand movements (on-camera interview) – K = 3 - Leave-one-out Fold Cross Validation: 

Bagging 

  

  

  

  

  

  

 

 



COMMUNICATION SKILLS TRAINING INTERVENTION   

  

  

  

  

338  

  

Hand movements (on-camera interview) – K = 4, Leave-one-out-fold cross validation 
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Hand Movements (on-camera interview) – K = 4, Leave-one-out-fold cross validation: Bagging 
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Hand movements (merged dataset) – K = 1, 17-fold cross validation 
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Hand movements (merged dataset) – K = 1, 17-fold cross validation: Bagging 
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Hand movements (merged dataset) – K = 1, Leave-one-out-fold cross validation 
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Hand movement (merged dataset) – K = 1, Leave-one-out-fold cross validation: Bagging 
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Hand movements (merged dataset) – K = 2, Leave-one-out-fold cross validation 
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Hand movements (merged dataset) – K = 2, Leave-one-out-fold cross validation: Bagging 
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Hand movements (merged dataset) – K = 3, Leave-one-out-fold cross validation 
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Hand gestures (merged dataset) – K = 3, Leave-one-out-fold cross validation: Bagging

  

  

  

  

  

  

  

  

  

  

  

  



COMMUNICATION SKILLS TRAINING INTERVENTION   

  

  

  

  

348  

  

 Hand movement (merged dataset) – K = 4, Leave-one-out-fold cross validation 
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Hand movements (merged dataset) – K = 4, Leave-one-out-fold cross validation: Bagging 
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Heart rate 2x2 ANOVA  

  

Descriptive Statistics  

Dependent Variable:   Beats.min    

Performance  Interview  Mean  Std. Deviation  N  

Good  Radio  104.6985  36.36012  10  

 On-camera  119.5498  43.84559  11  

Total  112.4778  40.17351  21  

Bad  Radio  126.6644  40.64325  7  

 On-camera  138.6704  39.22177  6  

Total  132.2056  38.80364  13  

Total  Radio  113.7433  38.56532  17  

 On-camera  126.2983  42.08285  17  

Total  120.0208  40.25368  34  

  

Levene's Test of Equality of Error Variancesa,b  

   
Levene Statistic  df1  

 
df2  Sig.  

Beats.min  Based on Mean  .319  
 

3  30  .812  

 
Based on Median  .285  

 
3  30  .836  

Based on Median and with 

adjusted df  

.285   3  28.315  .836  

Based on trimmed mean  .373  
 

3  30  .773  
Tests the null hypothesis that the error variance of the dependent variable is equal 

across groups. a. Dependent variable: Beats.min  

b. Design: Intercept + Performance + Interview + Performance * 

Interview  

  

Tests of Between-Subjects Effects  

Dependent Variable:   Beats.min    

Source  

Type III Sum of  

Squares  df  Mean Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  4745.979a  3  1581.993  .974  .418  .089  

Intercept  478968.583  1  478968.583  294.896  .000  .908  

Performance  3373.281  1  3373.281  2.077  .160  .065  

Interview  1441.379  1  1441.379  .887  .354  .029  

Performance * Interview  16.179  1  16.179  .010  .921  .000  

Error  48725.862  30  1624.195        

Total  543241.360  34          

Corrected Total  53471.841  33          
a. R Squared = .089 (Adjusted R Squared = -.002)  
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Radio Interview  

Descriptive Statistics  

  
N  

 
Mean  Std. Deviation  Minimum  Maximum  

Radio  
 

17  7.4840  6.38414  -.41  25.21  

Performance_cat_overall_voi 

ce  

 17  1.4118  .50730  1.00  2.00  

  

 

Ranks  

  
Performance_cat_overall_vo 

ice  N  

 

Mean Rank  

Radio  Good  
 

10  8.30  

 
Bad  

 
7  10.00  

Total  
 

17  
  

   

Test Statisticsa,b  

  Radio  

Kruskal-Wallis H  .467  

df  1  

Asymp. Sig.  .495  
a. Kruskal Wallis Test  

b. Grouping Variable: 

Performance_cat_overall_voice  

  
On-camera Interview  

Descriptive Statistics  

  
N  

 
Mean  Std. Deviation  Minimum  Maximum  

SMEAN(Oncamera)  
 

17  9.8840  7.04090  -2.12  28.83  

Performance_cat_overall_vid 

eo  

 17  1.3529  .49259  1.00  2.00  

  

Ranks  

  
Performance_cat_overall_vi 

deo  N  

 

Mean Rank  

SMEAN(Oncamera)  Good  
 

11  8.09  
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Bad  

 
6  10.67  

Total  
 

17  
  

  
Test Statisticsa,b  

SMEAN(Oncam 

  era)  

Kruskal-Wallis H  1.010  

df  1  

Asymp. Sig.  .315  
a. Kruskal Wallis Test  

b. Grouping Variable:  

Performance_cat_overall_video  

  

Difference in selected signals by interview type 

Test Statisticsa 

 Gestures 

Mann-Whitney U 128.500 

Wilcoxon W 264.500 

Z -.270 

Asymp. Sig. (2-tailed) .787 

Exact Sig. [2*(1-tailed Sig.)] .790b 

a. Grouping Variable: Interview 

b. Not corrected for ties. 

 

4.5. Sample Estimation for Experiment Stage  

  

Ranks  

   
N  Mean Rank  Sum of Ranks  

WA_Video_overall -  Negative Ranks  
0a  

.00  .00  

WA_Voice_overall  
Positive Ranks  

14b  
7.50  105.00  

Ties  
3c      

Total  17      

a. WA_Video_overall < WA_Voice_overall  

b. WA_Video_overall > WA_Voice_overall  

c. WA_Video_overall = WA_Voice_overall  
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 Test Statisticsa    

W

A

_

V

i

d

e

o

_

o

v

e

r 

a

l

l 

-  

WA_Voice_over   
 all  

 Z  -3.314b  

Asymp. Sig. (2-tailed)  .001  
a. Wilcoxon Signed Ranks Test  

b. Based on negative ranks.  
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Appendix 5  
Appendix 5.1. System Usability Scale  
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Appendix 5.2. Thematic Analysis  

Accelerometer  
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Key Codes  

P4  P6  P7  P8  P12  

Comparison 
element, actual 
data and actual 
movements.  
-  

Would be good 
to see max and 
minimum of 
performance.  
-  

Let’s you know 
whether you are 
moving at all 
(comparison 
chart)  
-  

iMotions does 
not give me 
much feedback, 
just my data.  
-  

Comparison 
with others and 
temporal  is 
good, bar chart 
puts  into 
perspective.  
-  

The scale for 
the bar chart is 
confusing. Need 
an assistant to 
tell me what 
each mean.  
-  

iMotions doesn’t 
give comparison 
but joining of the 
bar chart and 
iMotions gives 
me a more  
complete 
picture.   
-  

Video play back 
important 
 for 
understanding 
gestures.   
-  

I like that one is 
measuring  
temporal 
gestures 
 and then 
 that  is 

translated into a 
graph.  

-  

Need an 
assistant to help 
me understand.   
-  

The graph and 
iMotions 

 are 
useful  and 
straight to the 
point.  

-  

I would need an  

initial  

explanation of 
what each 
channel needs.   
-  

  

Themes   

Comparison to good performance  

Temporal behaviour  

Scale considerations  

Initial Guidance and Explanation  

Facial Expression Channel  

 Coding  

P4  P6  P7  P8  P12  

Prefer version 2 
(putty tool) as it 
is  clear  to 
understand.   
-  

Prefer visual 
presentation of 
data.  
-  

Doesn’t 

 like video 

playback as 

doesn’t like to 

 view 

themselves on 

camera.  

Prefers version  

2 (putty tool) it is 
easy  to 
understand 
when compared 
to graph.  
-  

Doesn’t like bar 
chart as it is not 
clear.  
-  

Liked the 

colours of the 

bar chart and  

Preferred video 
playback  
(iMotions) as 
prefers to video 
feedback in 
context of 
conversation. It 
is very intuitive.  
-  

Not good with 
graphs.   
-  

Preferred 
 the putty 
 tool 
because it is 
intuitive but also 
likes the video 
playback  
because 

 you 

would  act 

naturally.   

-  

Liked bar chart 
because of  
comparison 
element.  
-  

Preferred 
 the bar 
 chart 
because of the 
comparison 
element but also 
liked the video 
playback  
because you 
can see your 
emotions in 
context.   
-  

Preferred the 

bar chart 

because video  
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-  

Bar chart and 
putty  tool 

suggestion.  

-  

comparison 
element.  
-  

Suggestion of 
including a  
baseline  

-  

Preferred option 
3 (over 2). See 
results in 
relation to own 
face and in 
context of what I 
am saying.   
-  

Suggestion  of 

combining 

 bar chart 

and video 

playback  

 The tool had  

real-time  

feedback that 
considers time.  
-  

The  video 

playback 

 likes the 
time frame too.   

-  

The bar chart 
scale  is 
confusing.  

-  

is 

 translate

d nicely.  

-  

Suggests more 
emotions  
-  

  

Themes  

iMotions   

Comparison to Good Performance  

Temporal Behaviour  

 

 

 

 

 

 

Honest Signals  

Coding  

P4  P6  P7  P8  P12   

The bar chart is 
easy  to 

interpret.  

-  

Suggest the 
diamond as an  
alternative  

-  

Could be easier 
to understand.   
-  

Would  need 

assistance.  

-  

Suggest 

definitions 

 on 

screen.  

Don’t like the 
visual of the 
graph.   
-  

Like comparison 
element.  
-  

Need 

assistance  to 

explain 

 each 

feature 

 and 

what’s going on.  

-  

Simple 
understand.  
-  

Nothing 
confusing.  
-  

Comparison 
good.  
-  

to  
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Themes  

Initial Guidance and Assistance  

Comparison to Good Performance Essential  

Voice Analysis  

P4   P6  P7  P8  P12   

Prefer 
diamond.  
-  

It is simple  

the  Likes both. The 

diamond gives a 

snapshot and 

the bar chart  

Prefers  

diamond  

-  

Prefers 
diamond due to  
simple 

emotions.  

Preferred  

chart  

-  

bar  

-  

Found the bar 
chart interesting 
and  would 
choose the bar 
chart  over 
diamond if min 
and max was 
included.  
-  

compares  to 
another person’s 
performance  
-  

Overall prefers 
option 2.  
-  

Likes option 2 
because of more 
emotions.  
-  

Understands 

option 2, scale 

needs 

improvement.  

Helps understand 
the scale  of 
emotions.  
-  

Like bar chart 
due to more 
emotions.   
-  

Comparison is 
preferred for  
improvement  

-  

-  

Already 
explained 
 the bar 

 chart  so 
understanding is 
fine.  

-  

Prefers 
comparison 
element of bar  
chart  

-  

Prefers  

diamond  

-  

Did  not 

 like 

diamond  

because 
 there was 
 no 

comparison to a 
good 
performance.   

-  

  

Themes  

Visual display important  

Comparison of Good performance  

Scale of Measurement Important  

Appendix 5.3. Raw Interviews 

M = Monica  

P= Participant  

Participant 4 - Hand Gestures  

M: This is the recording for the accelerometer with the bar chart together with the 

iMotions feedback so that’s the temporal aspect of it. So, if you could. Okay so, do you 

like the presentations of the designs together or?  

P: Yeah, the presentation is nice, definitely.  

M: okay, alright. Uhm, okay so work together or yeah?  

P: They do work together yes. They do assess each other.  
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M: Okay so why do you like it?  

P: Uhm, well from this, like I said you can compare kind of a good persons or a good 

set of movements to the actual movements itself and you can see the difference 

between the two, whether you are moving too much or too little. Uhm and then combine 

that with the actual X y and Z it shows how you are moving as well.   

M: okay and so what are the elements of the design that you find confusing?  

P: Uhm, the one thing I would say is in terms of where you said that the orange bars 

represent a good person’s movements and the blue bar represents.  

M: yeah well if you remember for this one you wouldn’t see the blue.  

P: yes, you would only see the only, so yeah it will be good to know what kind of, it will 

be good to know where kind of the maximum amount of movement is. Where, if you 

were going above this threshold you’d be basically moving too much. If that makes 

sense.  

M: Yeah it does. Uhm.  

P: So yeah, a minimum and maximum type thing. Well, because I can see that I have 

moved quite decently but it will get to a stage where that movement is a bit too much.  

M: Yeah   

P: So, it will be nice to see where that ends.  

M: Okay so the actual performance would need to be in there then, so because this 

would be the maximum.  

P: okay so then I am above the maximum at this point.  

M: well, you’re below it.  

P: okay, no, sorry yeah yeah yeah.  

M: so, you didn’t move your hands enough, let’s say.  

P: okay cool, yeah that will be fine.  

M: okay, and then what are the elements of the design that you like?  

P: Uh, I like the combination of the X Y Z type thing, and it showed that I might be 

moving too much in a forward or horizonal vertical way, or whether I am moving in 

spatial, combined with the fact of whether I am moving at all or enough.  

M: Okay, yeah that.  

P: So, you can have making small gestures but not a lot of it which it does show that I 

am doing something.   

M: Yeah that makes sense. Okay, thank you very much.   

P6 - Hand Gestures  

M: Alright, so do you like the presentation of the design for iMotions and the 

comparison chart? Which would be better?  
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P: Uhm, I do like, I like the iMotions interface, but it doesn’t really give me much 

feedback as in it is easy to understand but it doesn’t it doesn’t really tell me much about 

how I performed, so it doesn’t really give me feedback about my performance it is just 

my data. I would like that it would show me how much hand movement I had so the 

accelerometer data so in relation to others because I think that’s more feedback than 

just presentation of the results. So, I would learn something from that and I don’t need 

to know exactly at which point I moved my hand, but I need to know how much or how 

little I moved my hands moved compared to others.   

M: Okay so that’s why you don’t like? why do you like the bar chart.  

P: Well it puts things into perspective by showing how the others performed and what 

is the average performance. Uhm so I know where I should improve and where I kind 

of over the or underperforming.  

M: So, it will tell you whether to use your hands more in comparison to, or not. Okay is 

there anything you find confusing? Is it still the scale?   

P: Yeah it is still the scale.  

M: Scales confusing. Okay so there are some parts that you don’t like which is the 

scale.  

P: the scale is the only thing that I find hard to get my head around, but I am not very 

like.  

M: yes, but it needs to be understandable. So, do you have anything else you would 

like to add about the accelerometer other than you want to…  

P: I think it depends on the level, sorry not the level of feedback but the nature of the 

feedback that you are looking to give to people because if its, for example if you are 

showing, if you are doing this for a politician it will be very interesting for them to see 

when they move their hands because it might not be interesting to see overall hand 

movement. But they might have moved their hands at a particular moment that was 

really bad. So, in terms of overall feedback I think it is official to show this as how much 

you moved or how much you didn’t move your hands compared to how you compared 

with the others. But if you wanted to drill deeper and find exactly whether you moved 

your hands in a appropriate time then you would need a timeline, that the iMotions 

would offer and not just the chart.   

M: It is, when you move your hands it would be in conjunction with your words. Yeah, 

it is temporal, so what do you think about playing that back, because like you say, this 

is not really understandable, but to play it back and have those peaks and there would 

be an average in the bar chart, would that be an option. Played in conjunction.   

P: aha. Is this feedback, will this feedback be given to participants as it is, or will it be 

given to participants in conjunction with some verbal feedback from the trainers.  

M: Uhm, no it will just be this. We want to see which one is better. Okay.  
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P7 - Hand Gestures  

M; okay so this this the recording for the accelerometer option, with the option being 

the combined bar chart and the video being played back on iMotions with participant 

number 7. Uhm so, do you like the presentation of the design with it being combined?   

P: yeah, I like that because if you do not merge both of them then it could be many 

things to be improved because this particular system doesn’t show you the level of the 

other comparison with the other participants. But yeah anyway the combining of those 

two could be more give some complete picture of the data.   

M: and then so, you have explained why you like it. So, anything visually to explain 

why you like it or?  

P: Uhm, so do you have any plan to how to combine the two?  

M: oh no, just like this.  

P: okay, yeah, I prefer like this layout. Yeah. What is the difference…  

M: yeah so if you have a look, X Y and then Z so that’s why I say it is just an overall 

movement and that you can tell in the beginning that you weren’t moving your hands 

which is the baseline, which is what I was looking for.   

P: oh no I mean the yellow and red.  

M: yeah so x is yellow  

P: ah, okay yeah, I like those layouts than the traditional bar chart.   

M: So, is there anything that you find confusing or that you don’t understand specifically 

in either or together?  

P: Well if the system has kind of features integrated with the, if you can see the video 

with this then.  

M: yes, it will be 

played back. P: 

okay,  

M: because I recorded the video post hoc. So, with this one, you have that video played 

back.  

P: okay then that’s good.  

M: okay so which of the elements of the design that you do like? Oh yes, we have 

discussed this earlier. So, anything that you don’t like?  

P: Nothing to say really.   

M: Okay then, thank you very much.   

P8 - Hand Gestures  

M: So, this is the recording for feedback of the accelerometer for participant 8. So, do 

you like the presentation of the combined designs?  
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P: Well the, of the designs well certainly represent my gestures. So, yeah, I do like the 

presentation of each two together.   

M: okay then so why do you like it?  

P: well the fact that the first one is actually comparing behavioural of my gestures and 

then the temporal behaviour of the gestures is being translated into the graph. So, I 

can see that there is a behaviour of my temporal and a behavioural of my overall 

performance.   

M: Right, okay I see what you’re saying. Right, so are there any elements of the design, 

in conjunction with each other that you find confusing or that you don’t understand?  

P: well again if I could just, I need an assistant to tell me what’s going on with these 

two, so if someone could tell me what this is and what is that and   

M: Right, okay I see what you’re saying. Right, so are there any elements of the design, 

in conjunction with each other that you find confusing or that you don’t understand?  

P: well again if I could just, I need an assistant to tell me what’s going on with these 

two, so if someone could tell me what this is and what is that and how is it, how is it, 

how this represents that one so that would be really helpful.  

M: okay okay, yeah well you would have the voice playing back there so you’re alright 

with the temporal aspect of the… and then the bar chart in comparison to the others. 

Then are there elements of the design that you really like, I know you mentioned.  

P: Well, the fact that it in the first device and then it is translated into the other format 

on the second one of the bar chart is very interesting for me.  

M: okay okay, and then visually as well.  

P: well visually, yes, I do like the visualisation of the.  

M: what about the bar chart?  

P: It is really good, it represents everything that happened in the first device.   

M: well in a different way but yeah. Thank you so much. Do you have anything else 

that you would like to add?  

P: no.  

M: Okay thank you very much?  

P12 - Hand Gestures  

M: This the recording for the accelerometer with presentation of iMotions and bar chart 

in combination for participant 12. So, do you the presentation of the design of the 

combination of the two?  

P: I do really it is really easy to understand, I like it. It is straight to the point.  

M: okay you have just answered the second one. So, what are the elements that you 

might find confusing or that you don’t understand.  

P: Uhm, nothing in particular.  



COMMUNICATION SKILLS TRAINING INTERVENTION 

365  

  

M: So, if you had a look at iMotions you’d understand that.  

P: I thought, that was hand motions.  

M: No, it’s not eye motions it’s I- Motions  

P: oh haha, that’s my bad. Uhm, yes, I would understand it, well the only thing I would 

need an explanation of the Z Y and X and what they were but obviously once I knew 

that. Also, you can tell in the X you know, which is where you’re moving your hands is 

when you weren’t, that I combination with that too which shows you how you move 

and how much you should move I think it’s alright.   

M: alright, so what are the elements that you like that you have just answered. Okay 

thank you very much.  

P4 – Facial Expression  

M: okay so this is the recording for the facial expression and feedback on feedback. 

So, the, okay so of the three options; that is option 1, option 2 was the feedback, the 

live feedback and then option three was the video played back together with your 

performance of facial expressions. So, the one I just showed you now. Okay. So, the 

first question is, so which of the versions do you like best?  

P: I prefer version 2.   

M: Version 2. Right, so why?  

P:  So, because I don’t like to see myself visually represented again like. It’s probably 

because I am a statistical person and I like to see numbers.  

M: okay so yeah okay.  

P: statistical person does like to see numbers and graphs and visual representation 

but when I actually see myself doing something I don’t ahh.  

M: So then how would you compare that, so then what is the difference between 

Options 2 and options 1.  

P; There isn’t much difference because I learned the same thing from both of them. 

It’s just that I prefer seeing numbers over… M: video playback  

P: a video of myself that’s just a personal character.  

M: so, then options one and two, you’d still pick 2?  

P: still pick two.  

M: why?   

P: Ah, because I prefer just the way that the graphs are displayed and the way that 

things looked.  

M: okay that’s perfect. Uh, okay so and then uh which of the less preferred uh so the 

less preferred being the first one and the option 3, what don’t you like about it.  

P: sorry which more so between the first one?  
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M: No sorry so if you were given this, what don’t you like about it.  

P: uhm, what I don’t like about it?  M: yeah P Uhm, it might be difficult because there 

isn’t anything that I dislike like about it uhm, but it just when I saw the second system 

it was just I prefer that one a lot better than this. It is obviously still not … and I still 

enjoy seeing. That’s why I said I don’t really dislike it. Uhm if I think of a reason why I 

dislike it I don’t think I have any. Can I say that I don’t have any?  

M: That’s fine. And then you said for the third option which is the playback for the video 

you don’t like that one?  

P: The system itself is amazing, uhm it’s very good but it’s just personally I don’t like 

to see myself being played back like the visual play back.   

M: That’s fine, so you prefer option 2. So, of the design that you preferred, which is the 

second one uhm which of the elements did you not like?  

P: which of the elements did I not like? Uhm, again I don’t have a not like here. If I can 

say that. Can I say that?  

M: Yeah you can I mean.  

P: And that’s the reason why I chose the second one because there wasn’t anything 

really that I didn’t like.  

M: okay so you loved it, okay.   

P: It was very straight forward.  

M: okay that’s wonderful, uhm so is there anything else that you would like to add with 

regards to the three designs.  

P: add in terms of?  

M: Feedback about how we are giving feedback to you as the participant. Which one 

is easier to understand for you, I mean visually ah, anything really.  

P: The second one for me was very easy to understand the last one is also very easy 

for me to understand uhm it might be good If you just show them side by side and then 

at that point you can get preference from people. If that makes sense. So, for example 

if I saw both systems alongside, I would say okay, this is how I did visually or in terms 

of video feedback and this is how I did statistically.  

That will be nice to see. So, have both of them side by side if possible. If not, I prefer 

the second one.   

M: Okay, alright okay, thank you.   

P6 – Facial Expression  

M: So first one question, please tell me which of the versions of the design you like the 

best. Is it the option 1 with the bar chart and the normalised data or is it the uhm the 

tool that records your facial expressions live?   

P: I like this option, option b (putty tool) because it is easy to understand. Uhm I don’t, 

I am not really good with graphs. Uhm so it would be confusing for me to figure out 
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what why some of the bars are going downwards and some are going upwards, so if I 

glanced at it first time I wouldn’t understand that as well with the first option, while with 

the second option I could kind of understand that you know that I showed a bit of fear, 

a bit of disgust, and there was one instance where I felt sadness, so it is easy for me 

to understand without any training, to just see it without any help. Option b is better for 

me.  

M: Okay that’s perfect, thank you very much. So why did you like this version better 

than the others?  

P: It’s more visual I think and its more, it makes more, that timeline of emotions more 

it’s easier to understand than just the graph.   

M: okay that’s fine. Okay. Alright and then uhm so you’re saying the scale is the issue 

with the bar chart?  

P: yeah.  

M: Right wonderful. Okay and were there any elements of the less preferred version 

that you liked, If so what?  

P: I like the colours, I like knowing that the orange its kind of like a performance of 

other people and the blue is mine, so I can see how mine is compared, but still wouldn’t 

understand, for example, in surprise mine is higher than the orange one, so the other 

people, but I won’t really know what that means. Does it mean that I felt more 

surprised?  

M: yeah so it means that you felt more surprised than the average person that 

performed good.  

P: So, there were more instances of surprise or was my surprise was longer?  

M: Well no, more instances because this is presented as an average a normalised 

average.  

P: In fear, my graph goes down, and the other people’s graph goes, so that means I 

showed.  

M: So, the average of people is 0 so you showed less fear, so you just showed less 

fear. The zero is the mean and then, so on a bell curve you’d be on the lower end.   

P: I am not very good with graphs.  

M: But this is why we are doing this. This is fantastic, thank you very much. Uhm okay 

so you liked the colours and the visual comparison. Okay and were there any elements 

of the preferred version that you liked? If so, what?  

P: Uhm, I liked that it was shown in little icons in little, in separate little sections for 

each emotion. I don’t like that it doesn’t show that for other people’s results, I just see 

mine. I obviously cannot judge from that whether it is good or bad. I can see my results, 

but I cannot see whether a lot of fear is good. What is necessarily good or not. Or 

average even. But I like how they are all split into emotions and I like the squares. I 

would have preferred if they, I know you didn’t ask me that, but I would have preferred 

if, you know where they have the numbers. That doesn’t really mean anything to me 
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so perhaps if there was a baseline. Instead of showing, so the y axis shows the what 

does it show now? Is that the measurement?  

M: That’s the maximum measurement   

P: and the x axis is …  

M: is time, well relative to that interview. So, if the interview was 20 minutes then that 

would still be 200 but that would be the number of people.  

P: So maybe if there was another colour there that showed the average of what is 

considered good and perhaps a baseline.   

M: Okay thank you.   

  

P6 – Facial Expression  

M: this is option 3 now so please tell me which of the versions, well 

that you like P: I like option 3.  

M: oh, you like option 3, so why?  

P: shall I tell you why?   

M: why did you like this version (option 3) than the others?  

P: Um because it shows my face so that I can see the results in context if that makes 

sense, so rather than seeing a summary or a graph of the results, I see the results in 

relation to my face. And then, which I think is very useful for feedback because I can 

see where I smiled, and I can see exactly what happened when I smiled. So, if the 

feedback says I smiled too much or frown too much then I can go back and review 

where I frowned. So, I can tell myself if I frowned too much, cause maybe I frowned 

while I was waiting for the question. Do you see what I mean cause maybe I need to 

see exactly what, cause if someone says you’re frowning too much because you don’t 

know what your face does, so maybe if you go back and see it then it helps with 

feedback. It will help me at least. On the other hand, I find it a little bit too complicated 

because it does not show a snapshot of how I done. It just shows the raw data.   

M: so, what about using option 1 and option 3 together?  

P: I was thinking more option 2 and option 3.  

M: Because I was just thinking for comparison wise. To see how the participants 

performed.  

P: I see yeah.   

M: okay so of option 2/3, you prefer option?  

P: I prefer option 3,   

M: okay so yes, I would not illustrate the actual performance but just good performance 

and say okay, so we can look at you performed here so this would be the comparison 
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graph. Then have a look and say on average people showed less fear and here is 

recorded a lot of fear.  

P: Yeah because you have to combine this with what other people have done. Because 

this might say that, I don’t know I smiled I know don’t know, a few times, but this doesn’t 

necessarily say that this is good or not. Do you see what I mean?  

M: Absolutely, okay.  

P: it just tells you what I have done. That I was engaged, but still that doesn’t mean 

that engagement, it looks like it’s a lot of engagement but that’s not compared to what 

the others have done so I cannot judge if it is good or bad. So, something between 

combining option 3 with option 1 with the feature of the other people you know with the 

average of performance indicator, then that mean I can see my face and I can see 

where I went wrong or where I went well compared to others, so It is a bit more 

complete.   

M: Okay that’s wonderful, thank you.   

P7 – Facial Expression  

M: So, this is the recording for participant number 7 for the design options for facial 

expressions feedback. So please tell me, of the 3 options, option 1 being the bar chart, 

option is the tool that provides the emotion peaks in the, and option 3 is the iMotions 

where you are able to view your video.  

So, which of the 3 options do you like?  

P: I prefer the iMotions.  

M: so, the one where you can see your video?   

P: because I can see all the different emotions in the video and at the same time the 

video helps me to understand why and at what point each specific emotion and what 

exactly happened in that situation, so I can get more information about the emotions. 

But why there are specific emotions.  

M: Alright, thank you. Okay, of the less preferred version which is the tool that provides 

you the peaks or the bar chart, uhm what are the elements of each that you liked? So, 

of the tool, what are the features that you liked?  

P: I liked well, the graphs, the peaks that the graphs gives me some information about 

the level of each emotion. So, it just looks intuitive. So, it is very clear and easy to 

recognise which one is the level of certain emotions. So, that I liked.  

M: okay and then what about the bar chart?  

P: uhm, bar chart, well I am not good at graphs. So well personally I don’t like bar 

charts. So, for me it’s quite difficult to understand what it means.   

M: okay so even if you had someone sitting here explaining that the zero is the mean?  

P: yes, even with that.  

M: okay, so of the preferred version, which is the iMotions playback of the video, what 

were the elements that you didn’t like?  
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P: uhm, well, nothing special that I don’t like. But I can hear the voice of the video?  

M: yes?  

P: There’s nothing special that I don’t like, okay.  

M: okay thank you.   

P8 – Facial Expression  

M: Okay so this is the recording or the interview for the feedback for facial expressions 

options for providing feedback to participants about their performance for which you 

were a participant. So, of the three options for facial expression please tell me which 

of the versions of the design that you liked the best? Was it the bar chart? Was it the, 

you know, the one that recorded in real time? Or was it iMotions which allows you to 

view your video together with the peaks in iMotions. Which one would you prefer?  

P: For me I certainly prefer the second one.   

M: So, the tool? Okay that’s wonderful. Okay, alright. Why would you do you prefer 

this version compared to the other ones?   

P: For me I think it is very hard to understand the first one. And then for the third one 

because you are talking with human to human then when I realise that for the third 

option and then my hand tends to cover my face because when you talk --- then my 

hand is moving. I believe that when the hand moves to the face I think it will make a 

false positive in the graph that is presented. I think I don’t know I think so for this one 

machine-machine interaction then there will be the camera and me. The camera will 

only look at me and detect my face so that it will have the results very clear and 

accurate compared to human to human.   

M: Okay so which one is clearer in how you performed compared to other participants? 

So if you, which one is better for you to understand how you performed and how you 

can improve?  

P: How I perform, if I were alone at that time and given the three options. Okay maybe 

I would choose the third one.  

M: Okay so why would you select the third one?  

P: Uhm, well because if I were alone at that time and someone was watching me or a 

camera sort of. Uhm, because of I would tend to act naturally. When I am interacting 

with the machine I don’t think there is…  

M: So, the output of the tool. Is it easy for you to understand? So, is it the graph where 

zero is the mean? So that would be excessive or but bear in mind you have to compare 

yourself to other participants because how would you know how you done?  

P: If that is the case, can I change my mind?  

M: yes of course, I mean I want you to give a full answer.  

P: Well it maybe that one.   

M: Why is it?  
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P: Well if I look at my results it clearly said that I am happy.   

M: So that is the bar chart.  

P: yes, the bar chart. It clearly says that I am joyous enough during the interview.   

M: Okay so that’s fine, so you can clearly see your emotions. Okays so next is what 

are the elements of the less preferred version that you liked. So, of options 2 and 3. 

So 2 is the tool and the third one is the one you viewed here. So, of the tool what did 

you like about it?  

P: What do I like about the tool? It is a real time performance.  

M: Okay so what that would help you improve your performance then?  

P: because I can see that my results clearly in real time so that would people there are 

actually learning by time line in the first minute. I didn’t get my results very good. But 

maybe in the second minute so that I would improve so much.   

M: Oh, I see what you’re saying.  

P: because I learn from my previous experience the first time, one minute but then I 

would improve. So that is what I like about this one.   

M: Oh so, so this one view here so. Alright so what about this one then?   

P: This option, uhm.  

M: So, I’ll just run that option again so that you can see it. Oh yeah because it hasn’t 

recorded. Uhm but yeah, the valence would be feedback.   

P: Okay, so one question, what is the difference between.  

M: These figures are those little charts and then this is the option 3 which is this one 

where you can view the time line.   

P: Oh, so this is the time line so the second one, Well I can see that in each time 

what is the result of my valence what I did fear the most and did I disgust the most. 

What I was surprised the most during time frame.   

M: okay I see what you’re saying. And this one? What do you think about this one.   

P: well for this one I would well actually because my face is in there and then that you 

would catch the temporal behaviour on my face which is very good which in terms of 

facial expression that point is relevant if you want to make regression problem or 

classification problem.   

M: Okay so of the 3 you prefer the bar chart?  

P: I think of the 3 I will prefer the bar chart.  

M: okay so were there elements of the bar chart that you don’t like? If so what?  

P: Uhm none, how should I say. How do you produce this graph?  

M: so, what I do is I normalise the data food good and then I normalise your data and 

then I compare all the participants that performed good and then I use your actual data 

and that’s your actual data and that’s the average performance for performance  
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P: or maybe should I say that the way your produce this result doesn’t really reflects 

on me.  

M: but let me explain why I did it. Each feature produces in its real form or in its raw 

form and produces so, one would produce a maximum and another would produce 

another of 70 so I have normalised them all so that I could have a real value for each 

so that it could be each across all features. Yeah, that is the only way, well not only, 

there might be another way but that is why I am doing this so that I can get feedback. 

Uhm but I mean if I normalise the zero is the mean, so you must not show anger, 

because the majority of participants show no anger. Well because it is the mean, any 

other ones would be a false positive. Uhm, but do you see what I am saying.   

P: Well the scale does not reflect on me.   

M: Okay so everyone has an issue with the scale. Okay so that is, is there anything 

else you would like to add about nay of the options?  

P: Maybe again, reflects on the scale.   

M: reflects, could you elaborate on that please.   

P: The values, for this one, for the blue is my actual performance so the good 

performance is the orange.  

M: is the good performance.   

P: My one is very high on joy but actually it is on the negative scale on the good 

performance.   

M: I mean the other way to present it is on a bell curve.   

P: Ah yeah,   

M: do you see what I mean? Just for a person that knows that has seen graphs before, 

a person of the public has not seen a bell curve. So, this was the other option. Maybe 

a bell curve would work?  

P: Maybe.  

M: but I have tried to think for people that have never been exposed to research or 

statics or a graph. Well this is great thank you very much. Okay I am going to end then 

and show you another one.   

P12 – Facial Expression  

M: okay so this the recording for facial expression for participant number 12. Uhm so I 

have shown you the three options for the design and we would like your feedback, so 

I am going to ask you some questions about the three options. Yeah okay, so please 

tell me which of the versions of the design that you like the best, of the three. So, the 

first one was the bar chart, the second one was the tool and the third one was the 

iMotions where you were able to have seen or watch your video.  

P: So, when you say best you mean to say which one is going to help me perform 

better?  

M: yes.  
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P: If I am being honest then I would say probably the first one, the first one is the bar 

chart.   

M: Okay so why do you prefer this version compared to the others?  

P: Because it says what a good performance is and what you performed as, so you 

are able to adjust your performance based on what the bar chart tells you is a good 

performance. But I also like the last one.   

M: Okay. So why do you like the last one?  

P: because it is in real-time, it is recording your face and you can change your emotions 

or facial expressions like instantly, so I like that one.  

M: Yeah but you got to think more like an interview setting. So, you would be focused 

on the interview and then watch yourself afterwards.  

P: So, if that is the case then I would say the first one.   

M: So, of the less preferred version, so the iMotions, which is not less preferred but for 

improvement as you say so of the iMotions and the tool that provided the real time 

feedback, which of the elements of that you liked? So, let’s start with iMotions being 

the third option where you are able to see your video being played back to you.  

P: Which elements I liked of it? I liked the fact that you can see it being translated so 

from the video straight into the peaks.   

M: So, peaks being the actions.  

P: yeah.  

M: what about the tool? The second one, the one where the graphs would be showed.  

P: I liked that, because you could see the variance from the video, same as the first 

one. I like the scale, and I liked. It just made sense, the way it was done. You could 

see when you needed more fear and when you needed less joy for example. Or 

something like that, that’s the reason I preferred still the first one, that’s because the 

first one told you what the performance was, and the rest didn’t.   

M: Okay thank you so that was a good option. So, of the one that you liked, so the bar 

chart, the first option. What were the features that you didn’t like or some of the 

elements that you don’t like?  

P: The colours.   

M: you don’t like the colours?  

P: I am joking. Ya no, perhaps maybe more like, cause that’s just 1,2,3,4,5,6 obviously 

there’s a lot more to an interview. So maybe more.  

M: oh yes of course but this is limited to facial expressions and there will be other 

channels that I will show you. There is a theorist that proposed that this is there are 6 

basic emotions that are observed across cultures. So, these are for facial expressions 

that he proposed which are based on facial expressions. So that is why we have 

selected these. There are other ones, but they are not the 6 basic emotions.  
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P: There is not a lot that I don’t like about this if I am being honest.   

M: okay but you would say to add more to that.   

P: Yeah, I would say add more.  

M: Okay that is wonderful. Thank you.   

P4 - Sociometric Badges  

M: So, this is the recording for the sociometric badges uhm ah. So, do you like the 

presentation of the design?   

P: Yes, simple.  

M: okay why?  

P: Yeah, because you can see the bars in terms of how high the bars are compared 

to the other bar you know you are doing better or worse. It’s quite easy to interpret.   

M: okay and then uhm, are there elements of the design that you find confusing?  

P: not really no. Like I said, it’s quite easy to understand or interpret.  

M: okay, so then what are the elements of the design that you do like?   

P: well, like I said earlier the comparison of the bars to each other you can see which 

one is higher and lower, you either know that you are doing better or worse. And also, 

you can see kind of the scale going on and you can see which area you are lacking in. 

I think in this case my speed I might have been speaking a bit too much. Which says 

volume speed is quite above what the regular… I might be speaking a bit too fast.   

M: yeah, well compared to the mean, yes. I mean the other option that could do is a 

bell curve here. Do you see what I mean cause that is the mean and it illustrates how 

much you deviate from it compared to the person, but I thought this would be the best 

way of doing it.   

P: I mean this is a good way because you can always. Cause you know like this thing, 

you know the other system that you had. The one with the diamond thing? If you had 

that for a similar thing in the spreadsheet, that would have been much easier to read. 

Because with this thing, the minute you said, the minute you saw that frequency thing.   

M: Right okay, I will have a look at that, but the pie chart.  

P: I don’t’ think it’s called a pie chart, it’s called something else. The reason why is 

because when we used to play football or FIFA quite a lot and we had the same thing 

and it tells straight away which players are better than the other players. I know it’s 

called something else.   

M: Okay. That’s interesting.  

P: I’ll message you if I find it.   

M: okay thank you. Okay so that is everything for the sociometric badges.   
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P6 - Sociometric Badges  

M: This is the sociometric badge interview, uh, for feedback for the sociometric badges. 

So, uhm, do you like the presentation of this design for the sociometric badges?  

P: I don’t particularly like it. But then again, I don’t dislike it. I think it could be a bit 

easier. It could have been designed so that it is a bit easier to understand. But because 

I have seen this particular style of showing the data for the voice analysis and the 

emotion analysis it becomes a bit clearer in my head how I would read this graph. So, 

it looks a bit easier now than it did when you first showed me. Uhm, again I like that it 

shows in a difference in a difference colour, the other people performance. Uhm, and 

I would need more uhm explanation about what some of those values of those uhm 

metrics, like what does overlap mean. But apart from that I think.  

M: Well during we would explain what they mean.  

P: but I think of overall uhm it’s okay. It wouldn’t be my absolute favourite, but I think 

you could read it and you could be useful.  

M: Okay so that’s why you like it, is that right? Okay, so then uhm are there elements 

that you find confusing or that you don’t understand.  

P: Uhm, no apart from that I would need explanation of what those values mean, I am 

assuming that these would happen if this was a real system. So, you could perhaps 

roll over our mouse and it would tell you what overlap means. Uhm, the thing I like the 

most is the colour.   

M: Okay you like the colour. Uhm, okay that’s great, thank you. And then uhm so the 

elements that you like are the ones that you have mentioned are the colour.  

P: Perhaps it would be easier for first time users for people like, it would be easy if I 

could have access to this and I could, if I drag my mouse, let’s say, my results for 

overlap and if I left my mouse there I would get a pop up to say an explanation of that 

result. So, for this instance say for example let’s say this means that you dah dah dah 

dah and you explain the result. I am not sure how easy it will be to create that system 

but uhm or you could have some more general information like this is the result of how 

many times you spoke over someone else.  

M: Right okay so verbal ones. Yeah okay so you want verbal popups. Okay, I’ll have 

a look at the pop-up, that way the participant can come back all the time and have a 

little look over it. Okay that’s wonderful thank you. Okay so we are done with that, do 

you have anything else to add?  

P: No.  

  

P7 - Sociometric Badges  

M: This is the recording for sociometric badges for participant number 7 for one option 

of the feedback. Uhm, so, do you like the way this data is presented?  

P: Uhm well, I really don’t say I hate it, but I don’t like. I don’t prefer.  

M: Okay, so why don’t you prefer it?  
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P: well to some degree, the bar graph explains different information in one place but 

well this personally I don’t like the visual of the explaining the data in a graph.   

M: Okay, and then are there elements of the design that you find confusing or you 

don’t understand?  

P: other features?  

M: well, anything that you find confusing or you don’t understand?  

P: uhm, well, what I particularly don’t like is the normally bar chart or graphs have two 

different levels, so the average is the mean level and then, how can I say, the uhm,  

M: So, there would be two sections, I just thought that it would be right next to each 

other and you would see how much you need to improve or reduce. That’s the only 

reason why I have done it that way. I see what you’re saying that it is not a typical 

graph that you would understand.   

P: yeah.  

M: Okay, so what are the elements of the design that you do like?  

P: Two bar graphs compare the level of the data each other quite clearly. So that’s 

good part. So I can see the, you know, okay this one you know, this one more than 

this one, so I can see exactly and directly compare those two graphs between the data. 

That the only thing. M: okay thank you   

P8 - Sociometric Badges  

M: This is the recording for the sociometric badges so how you felt the feedback was 

presented. So, the first question is, do you like the presentation of the design?  

P: Overall?  

M: Yes, overall.  

P: yes, I do.  

M: okay what do you like about it?  

P: that there is a more classification on there, and there is a more an activity inside the 

sociometer. And then then the representation of it is really good.  

M: why?  

P: What else? I can see clearly how I am highly active, and my volume is very fast and 

then I can compare myself with the majority of the people in the interview. I can see 

that I am really good at one point but maybe I am below average on another point 

probably where I can improve more during the interview.  

M: yes, that is wonderful, thank you very much for that. Uhm okay so are there 

elements of the design that you find confusing or that you don’t understand?  

P: Well, first if I see it I don’t understand it but thanks to you, if someone can assist me 

to understand what the whole thing because I didn’t want to successful interruption so 

how interruption is sometimes successful how interruption can be unsuccessful. If 

someone can explain to me what is going on so that would be good.  
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M: Well for the explanation, yeah there does need to be explanation. Okay well you 

have explained the elements of the design that you do like. That is wonderful thank 

you. So is there anything else that you would like to add to this?   

P: Uhm, no.  

M: Okay thank you, that is wonderful. Alright, thank you.  

P12 - Sociometric Badges  

M: So, this is the recording for sociometric badges for feedback for the design for 

feedback for participant interview number 12. So uhm, do you like the presentation of 

the design?  

P: yes, I do.  

M: Great, can you tell me why do you like it?  

P: because it is simple, very simple.  

M: can you elaborate?  

P: So, since GCSE we have been trained to look at bar charts, it is the simplest form 

of displaying data.   

M: what about the scale, is that understandable?  

P: 100 percent. That would be a yes, it is very understandable.   

M: So, are there elements of the design that you might find confusing or that you don’t 

understand?  

P: No, no there isn’t.   

M: so, if I wasn’t here would you be able to.  

P: yes. Just that one though  

M: okay that is fine thank you very much and then uhm what are the elements of the 

design that you do like for feedback?  

P: Well basically that it directly compares it to what a good performance is. Cause you 

can tell that this person spoke too softly, you know. This person spoke too much. You 

see what I am saying, yes, it is simple, it is very simple to read.   

M: Okay thank you very much  

P4 – Vocal Affect Recognition  

M: so, this is the voice recording for voice emotion recognition software and which 

option the participant likes. SO, please tell me which of the version you like?  

P:  I like the version, is this version 2?  

M: that’s version one. The diamond.  

P: The diamond, alright I like version 1.   

M: wonderful can you tell me why you prefer this one compared to that one?  
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P: I compared kind of the diamond thing to kind of filling up the pie. Uhm and you can 

see like what areas of the pie chart and you need to kind of like and is easy to read 

and very quick without really scanning too much.  

M: okay   

P: so not much cognitive reasoning is required so I can see oh I need to be more 

confident or I need to be more uhm concentrated it the way that I am speaking 

essentially.   

M: okay and then of the less preferred versions not really less as you 

say but… P: they are quite similar to be honest uhm.  

M: so, what were the elements of the less preferred version that you liked?  

P: well the thing that I didn’t like with this?  

M: The things that you didn’t like.  

P: I like that it’s got all the uhm what do we call them? Emotions I’d call them or...  

M: yeah, emotions or features  

P: The features at the bottom, I can understand all the features at the bottom I can see 

areas that I am lacking and areas that I need to improve, similar to the pie example 

but because it is laid out flat it is just a bit more, not annoying but you need to think 

about it a bit more.  

M: It requires an increase in cognitive load.   

P: yes Exactly.  

M: okay so of the preferred design which elements of the design don’t you like?  

P: some people might not understand some of these frequencies of energy at the 

bottom uhm so maybe that can be represented in some other way. Maybe similar to 

like another pie graph or maybe even similar to these like bars and so more of uhm, 

because we don’t know what the minimum or the maximum here is so something that 

can show that this is the minimum amount of speaking you have and here is the 

maximum.   

M: Well that’s why I decided to do this design. Because it gives you somewhat of a 

comparison being the maximum or the minimum. Do you see what I mean?  

P: I think within this system or the first one you could also like design this pie chart or 

this diamond type thing and that point I would probably take this one (motioned to bar 

chart) over this one (motioned to diamond).   

M: Pie chart?  

P: I don’t know, would you call this a pie chart, or it’s called something else.  

M: Oh, that’s called the uhm, the actual shape.   

P: Yes, but I can understand both options, I understand these frequencies here ….  



COMMUNICATION SKILLS TRAINING INTERVENTION 

379  

  

M: Okay I will look into it. Thank you so much. So okay. We are done with that. Thank 

you.   

P6 – Vocal Affect Recognition  

M: This is the voice recording for voice analysis feedback uhm option 1 and 2. So 

please tell me, which of the versions did you like best from the voice analysis?  

P: Uhm, I like both, I like certain features of one and I like certain features of 2. I like 

the feature of one that was like a snapshot of uhm your voice analysis like, so it showed 

you the video of the person and then it showed you the emotions that it could detect 

from your voice. Well the dominant ones. I like how it changed the light. But then I like 

the option of the second one that shows what the others have done, and you faired 

against the others. I feel that the second one might be a bit more useful for feedback 

because it just gives you an overall snapshot of what you have done. Cause you might 

not have necessarily want to watch yourself again. Uhm, so it’s a quicker way, the 

option B (option 2) give you a quicker way of just overall seeing how you’ve done and 

how you’ve done compared to others.   

M: Okay, so would you say it would be a good option to join the two?  

P: It would be a good option to join the two but if I had to choose, I’d probably choose 

option B. (Option 2). Because it is less time consuming to get a quick overall view of 

how you have done.   

M: Uhm, what do you mean in the sense of time consuming?  

P: because you can just see, in a minute, how you have done when compared to the 

others. You don’t have to watch the entire.   

M: well, it would give you a summary in the end, so you press online recording and it 

records, you press end and it gives you a summary.   

P: Okay, but still I would prefer this version because it is more emotions.   

M: So why did you pick this version (option 2)?  

P: Because it shows what others have done.   

M: Okay so there is a comparison?  

P: yeah, because if you had not shown me that the others have not exhibited much 

energy I would definitely not have thought that I have shown more energy than others. 

So if you did show me the orange bit and it just showed me that I have shown loads of 

energy, like option 1 would that would still be out of context for me. I would still need 

to see what the others have done.   

M:  Yeah of course. Okay, and were there any elements of the less preferred version, 

so the diamond, that you liked, if so, what?  

P: it was the visual appeal of it and it was quite simple to understand, you didn’t have 

a graph, you just had that diamond shape.   

M: okay so the diamond, you preferred that.  
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P: yeah because it didn’t have any number or, so it wasn’t hard to understand. The 

bigger the diamond that is leaning towards an emotion is stronger bit.  Or the more 

exhibited it was. So it was easy to understand.   

M: Okay. That’s great, thank you. And then uhm were there any elements of the 

preferred version that you don’t like? If so, what? So, of this one, what don’t you like?  

P: Uhm, I think it’s, the thing I don’t like is that some go below 0 and some go above 

zero.   

M: Okay that’s the scale issue for you. But if it was explained to you before?   

P: Yeah if it was explained to me before that would have been fine.   

M: Because I mean as a participant…  

P: Yeah yeah yeah. Because I can kind of understand when both graphs are below 0 

or above 0. But I would need to figure out what it means when one of them are below 

and one of them are above in upset. But mine is below and other peoples are above.   

M: So, it’s literally that they showed more that they were upset, and you showed less. 

I mean the whole point is to not show upset because…  

P: but then wouldn’t that be the same if the blue bit was above 0 and the orange bit 

was below?  

M: Yes, that’s exactly right.   

P: That’s what I can’t get my head around.   

M: Well, okay maybe the scale needs to be worked out. Because at the moment the 

normalised data is the only way of presenting the data that way. And the quickest way, 

because you know I have to do a lot of exporting files and calculating and then put it 

in the table and show you.   

P: No, no I understand that there was a reason for you to do this. I am just saying that.  

M: No but that’s good, thank you. We need to work out the scale.   

P: I just keep thinking to myself okay so that one that means they did more, and I 

showed less. So, it’s not just easy to look at it and get it straight away.   

M: So, the diamond was, okay so you do prefer the diamond, but you like this one 

because of the comparison. So, would you have shown that the option, having, like we 

did with the facial expression having the diamond presented and then just the good 

performance.  

P: Okay yes, that would be the easiest.  

M: okay, okay we are done with the voice. Is there anything else you would like to add?  

P: No that’s fine.  

P7 – Vocal Affect Recognition  

M: This is the recording for the voice analysis for emotion recognition software for two 

options for participant number 7. So, can you please tell me which of the versions of 



COMMUNICATION SKILLS TRAINING INTERVENTION 

381  

  

the design that you like the best? Option 1 is the diamond shaped feedback and the 

option 2 is the bar chart.  

P: Uhm, yeah, I prefer option 1 that shows the infographic the emotions and scales so 

that time and that graphic provides very visualised the information so that helps me 

understand you know the scale of the specific emotions. Also, the emotional profile 

that the features are quite good because they are quiet. I think that those are looks 

pretty systematic to see the different kind of views of the data. So, I prefer this one.  

M: Okay so then of this version, which is the bar chart what do you like?  

P: Well, it is very hard to find what I like. Uhm, it’s as you already explained what each 

level means and what, you know, each specific bar means so I now I get what they 

are. So, it’s not really difficult to understand the graphs bar data. So that’s good part. 

Well when I see it the first time it quite makes many emotions on the axis, but you 

explained each by each so now I get it. So, it’s has its quite complex emotion. So that’s 

another good part.   

M: Okay and then of the preferred design what don’t you like?  

P: Uhm, if I don’t know whether they provide those features or not, if that bar or the 

scale provides the exact number of the scale.  

M: uhm no.  

P: Then yeah, it’s much more accurate and yeah.  

M: so, you’re saying the comparison would be good? Well with regards to the maximum 

you could go?  

P: yeah.  

M: okay, that’s wonderful thank you.   

P8 – Vocal Affect Recognition  

M: SO, this is the recording interview for voice emotion recognition options for the 

design stage. Uhm, okay so, of the two options for the voice emotion recognition 

software for feedback, which of the versions did you like the best?  

P: for me I would choose the second.  

M: so that was the first one.  

P: Yeah, the first one.   

M: okay and why did you like this version?   

P: Well first it’s the fact that the interface is wonderful because of the diamond ring 

over there. Well if I am pretty confident and I am pretty concentrated or energetic 

then it will show that and give me the energetic graphs and the confident graph. So 

that reflects on my emotions during that time. I like that because of the interface that I 

like the most. I can relate the most.   

M: Okay so why do you like this version, oh you explained. So, were there any 

elements of the less preferred version that you liked?  
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P: The last thing that I liked was well the one that I liked. Because it shows for all, it 

summarises my interview in one graph. So, I can see my interview, during my half an 

hour interview what is my emotions during that time. But even that it is not in real time, 

it summarises the whole things emotions during the interview.   

M: and you can also tell, I mean, okay. Sure, and then were there any elements of this 

design that you didn’t like for option 1?  

P: For option 1 what I didn’t like uhm, well, none. I wish I could learn for something 

from that.  

M: So, to sum up which one would you use to better perform uhm well which ever one 

you understand better to improve compared to others.   

P: Well I would choose the first one. If I want to improve?  

M: Well yes, that’s why we are doing this is because we want feedback because we 

want to improve. Do you think we could use these?   

P: To compare?  

M: Yes, so to look at this and say, this is what you did.  

P: okay so this is what I did, how you want to improve and how you want to produce 

that one.   

M: so, you prefer the diamond if you want to improve?  

P: yeah yeah. I prefer the diamond.   

M: Okay so how would you improve then? Okay so if the consensus is that you seemed 

quite uneasy, now how do you know that that is something that is important for an 

interview? Do you see what I mean? So, you are in an interview and you illustrate on 

the diamond that you are uneasy, how would you know that being uneasy in an 

interview. Do you see what I mean?  

P: If I am being uneasy, so there must be an uneasy scale over here. If I am uneasy 

during that time. Here all of them, they are very positive, such as stressful.   

M: Oh yeah there is a scale.  

P: all of this is quite positive maybe you should add negative emotions like uneasy.   

M: oh, I couldn’t add, but I see what you’re saying. Okay so, I mean, you’d use that. I 

mean they would say, overall, they would say – while this gives you a comparison. 

This gives you a comparison for what is good. This one, I mean before the interview, 

they would say you need to perform confidently, energetically and these types of things 

would be produced in the previous study. So, they will pick out what is important for a 

good interview and tell you on that basis. Yeah, and then we would record it.  

So, you would you would pick the diamond, not perfect because it is beautiful and easy 

to understand.  

Okay, right. Is there anything else that you would like to add?   

P: Uhm so in here. There is no scale for in video you have a video for valence, but 

here.  
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M: There is arousal over here. I mean there is calculated.  Arousal does feed into 

passion and energy.   

P: Okay because from my experience arousal can be predicted more in audio.   

M: yes, it is illustrated here. Which it does give you more options than that option.   

P: yeah, this does give you more options, this one is only 1,2,3,4,5,6 so only small. So 

maybe put more emotions.  

M: I can’t change that.  

P: Oh yeah, I can’t change that.   

M: That is fixed because we got that software, I mean the whole idea is that we take 

this technology and this person in a company would just get it commercially and then 

train their employees. This is just an example. So that is the best way. Okay. So, you 

still pick the diamond yeah?  

P: Yeah, I still pick the diamond.  

P12 – Vocal Affect Recognition  

M: this is the recording for p12 for voice analysis. The two options have been presented 

to the participant. So please tell me which of the options you liked best, option 1 being 

the diamond and option 2 being the bar chart.   

P: I liked option 2.  

M: okay can you tell me why?  

P: for the same reasons, there is a direct comparison to what your performance was 

to what was a good performance.  

M: okay so that’s fine, so what were, of the less preferred options, which was the 

diamond, what did you not like about it?  

P: just that there was no comparison. Going in you wouldn’t know what would be a 

good interview if you didn’t have any prior training.  You would need to know what a 

good interview for you would be to sit here and go I need less fear, I need more of this 

and I need more of that.   

M: well you would have your trainer with you because this is a tool that would aid the 

trainer.   

P: That is the only reason that I prefer the bar chart. Other than that, I would prefer the 

diamond.   

M: Okay so if you had a trainer here. Which one would you prefer?  

P: the first option because then as the trainer is saying ‘be less fearful’ for example, 

you could instantly change that. Whereas with the bar chart that is fixed and already 

done. It is not real time.   

M: Okay that is wonderful thank you. So, of the less preferred version being the 

diamond, what are elements that you don’t like?  
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P: I just said, that there is not a direct comparison to the good performance.   

M: yes, you did, so what about the bar chart what don’t you like?  

P: That is already an output, that you can’t change anything so if you had a trainer 

present, the trainer wouldn’t be able to say be less fearful or be more joyful, you’d have 

to go redo the bar chart to see what your actual performance was. Does that make 

sense?  

M: for every interview  

P: for every single interview, whereas this gives you something right now.  

M: okay thank you.   
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Appendix 6  

Chapter 6. Enhancing Communication Skills 

Training by  

Providing Social Signal Feedback  

6.3.2. Social Signals  

6.3.2.1. Data pre-processing  

Statistics  

  

 
REGR  

factor score   

1 for 

analysis 1  

REGR  

factor score   

2 for 

analysis 1  

REGR  

factor score   

3 for 

analysis 1  

REGR  

factor score   

4 for 

analysis 1  

REGR  

factor score   

5 for 

analysis 1  

REGR  

factor score   

6 for 

analysis 1  

REGR  

factor score   

7 for 

analysis 1  

N  

Valid  

Missing  

646  646  
646  

410  

646  646  646  646  

410  410  410  410  410  410  

  

  6.3.2.2. Assumption Testing of Principal Component Analysis  

Sampling adequacy and KMO and Bartlett’s Test of 

Sphericity KMO and Bartlett's Test  

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy.  .632  

25962.157  
Bartlett's Test of  

Sphericity  

Approx. Chi-Square  

df  1711  

Sig.  .000  

  
Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

Browfurrow  
PreTraining  .446  67  .000  .261  67  .000  

PostTraining  .394  100  .000  .283  100  .000  

Browraise  
PreTraining  .220  67  .000  .752  67  .000  

PostTraining  .148  100  .000  .887  100  .000  

Engagement  
PreTraining  .112  67  .035  .969  67  .088  

PostTraining  .086  100  .065  .949  100  .001  
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Lip_corner_depres  
PreTraining  .419  67  .000  .476  67  .000  

PostTraining  .337  100  .000  .482  100  .000  

Smile  
PreTraining  .339  67  .000  .542  67  .000  

PostTraining  .355  100  .000  .408  100  .000  

InnerBrowRaise  
PreTraining  .271  67  .000  .757  67  .000  

PostTraining  .308  100  .000  .625  100  .000  

 

NoseWrinkle  
PreTraining  .354  67  .000  .612  67  .000  

PostTraining  .367  100  .000  .443  100  .000  

UpperLipRaise  
PreTraining  .390  67  .000  .361  67  .000  

PostTraining  .359  100  .000  .376  100  .000  

LipSuck  
PreTraining  .363  67  .000  .379  67  .000  

PostTraining  .329  100  .000  .482  100  .000  

LipPress  
PreTraining  .262  67  .000  .656  67  .000  

PostTraining  .275  100  .000  .604  100  .000  

MouthOpen  
PreTraining  .131  67  .006  .913  67  .000  

PostTraining  .179  100  .000  .820  100  .000  

ChinRaise  
PreTraining  .403  67  .000  .479  67  .000  

PostTraining  .362  100  .000  .437  100  .000  

Smirk  
PreTraining  .430  67  .000  .311  67  .000  

PostTraining  .431  100  .000  .157  100  .000  

LipPucker  
PreTraining  .352  67  .000  .440  67  .000  

PostTraining  .273  100  .000  .633  100  .000  

Anger  
PreTraining  .507  67  .000  .194  67  .000  

PostTraining  .379  100  .000  .284  100  .000  

Sadness  

PreTraining  

PostTraining  

.484  

.422  

67  

100  

.000  .204  67  .000  

.000  .222  100  .000  

Disgust  
PreTraining  .357  67  .000  .632  67  .000  

PostTraining  .407  100  .000  .329  100  .000  
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Joy  

PreTraining  

PostTraining  

.391  

.403  

67  

100  

.000  .485  67  .000  

.000  .293  100  .000  

Surprise  
PreTraining  .210  67  .000  .762  67  .000  

PostTraining  .156  100  .000  .878  100  .000  

Fear  
PreTraining  .381  67  .000  .627  67  .000  

PostTraining  .331  100  .000  .547  100  .000  

Contempt  

PreTraining  

PostTraining  

.452  

.467  

67  

100  

.000  .329  67  .000  

.000  .114  100  .000  

CheekRaise  
PreTraining  .391  67  .000  .472  67  .000  

PostTraining  .289  100  .000  .623  100  .000  

Dimpler  
PreTraining  .281  67  .000  .613  67  .000  

PostTraining  .351  100  .000  .382  100  .000  

EyeWiden  
PreTraining  .295  67  .000  .723  67  .000  

PostTraining  .217  100  .000  .794  100  .000  

LidTighten  
PreTraining  .363  67  .000  .390  67  .000  

PostTraining  .390  100  .000  .440  100  .000  

LipStretch  
PreTraining  .372  67  .000  .370  67  .000  

PostTraining  .391  100  .000  .297  100  .000  

JawDrop  PreTraining  .171  67  .000  .851  67  .000  

 

 
PostTraining  .153  100  .000  .850  100  .000  

Energy  
PreTraining  .132  67  .006  .926  67  .001  

PostTraining  .124  100  .001  .945  100  .000  

Upset  
PreTraining  .213  67  .000  .800  67  .000  

PostTraining  .222  100  .000  .767  100  .000  

Angry  
PreTraining  .534  67  .000  .101  67  .000  

PostTraining  .536  100  .000  .124  100  .000  

Stressed  
PreTraining  .096  67  .200*  .975  67  .190  
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PostTraining  .046  100  .200*  .976  100  .060  

Uncertain  
PreTraining  .100  67  .093  .983  67  .477  

PostTraining  .046  100  .200*  .986  100  .385  

Excited  
PreTraining  .098  67  .178  .971  67  .120  

PostTraining  .116  100  .002  .955  100  .002  

Concentrated  
PreTraining  .058  67  .200*  .992  67  .950  

PostTraining  .048  100  .200*  .987  100  .460  

EmoCogRatio  

PreTraining  

PostTraining  

.041  

.088  

67  

100  

.200*  .992  67  .946  

.055  .942  100  .000  

Hesitation  

PreTraining  

PostTraining  

.103  

.072  

67  

100  

.077  .977  67  .260  

.200*  .960  100  .004  

BrainPower  
PreTraining  .077  67  .200*  .974  67  .181  

PostTraining  .055  100  .200*  .987  100  .432  

Embar  
PreTraining  .387  67  .000  .562  67  .000  

PostTraining  .288  100  .000  .659  100  .000  

I_think  
PreTraining  .132  67  .006  .943  67  .004  

PostTraining  .186  100  .000  .751  100  .000  

Imagine  

PreTraining  

PostTraining  

.067  

.140  

67  

100  

.200*  .966  67  .063  

.000  .820  100  .000  

ExtremeEmo  
PreTraining  .097  67  .190  .948  67  .007  

PostTraining  .131  100  .000  .909  100  .000  

Arousal  
PreTraining  .089  67  .200*  .951  67  .010  

PostTraining  .141  100  .000  .896  100  .000  

Movement  
PreTraining  .226  67  .000  .812  67  .000  

PostTraining  .139  100  .000  .872  100  .000  

M_Activity  
PreTraining  .153  67  .001  .885  67  .000  

PostTraining  .187  100  .000  .817  100  .000  

M_Rate  
PreTraining  .142  67  .002  .934  67  .001  
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PostTraining  .077  100  .158  .990  100  .630  

M_Consistency  
PreTraining  .100  67  .094  .969  67  .094  

PostTraining  .178  100  .000  .722  100  .000  

M_Mirror  
PreTraining  .123  67  .014  .959  67  .027  

PostTraining  .076  100  .167  .956  100  .002  

M_MirrorLag  
PreTraining  .068  67  

.200*  
.972  67  .133  

PostTraining  .080  100  .113  .978  100  .093  

Posture  
PreTraining  .241  67  .000  .817  67  .000  

PostTraining  .155  100  .000  .885  100  .000  

P_Activity  
PreTraining  .162  67  .000  .879  67  .000  

PostTraining  .141  100  .000  .861  100  .000  

P_Rate  
PreTraining  .206  67  .000  .796  67  .000  

PostTraining  .143  100  .000  .896  100  .000  

P_Mirroring  
PreTraining  .110  67  .044  .964  67  .048  

PostTraining  .081  100  .100  .966  100  .012  

P_MirrorLag  
PreTraining  .061  67  .200*  .983  67  .482  

PostTraining  .094  100  .028  .983  100  .208  

Successfulinterruptio 

ns  
PreTraining  .223  67  .000  .867  67  .000  

PostTraining  .311  100  .000  .682  100  .000  

Unsuccessfulinterrup 

tions  
PreTraining  .292  67  .000  .757  67  .000  

PostTraining  .433  100  .000  .573  100  .000  

Speed_Turn  
PreTraining  .172  67  .000  .904  67  .000  

PostTraining  .156  100  .000  .883  100  .000  

Overlap  

PreTraining  

PostTraining  

.086  

.104  

67  

100  

.200*  .982  67  .431  

.009  .937  100  .000  

Total_speaking  
PreTraining  .082  67  .200*  .943  67  .004  

PostTraining  .150  100  .000  .847  100  .000  

Volume  
.029  .969  67  .093  
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PreTraining  

PostTraining  

.115  

.195  

67  

100  .000  .799  100  .000  

V_consistency  
PreTraining  .520  67  .000  .227  67  .000  

PostTraining  .184  100  .000  .791  100  .000  

Pitch  
PreTraining  .145  67  .001  .922  67  .000  

PostTraining  .248  100  .000  .756  100  .000  

Volume_mirror  

PreTraining  

PostTraining  

.105  

.129  

67  

100  

.063  .957  67  .022  

.000  .900  100  .000  

Vol_mirrorlag  
PreTraining  .088  67  

.200*  
.955  67  .017  

PostTraining  .151  100  .000  .897  100  .000  

*. This is a lower bound of the 

true significance. a. Lilliefors 

Significance Correction  

Test of Homogeneity of Variance  

  

 
Levene  

Statistic  df1  df2  Sig.  

Browfurrow  
Based on Mean  16.461  1  165  .000  

Based on Median  4.697  1  165  .032  

 

 

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

4.697  1  67.708  .034  

5.763  1  165  .017  

Browraise  
Based on Mean  .239  1  165  .626  

Based on Median  .845  1  165  .359  

Based on Median 

and with adjusted df  .845  1  147.319  .359  

Based on trimmed 

mean  .395  1  165  .531  

Engagement  
Based on Mean  .410  1  165  .523  

Based on Median  .323  1  165  .570  
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Based on Median 

and with adjusted df  .323  1  164.872  .570  

Based on trimmed 

mean  .350  1  165  .555  

Lip_corner_depres  
Based on Mean  .126  1  165  .723  

Based on Median 

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

.002  1  165  .963  

.002  1  164.978  .963  

.028  1  165  .868  

Smile  
Based on Mean  4.858  1  165  .029  

Based on Median  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

1.694  1  165  .195  

1.694  1  155.746  .195  

3.928  1  165  .049  

InnerBrowRaise  
Based on Mean  18.443  1  165  .000  

Based on Median  6.951  1  165  .009  

Based on Median 

and with adjusted df  6.951  1  145.582  .009  

Based on trimmed 

mean  16.151  1  165  .000  

NoseWrinkle  
Based on Mean  35.358  1  165  .000  

Based on Median  9.506  1  165  .002  

Based on Median 

and with adjusted df  9.506  1  108.793  .003  

Based on trimmed 

mean  26.251  1  165  .000  

UpperLipRaise  Based on Mean  1.916  1  165  .168  

 

Based on Median  1.105  1  165  .295  
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Based on Median 

and with adjusted df  1.105  1  144.880  .295  

Based on trimmed 

mean  1.303  1  165  .255  

LipSuck  
Based on Mean  14.525  1  165  .000  

Based on Median  4.968  1  165  .027  

Based on Median 

and with adjusted df  4.968  1  79.695  .029  

Based on trimmed 

mean  7.616  1  165  .006  

LipPress  
Based on Mean  4.330  1  165  .039  

Based on Median  1.799  1  165  .182  

Based on Median 

and with adjusted df  1.799  1  152.867  .182  

Based on trimmed 

mean  3.240  1  165  .074  

MouthOpen  

Based on Mean  

Based on Median 

Based on Median 

and with adjusted df  

1.967  1  165  .163  

2.628  1  165  .107  

2.628  1  156.832  .107  

Based on trimmed 

mean  2.418  1  165  .122  

ChinRaise  

Based on Mean  

Based on Median  

2.464  1  165  .118  

1.097  1  165  .297  

Based on Median 

and with adjusted df  1.097  1  140.923  .297  

Based on trimmed 

mean  .853  1  165  .357  

Smirk  
Based on Mean  1.405  1  165  .238  

Based on Median  .467  1  165  .496  

Based on Median 

and with adjusted df  .467  1  164.901  .496  
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Based on trimmed 

mean  .701  1  165  .404  

LipPucker  
Based on Mean  23.266  1  165  .000  

Based on Median  12.120  1  165  .001  

Based on Median 

and with adjusted df  12.120  1  118.981  .001  

Based on trimmed 

mean  18.435  1  165  .000  

 

Anger  
Based on Mean  14.222  1  165  .000  

Based on Median  3.577  1  165  .060  

Based on Median 

and with adjusted df  3.577  1  66.016  .063  

Based on trimmed 

mean  3.604  1  165  .059  

Sadness  
Based on Mean  9.748  1  165  .002  

Based on Median  2.435  1  165  .121  

Based on Median 

and with adjusted df  2.435  1  74.139  .123  

Based on trimmed 

mean  2.611  1  165  .108  

Disgust  
Based on Mean  .065  1  165  .799  

Based on Median  .026  1  165  .873  

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

.026  1  137.608  .873  

.254  1  165  .615  

Joy  

Based on Mean  

Based on Median  

12.740  1  165  .000  

4.214  1  165  .042  

4.214  1  129.717  .042  



COMMUNICATION SKILLS TRAINING INTERVENTION  

394  

  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  9.580  1  165  .002  

Surprise  
Based on Mean  5.308  1  165  .022  

Based on Median  1.470  1  165  .227  

Based on Median 

and with adjusted df  1.470  1  121.515  .228  

Based on trimmed 

mean  3.248  1  165  .073  

Fear  
Based on Mean  .405  1  165  .526  

Based on Median  .116  1  165  .734  

Based on Median 

and with adjusted df  .116  1  155.238  .734  

Based on trimmed 

mean  .034  1  165  .853  

Contempt  
Based on Mean  2.162  1  165  .143  

Based on Median  .748  1  165  .388  

Based on Median 

and with adjusted df  .748  1  164.219  .388  

 

 
Based on trimmed 

mean  .852  1  165  .357  

CheekRaise  
Based on Mean  6.171  1  165  .014  

Based on Median  .801  1  165  .372  

Based on Median 

and with adjusted df  .801  1  120.165  .373  

Based on trimmed 

mean  2.232  1  165  .137  

Dimpler  
Based on Mean  .192  1  165  .662  

Based on Median  .374  1  165  .542  

Based on Median 

and with adjusted df  .374  1  157.067  .542  
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Based on trimmed 

mean  .386  1  165  .535  

EyeWiden  
Based on Mean  2.094  1  165  .150  

Based on Median 

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

1.595  1  165  .208  

1.595  1  163.918  .208  

1.986  1  165  .161  

LidTighten  
Based on Mean  7.607  1  165  .006  

Based on Median  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

2.810  1  165  .096  

2.810  1  100.465  .097  

3.814  1  165  .053  

LipStretch  
Based on Mean  8.401  1  165  .004  

Based on Median  2.901  1  165  .090  

Based on Median 

and with adjusted df  2.901  1  111.540  .091  

Based on trimmed 

mean  5.211  1  165  .024  

JawDrop  
Based on Mean  3.243  1  165  .074  

Based on Median  2.357  1  165  .127  

Based on Median 

and with adjusted df  2.357  1  161.079  .127  

Based on trimmed 

mean  2.928  1  165  .089  

Energy  
Based on Mean  .719  1  165  .398  

Based on Median  .501  1  165  .480  

 

 
Based on Median 

and with adjusted df  .501  1  164.983  .480  
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Based on trimmed 

mean  .676  1  165  .412  

Upset  
Based on Mean  11.711  1  165  .001  

Based on Median  8.528  1  165  .004  

Based on Median 

and with adjusted df  8.528  1  132.139  .004  

Based on trimmed 

mean  10.010  1  165  .002  

Angry  
Based on Mean  2.964  1  165  .087  

Based on Median  .715  1  165  .399  

Based on Median 

and with adjusted df  .715  1  77.747  .400  

Based on trimmed 

mean  .715  1  165  .399  

Stressed  
Based on Mean  .580  1  165  .447  

Based on Median 

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

.384  1  165  .536  

.384  1  163.217  .536  

.511  1  165  .476  

Uncertain  
Based on Mean  .858  1  165  .356  

Based on Median  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

.827  1  165  .365  

.827  1  164.924  .365  

.840  1  165  .361  

Excited  
Based on Mean  1.633  1  165  .203  

Based on Median  1.039  1  165  .310  

Based on Median 

and with adjusted df  1.039  1  163.028  .310  

Based on trimmed 

mean  1.471  1  165  .227  
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Concentrated  
Based on Mean  .503  1  165  .479  

Based on Median  .526  1  165  .469  

Based on Median 

and with adjusted df  .526  1  163.447  .469  

Based on trimmed 

mean  .518  1  165  .473  

EmoCogRatio  Based on Mean  .029  1  165  .864  

 

 Based on Median  .011  1  165  .915  

Based on Median 

and with adjusted df  .011  1  154.126  .915  

Based on trimmed 

mean  .023  1  165  .881  

Hesitation  
Based on Mean  .546  1  165  .461  

Based on Median  .548  1  165  .460  

Based on Median 

and with adjusted df  .548  1  156.573  .460  

Based on trimmed 

mean  .527  1  165  .469  

BrainPower  
Based on Mean  1.007  1  165  .317  

Based on Median  1.046  1  165  .308  

Based on Median 

and with adjusted df  1.046  1  161.126  .308  

Based on trimmed 

mean  1.028  1  165  .312  

Embar  

Based on Mean  

Based on Median 

Based on Median 

and with adjusted df  

.027  1  165  .871  

.519  1  165  .472  

.519  1  164.947  .472  

Based on trimmed 

mean  .113  1  165  .737  

I_think  
2.097  1  165  .149  



COMMUNICATION SKILLS TRAINING INTERVENTION  

398  

  

Based on Mean  

Based on Median  .764  1  165  .383  

Based on Median 

and with adjusted df  .764  1  124.049  .384  

Based on trimmed 

mean  1.241  1  165  .267  

Imagine  
Based on Mean  1.895  1  165  .171  

Based on Median  1.636  1  165  .203  

Based on Median 

and with adjusted df  1.636  1  141.531  .203  

Based on trimmed 

mean  1.645  1  165  .201  

ExtremeEmo  
Based on Mean  .585  1  165  .445  

Based on Median  .415  1  165  .520  

Based on Median 

and with adjusted df  .415  1  162.363  .520  

Based on trimmed 

mean  .515  1  165  .474  

 

Arousal  
Based on Mean  3.141  1  165  .078  

Based on Median  3.025  1  165  .084  

Based on Median 

and with adjusted df  3.025  1  162.043  .084  

Based on trimmed 

mean  3.131  1  165  .079  

Movement  
Based on Mean  13.090  1  165  .000  

Based on Median  3.751  1  165  .054  

Based on Median 

and with adjusted df  3.751  1  145.885  .055  

Based on trimmed 

mean  12.159  1  165  .001  

M_Activity  
Based on Mean  7.787  1  165  .006  
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Based on Median  4.455  1  165  .036  

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

4.455  1  137.680  .037  

5.864  1  165  .017  

M_Rate  

Based on Mean  

Based on Median  

.839  1  165  .361  

.791  1  165  .375  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

.791  1  148.042  .375  

.834  1  165  .363  

M_Consistency  
Based on Mean  3.712  1  165  .056  

Based on Median  2.342  1  165  .128  

Based on Median 

and with adjusted df  2.342  1  116.447  .129  

Based on trimmed 

mean  2.680  1  165  .104  

M_Mirror  
Based on Mean  .290  1  165  .591  

Based on Median  .309  1  165  .579  

Based on Median 

and with adjusted df  .309  1  163.632  .579  

Based on trimmed 

mean  .310  1  165  .579  

M_MirrorLag  
Based on Mean  1.782  1  165  .184  

Based on Median  1.517  1  165  .220  

Based on Median 

and with adjusted df  1.517  1  162.293  .220  

 

 
Based on trimmed 

mean  1.704  1  165  .194  

Posture  
Based on Mean  7.399  1  165  .007  

Based on Median  1.642  1  165  .202  
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Based on Median 

and with adjusted df  1.642  1  152.279  .202  

Based on trimmed 

mean  7.056  1  165  .009  

P_Activity  
Based on Mean  1.844  1  165  .176  

Based on Median  .970  1  165  .326  

Based on Median 

and with adjusted df  .970  1  161.315  .326  

Based on trimmed 

mean  1.394  1  165  .239  

P_Rate  
Based on Mean  3.341  1  165  .069  

Based on Median 

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

3.638  1  165  .058  

3.638  1  121.026  .059  

3.497  1  165  .063  

P_Mirroring  
Based on Mean  .029  1  165  .865  

Based on Median  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

.062  1  165  .804  

.062  1  164.436  .804  

.055  1  165  .815  

P_MirrorLag  
Based on Mean  .835  1  165  .362  

Based on Median  .805  1  165  .371  

Based on Median 

and with adjusted df  .805  1  164.983  .371  

Based on trimmed 

mean  .806  1  165  .371  

Successfulinterruptio 

ns  
Based on Mean  9.091  1  165  .003  

Based on Median  9.537  1  165  .002  

Based on Median 

and with adjusted df  9.537  1  148.710  .002  
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Based on trimmed 

mean  10.611  1  165  .001  

Unsuccessfulinterrup 

tions  
Based on Mean  29.183  1  165  .000  

Based on Median  3.875  1  165  .051  

 

 
Based on Median 

and with adjusted df  3.875  1  108.265  .052  

Based on trimmed 

mean  17.918  1  165  .000  

Speed_Turn  
Based on Mean  21.056  1  165  .000  

Based on Median  20.854  1  165  .000  

Based on Median 

and with adjusted df  20.854  1  139.806  .000  

Based on trimmed 

mean  20.875  1  165  .000  

Overlap  
Based on Mean  16.743  1  165  .000  

Based on Median  14.167  1  165  .000  

Based on Median 

and with adjusted df  14.167  1  158.447  .000  

Based on trimmed 

mean  16.924  1  165  .000  

Total_speaking  
Based on Mean  .433  1  165  .511  

Based on Median 

Based on Median 

and with adjusted df 

Based on trimmed 

mean  

.170  1  165  .680  

.170  1  141.052  .680  

.245  1  165  .621  

Volume  
Based on Mean  3.660  1  165  .057  

Based on Median  

Based on Median 

and with adjusted df  

1.863  1  165  .174  

1.863  1  123.515  .175  
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Based on trimmed 

mean  
2.324  1  165  .129  

V_consistency  
Based on Mean  18.049  1  165  .000  

Based on Median  4.275  1  165  .040  

Based on Median 

and with adjusted df  4.275  1  66.145  .043  

Based on trimmed 

mean  4.269  1  165  .040  

Pitch  
Based on Mean  29.949  1  165  .000  

Based on Median  14.674  1  165  .000  

Based on Median 

and with adjusted df  14.674  1  113.296  .000  

Based on trimmed 

mean  24.787  1  165  .000  

Volume_mirror  Based on Mean  11.049  1  165  .001  

 Based on Median  10.174  1  165  .002  

Based on Median 

and with adjusted df  10.174  1  142.906  .002  

Based on trimmed 

mean  10.336  1  165  .002  

Vol_mirrorlag  

Based on Mean  

Based on Median  

Based on Median 

and with adjusted df  

6.096  1  165  .015  

5.153  1  165  .024  

5.153  1  164.056  .025  

Based on trimmed 

mean  5.961  1  165  .016  
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 6.3.2.2. Assumption Testing for Multivariate Analysis  

Multivariate Normality  

Component 1 – Confidence  

Tests of Normality  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

1 for analysis 1  
Control  .053  342  .022  .989  342  .009  

Experiment  .042  304  .200*  .994  304  .227  

*. This is a lower bound of the 

true significance. a. Lilliefors 

Significance Correction  

Control Group  

 

Experiment Group  
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Interview Type  

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

1 for analysis 1  
PreTraining  .043  273  .200*  .993  273  .275  

PostTraining  .028  373  .200*  .996  373  .527  

*. This is a lower bound of the 

true significance. a. Lilliefors 

Significance Correction  

  

Pretraining Interview  

  

Post-training Interview  
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  Component 2 - Disgust  

Tests of Normality 

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

2 for analysis 1  
Control  .215  342  .000  .801  342  .000  

Experiment  .071  304  .001  .978  304  .000  

a. Lilliefors Significance Correction  

  

Control Group  

  
Experiment Group  
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Interview Type  

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

2 for analysis 1  PreTraining  

PostTraining  

.156  

.164  

273  

373  

.000  .902  273  .000  

.000  .793  373  .000  

a. Lilliefors Significance Correction  

  

Pretraining Interview  

  
 

Post-training Interview  
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 Component 3 - Frowning  

  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

3 for analysis 1  
Control  .129  342  .000  .833  342  .000  

Experiment  .334  304  .000  .368  304  .000  

a. Lilliefors Significance Correction  

  

Control Group  

  
  
Experiment Group  
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Interview Type  

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

3 for analysis 1  
PreTraining  .306  273  .000  .434  273  .000  

PostTraining  .114  373  .000  .811  373  .000  

a. Lilliefors Significance Correction  

  

Pre-training Interview  

  

  

Post-training Interview  
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Component 4 – Eagerness to speak  

  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

4 for analysis 1  
Control  .051  342  .033  .955  342  .000  

Experiment  .113  304  .000  .947  304  .000  

a. Lilliefors Significance Correction  

Control Group  

  
Experiment Group  
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Interview Type  

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

4 for analysis 1  PreTraining  

PostTraining  

.098  

.141  

273  

373  

.000  .935  273  .000  

.000  .891  373  .000  

a. Lilliefors Significance Correction  

  

Pretraining Interview  

  
Post-training Interview  
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Component 5 - Expression engagement  

  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

5 for analysis 1  
Control  .067  342  .001  .967  342  .000  

Experiment  .089  304  .000  .935  304  .000  

a. Lilliefors Significance Correction  

Control Group  

  
Experiment Group  
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Interview Type 

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

5 for analysis 1  PreTraining  

PostTraining  

.114  

.058  

273  

373  

.000  .924  273  .000  

.004  .956  373  .000  

a. Lilliefors Significance Correction  

  
Pretraining Interview  

  
Post training Interview 
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Component 6 – Posed Expression  

  
Tests of Normality  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

6 for analysis 1  
Control  .182  342  .000  .732  342  .000  

Experiment  .189  304  .000  .709  304  .000  

a. Lilliefors Significance Correction  

  

Control Group  

  
Experiment Group  

  
  



COMMUNICATION SKILLS TRAINING INTERVENTION 

414  

  

Interview Type  
Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

6 for analysis 1  PreTraining  

PostTraining  

.167  

.170  

273  

373  

.000  .714  273  .000  

.000  .764  373  .000  

a. Lilliefors Significance Correction  

  

Pretraining Interview  

  
Post-training Interview  
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Component 7 - Posture  

Tests of Normality  

  

Exp_group  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

7 for analysis 1  
Control  .088  341  .000  .972  341  .000  

Experiment  .058  304  .016  .992  304  .125  

a. Lilliefors Significance Correction  

Control Group  

  
Experiment Group  
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Interview Type  

Tests of Normality  

  

Condition_num  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

REGR factor score    

7 for analysis 1  
PreTraining  .074  272  .001  .981  272  .001  

PostTraining  .082  373  .000  .985  373  .001  

a. Lilliefors Significance Correction  

  
Pretraining Interview  

  
Post-training Interview  
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Box's Test of Equality of Covariance Matricesa  

Box's M  1513.294  

F  17.657  

df1  84  

df2  771134.755  
Sig.  .000  
Tests the null hypothesis that the observed covariance matrices of the dependent 

variables are equal across groups.  

a. Design: Intercept + Condition_num + Exp_group + Condition_num * Exp_group  

6.4. Results  

6.4.1. Subjective Ratings of Performance  

6.4.1.1. Internal Consistency of Communication Skill Ratings  

Trainer molar ratings for pre-test interview - Baseline Interview  

Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in the procedure.  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

 

.838  .831  5  

Item Statistics  

  Mean  
Std. 

Deviation  N  

BL_TR_conversation  5.0909  
1.19160 

.84387  

22  

BL_TR__sociallyskill 

ed  5.0455  22  

BL_TR_competent  4.9091  1.10880  22  

BL_TR_appropriate  5.0455  1.04550  22  

BL_TR_effective  4.9091  1.19160  22  

 



COMMUNICATION SKILLS TRAINING INTERVENTION 

420  

  

Trainer molar ratings for post-test interview  

Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in 

the procedure.  

  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

 

.677  .654  5  

Item Statistics  

  Mean  
Std. 

Deviation  N  

PT_TR_conversatio 

n  5.9091  1.01929  

.72225  

1.05272  

1.13294  

22  

PT_TR_sociallyskille 

d  6.0455  22  

PT_TR_competent  6.1818  22  

PT_TR_appropriate  6.0455  22  

PT_TR_effective  5.8636  1.12527  22  

Neutral observer molar ratings for pre-test interview  

Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in 

the procedure.  

Reliability Statistics  
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Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

 

.965  .967  5  

Item Statistics  

  Mean  
Std. 

Deviation  N  

BL_conversation  4.1068  .87566  22  

BL_sociallyskilled  4.0150  .91726  22  

BL_competent  4.3182  1.10064  22  

BL_appropriate  4.8477  .85316  22  

BL_effective  4.2423  1.06909  22  

Neutral observer molar ratings for post-test interview  

Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in 

the procedure.  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

 

.965  .972  5  

Item Statistics  

  Mean  
Std. 

Deviation  N  

PT_conversation  4.7427  1.15400  22  

PT_sociallyskilled  4.8036  1.02200  22  

PT_competent  5.1064  1.05600  22  

PT_appropriate  5.5455  .67890  22  

PT_effective  5.0314  .87803  22  
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 Self-report molar ratings for pre-test interview  
Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in 

the procedure.  

Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha  

Based on  

Standardize 

d Items  N of Items  

 

.901  .903  5  

Item Statistics  

  Mean  
Std. 

Deviation  N  

BL_SR_conversatio 

n  4.7273  
.93513  

1.12527  

22  

BL_SR_sociallyskille 

d  4.8636  22  

BL_SR_competent  5.0909  .92113  

.95799  

.92113  

22  

BL_SR_appropriate  5.1818  22  

BL_SR_effective  4.9091  22  

Self-report molar ratings for post-test interview  

Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in the procedure.  
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Reliability Statistics  

Cronbach's  

Alpha  

Cronbach's  

Alpha Based on  

Standardized  

Items  N of Items  

.944  .946  5  

Item Statistics  

  
Mean  Std. Deviation  N  

PT_SR_conversation  
5.0455  

5.0000  

.95005  

1.06904  
22  

PT_SR_sociallyskilled  22  

PT_SR_competent  5.0455  1.13294  22  

PT_SR_appropriate  4.8182  1.18065  22  

PT_SR_effective  4.9091  1.23091  22  

  

Neutral observer agreement scores for pretraining interview  

Case Processing Summary  

   
N  %  

Cases  

Valid  

Excludeda  

Total  

22  

0  

22  

100.0  

.0  

100.0  

a. Listwise deletion based on all variables in the procedure.  

Intraclass Correlation Coefficient  

  
Intraclass 

Correlationb  

95% Confidence Interval  F Test with True Value 0  

Lower 

Bound  
Upper 

Bound  Value  df1  df2  Sig  

Single Measures  .433a  .178  .677  3.790  21  42  .000  

Average Measures  .696c  .394  .863  3.790  21  42  .000  

Two-way mixed effects model where people effects are random and measures effects are fixed. a. 

The estimator is the same, whether the interaction effect is present or not.  

b. Type A intraclass correlation coefficients using an absolute agreement definition.  

c. This estimate is computed assuming the interaction effect is absent, because it is not estimable otherwise.  
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Neutral observer agreement scores for post-test interview  

  
Case Processing Summary  

   
N  %  

Cases  
Valid  22  100.0  

Excludeda  0  .0  

Total  22  100.0  

a. Listwise deletion based on all variables in the procedure.  

  

Intraclass Correlation Coefficient  

  
Intraclass 

Correlationb  

95% Confidence Interval  
 

F Test with True Value 0   

Lower Bound  Upper Bound  Value  df1  df2  Sig  

Single Measures  
.336a 

.603c  

.054  

.146  

.615  
3.868  

3.868  

21  42  .000  

Average Measures  .827  21  42  .000  

Two-way mixed effects model where people effects are random and measures effects are fixed. a. 

The estimator is the same, whether the interaction effect is present or not.  

b. Type A intraclass correlation coefficients using an absolute agreement definition.  

c. This estimate is computed assuming the interaction effect is absent, because it is not estimable otherwise.  

  

6.4.1.2. Journalist scores of communication skills  

Descriptive Statistics  

Dependent Variable:   Trainer_molar    

Time  Group  Mean  Std. Deviation  N  

BL  SS Feedback  4.9091  .83121  11  

 Traditional Feedback  5.0909  .88708  11  

Total  5.0000  .84403  22  

PT  SS Feedback  6.1455  .61378  11  

 Traditional Feedback  5.8727  .73361  11  

Total  6.0091  .67465  22  

Total  SS Feedback  5.5273  .95328  22  

 Traditional Feedback  5.4818  .88943  22  

Total  5.5045  .91141  44  
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ANOVA Results  

Source  

Type III Sum of  

Squares  df  

 

Mean Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  11.792a   3  3.931  6.571  .001  .330  

Intercept  1333.201  
 

1  1333.201  2228.755  .000  .982  

Time  11.201   1  11.201  18.725  .000  .319  

Group  .023   1  .023  .038  .846  .001  

Time * Group  .568   1  .568  .950  .336  .023  

Error  23.927   40  .598        

Total  1368.920   44          

Corrected Total  35.719  43  
        

Follow-up analysis  

Social signal group improvement  

  

ANOVA  

Trainer_molar    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  8.407  1  8.407  15.749  .001  

Within Groups  10.676  20  .534      

Total  19.084  21        

Traditional feedback group  

  

ANOVA  

Trainer_molar    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  3.362  1  3.362  5.074  .036  

Within Groups  13.251  20  .663      

Total  16.613  21        
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6.4.1.3. Neutral observer scores of communication skills  

Descriptive data  

Descriptive Statistics  

Dependent Variable:   No_molar    

Time  Group  Mean  Std. Deviation  N  
 

BL  SS Feedback  4.4355  .89132  
 

11  

 
Traditional Feedback  4.1755  .94750  

 
11  

Total  4.3055  .90748  
 

22  

PT  SS Feedback  5.3027  .72911  
 

11  

 
Traditional Feedback  4.7873  1.03052  

 
11  

Total  5.0450  .91018  
 

22  

Total  SS Feedback  4.8691  .91019  
 

22  

 
Traditional Feedback  4.4814  1.01550  

 
22  

Total  4.6752  .97297  
 

44  
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ANOVA Results  

Source  Type III Sum of Squares  df  Mean Square  F  Sig.  Partial Eta Squared  

Corrected Model  7.849a  3  2.616  3.185  .034  .193  

Intercept  961.741  1  961.741  1170.799  .000  .967  

Time  6.016  1  6.016  7.324  .010  .155  

Group  1.654  1  1.654  2.013  .164  .048  

Time * Group  .179  1  .179  .218  .643  .005  

Error  32.858  40  .821        

Total  1002.448  44          

Corrected Total  40.707  43          

  
Follow-up analysis  

Social Signal Feedback  

ANOVA  

No_molar    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  4.137  1  4.137  6.239  .021  

Within Groups  13.260  20  .663      

Total  17.397  21        

Traditional  

ANOVA  

No_molar    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  2.059  1  2.059  2.101  .163  

Within Groups  19.597  20  .980      

Total  21.656  21        
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6.4.1.4. Self-rater scores of communication skills Descriptive 

data  

Descriptive Statistics  

Dependent Variable:   SR_molar    

Time  Group  Mean  Std. Deviation  N  
 

BL  SS Feedback  4.8545  .91254  
 

11  

 
Traditional Feedback  5.0545  .75943  

 
11  

Total  4.9545  .82562  
 

22  

PT  SS Feedback  4.9818  .96935  
 

11  

 
Traditional Feedback  4.9455  1.09578  

 
11  

ANOVA Results  

Tests of Between-Subjects Effects  

Dependent Variable:   SR_molar    

Source  

Type III Sum of  

Squares  df  

 

Mean Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  
.228a   

3  .076  .086  .967  .006  

Intercept  1082.074  
 

1  1082.074  1219.300  .000  .968  

Time  .001  
 

1  .001  .001  .975  .000  

Group  .074  
 

1  .074  .083  .775  .002  

Time * Group  .154  
 

1  .154  .173  .680  .004  

Error  35.498  
 

40  .887  
      

Total  1117.800  
 

44  
        

Corrected Total  35.726  
 

43  
        

a. R Squared = .006 (Adjusted R Squared = -.068)  
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Confidence and Skills Ratings  

Group Statistics  

  
Feedback or none  N  

 
Mean  Std. Deviation  Std. Error Mean  

SelfEval_skill  
Feedback  

 
11  4.0909  .83121  .25062  

No feedback  
 

11  3.1818  .87386  .26348  

SelfEval_confidence  
Feedback  

 
11  4.3636  .67420  .20328  

No feedback  
 

11  3.3636  .80904  .24393  

Independent Samples Test  

  

Levene's Test 

for Equality of  

Variances  

  

t-test for Equality of Means  

F  Sig.  t  df  

Sig.  

(2tailed)  

Mean  

Difference  
Std. Error 

Difference  

95% Confidence  

Interval of the  

Difference  

Lower  Upper  

SelfEval_skill  Equal  

variances 

assumed  .206  .655  2.500  20  .021  .90909  .36364  .15056  1.66762  

SelfEval_confidence Equal  

variances 

assumed  .699  .413  3.149  20  .005  1.00000  .31753  .33764  1.66236  
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6.4.1.6. Self-report scores vs journalist communication scores   

Levene's Test of Equality of Error Variancesa  

 

Tests the null hypothesis that the error variance of the dependent variable is equal across groups. 

a. Design: Intercept + Rater + Feedback + Rater * Feedback   

 Within Subjects Design: session  

  

 

Tests of Within-Subjects Effects  

Measure:   MEASURE_1    

Source  

 
Type III Sum 

of Squares  df  Mean Square  F  Sig.  

Partial Eta  

Squared  

session  Sphericity  5.702  1  5.702  15.331  .000  .277  

 Assumed  

Greenhouse- 

Geisser  

5.702  1.000  5.702  15.331  .000  .277  

Huynh-Feldt  5.702  1.000  5.702  15.331  .000  .277  

Lower-bound  5.702  1.000  5.702  15.331  .000  .277  

session * Rater  Sphericity  
5.500  1  5.500  14.789  .000  .270  

 Assumed  

Greenhouse- 

Geisser  

5.500  1.000  5.500  14.789  .000  .270  
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Huynh-Feldt  5.500  1.000  5.500  14.789  .000  .270  

 
Lower-bound  5.500  1.000  5.500  14.789  .000  .270  

session * Feedback  Sphericity  
.656  1  .656  1.765  .192  .042  

 Assumed  

Greenhouse- 

Geisser  

.656  1.000  .656  1.765  .192  .042  

Huynh-Feldt  .656  1.000  .656  1.765  .192  .042  

Lower-bound  .656  1.000  .656  1.765  .192  .042  

session * Rater  *   

Feedback  

Sphericity  

Assumed  

.065  1  .065  .176  .677  .004  

 Greenhouse- 

Geisser  

.065  1.000  .065  .176  .677  .004  

Huynh-Feldt  .065  1.000  .065  .176  .677  .004  

Lower-bound  .065  1.000  .065  .176  .677  .004  

Error(session)  Sphericity  
14.876  40  .372  

      
 Assumed  

Greenhouse- 

Geisser  

14.876  40.000  .372  
      

Huynh-Feldt  14.876  40.000  .372        

Lower-bound  14.876  40.000  .372        
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Follow-up analysis  

Descriptives  

RatingsBL    

  N  Mean  Std. Deviation  Std. Error  

95% Confidence Interval for 

Mean  

Lower Bound  Upper Bound  Minimum  Maximum  

self-report  22  4.9545  .82562  .17602  4.5885  5.3206  3.00  6.40  

trainer  22  5.0000  .84403  .17995  4.6258  5.3742  3.80  6.60  

Total  44  4.9773  .82543  .12444  4.7263  5.2282  3.00  6.60  

  

ANOVA  

RatingsBL    

  
Sum of Squares  df  

 
Mean Square  F  Sig.  

Between Groups  .023  
 

1  .023  .033  .858  

Within Groups  29.275  
 

42  .697  
    

Total  29.297  
 

43  
      

  

  

Descriptives   

RatingsPT    

  N  Mean  Std. Deviation  Std. Error  

95% Confidence Interval for 

Mean  

Lower Bound  Upper Bound  Minimum  Maximum  

self-report  22  4.9636  1.00974  .21528  4.5159  5.4113  2.80  6.60  

trainer  22  6.0091  .67465  .14384  5.7100  6.3082  4.80  7.00  

Total  44  5.4864  .99990  .15074  5.1824  5.7904  2.80  7.00  

  

ANOVA  

RatingsPT    

  
Sum of Squares  df  

 
Mean Square  F  Sig.  

Between Groups  12.023  
 

1  12.023  16.305  .000  

Within Groups  30.969  
 

42  .737  
    

Total  42.992  
 

43  
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6.4.2. Social Signal Detection  

6.4.2.1. Principal Component Analysis  

 
  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Scree Plot   
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Total variance explained  

  
Total Variance Explained  

Component  

Initial Eigenvalues  Rotation Sums of Squared Loadings  

Total  

% of  

Variance  

Cumulative  

%  Total  

% of  

Variance  

Cumulative  

%  

1  
5.495  

4.535  
9.314  

9.314  

17.000  
5.187  

8.791  

7.054  
8.791  

2  7.686  4.162  15.845  

3  3.922  6.647  23.646  3.783  6.412  22.257  

4  3.656  6.197  29.843  3.605  6.110  28.367  

5  3.103  5.259  35.102  3.119  5.287  33.654  

6  2.439  4.134  39.236  3.051  5.172  38.826  

7  2.134  3.617  42.853  2.376  4.028  42.853  

8  2.079  3.524  46.377        
9  1.945  3.297  49.674        

10  1.611  2.731  52.405        
11  1.540  2.611  55.016        
12  1.452  

1.394  

1.290  

2.461  57.477  

59.840  

62.026  

    

  

  

  

13  2.363      

14  2.186      

Extraction Method: Principal Component Analysis.  
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PCA Components Extracted  

  
Rotated Component Matrixa  

  

Compone nt  
  

1  2  3  4  5  6  7  

EmoCogRatio  .907      

  

        

Stressed  -.757            

Excited  .751              
Energy  .741              
I_think  -.733              
Upset  -.683              

BrainPower  .662              
Imagine  -.631              
Uncertain  -.604              
Disgust    .880            
JawDrop    .752            
UpperLipRaise    .733            

NoseWrinkle    .622    

.931  

.893  

.869  

.744  

  

  

        

Browfurrow              

LidTighten    

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  
Anger  

Sadness  

M_Activity      .701        
Volume      .692        

M_Consistency        -.665        
Unsuccessfulinterrup 

tions  
      

.643  
      

P_Activity        

  

  

.632        

Engagement        .737      
Surprise        .702      

Browraise          .655      
Dimpler            .735    

LipStretch            .705    
LipPress            .658    
LipSuck            .627    
Movement              .670  

Posture              -.660  

Extraction Method: Principal Component Analysis.   

 Rotation Method: Varimax with Kaiser Normalization.a  

   

a. Rotation converged in 11 iterations.  
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6.4.2.2.1. Multivariate analysis  
  

Descriptive Statistics  

  Condition_num  Exp_group  Mean  Std. Deviation  N  

REGR factor score   1 for  PreTraining  Control  .25117271  .753086599  146  

analysis 1   Experiment  -.15908465  .985696402  126  

Total  .06112702  .890847615  272  

PostTraining  Control  -.06828726  .965515341  195  

 Experiment  -.02520933  1.178090300  178  

Total  -.04772996  1.070977178  373  

Total  Control  .06849032  .893779796  341  

 Experiment  -.08069713  1.102696461  304  

Total  -.00182438  .999699620  645  

REGR factor score   2 for  PreTraining  Control  .58636395  1.263443640  146  

analysis 1   Experiment  -.16832973  .775909320  126  

Total  .23676320  1.128688770  272  

PostTraining  Control  .07573235  .976897427  195  

 Experiment  -.43258743  .583446105  178  

Total  -.16684385  .851053942  373  

Total  Control  .29436054  1.135485476  341  

 Experiment  -.32305957  .681337316  304  

Total  .00335944  .997121277  645  

REGR factor score   3 for  PreTraining  Control  -.08794367  .416835594  146  

analysis 1   Experiment  .55900101  2.030093535  126  

Total  .21174394  1.448578216  272  

PostTraining  Control  -.16362726  .389362695  195  

 Experiment  -.16060953  .305339204  178  

Total  -.16218716  .351318402  373  

Total  Control  -.13122314  .402504288  341  

 Experiment  .13765010  1.371403267  304  

Total  -.00449839  .994213439  645  

REGR factor score   4 for  PreTraining  Control  -.28227002  .611429914  146  

analysis 1   Experiment  .35340282  1.043135212  126  

Total  .01219607  .895979149  272  

PostTraining  Control  -.29095067  .676412814  195  

Experiment  .29923694  1.315220320  178  
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Total  -.00930618  1.071817057  373  

Total  Control  -.28723403  .648472623  341  

 Experiment  .32168727  1.208343156  304  

Total  -.00023856  1.000757699  645  

 PreTraining  Control  -.24325381  .884857685  146  

REGR factor score   5 for 

analysis 1  
 Experiment  .36833767  1.191631024  126  

Total  .04005695  1.080396692  272  

PostTraining  Control  -.26773156  .800867031  195  

 Experiment  .24667194  .986527658  178  

Total  -.02225214  .929382827  373  

Total  Control  -.25725135  .836678304  341  

 Experiment  .29709918  1.076071968  304  

Total  .00402394  .995528237  645  

REGR factor score   6 for  PreTraining  Control  .03130552  .720647762  146  

analysis 1   Experiment  -.12488511  1.096973404  126  

Total  -.04104749  .915975617  272  

PostTraining  Control  .24893538  1.080939661  195  

 Experiment  -.20562338  .980836701  178  

Total  .03201458  1.057721675  373  

Total  Control  .15575662  .948579658  341  

 Experiment  -.17215949  1.029564531  304  

Total  .00120391  1.000307469  645  

REGR factor score   7 for  PreTraining  Control  .03555756  .891260619  146  

analysis 1   Experiment  .15586003  1.092937693  126  

Total  .09128591  .989750086  272  

PostTraining  Control  -.13251585  .696142217  195  

 Experiment  .07663118  .820881212  178  

Total  -.03270842  .764389493  373  

Total  Control  -.06055480  .788807148  341  

 Experiment  .10946945  .942309405  304  

Total  .01958066  .868038182  645  
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Effect  Value  F  Hypothesis df  Error df  Sig.  

Partial Eta  

Squared  

Intercept  Pillai's Trace  .005  .448b  7.000  635.000  .872  .005  

  

Wilks' Lambda  .995  .448b  7.000  635.000  .872  .005  

Hotelling's Trace  .005  .448b  7.000  635.000  .872  .005  

Roy's Largest  

Root  

.005  .448b  7.000  635.000  .872  .005  

Interview type  Pillai's Trace  
.084  8.358b  7.000  635.000  .000  .084  

(session)   

Wilks' Lambda  .916  8.358b  7.000  635.000  .000  .084  

Hotelling's Trace  .092  8.358b  7.000  635.000  .000  .084  

Roy's Largest  

Root  

.092  8.358b  7.000  635.000  .000  .084  

Group  Pillai's Trace  
.329  44.492b  7.000  635.000  .000  .329  

  

Wilks' Lambda  .671  44.492b  7.000  635.000  .000  .329  

Hotelling's Trace  .490  44.492b  7.000  635.000  .000  .329  

Roy's Largest  

Root  

.490  44.492b  7.000  635.000  .000  .329  

Interview*Group  Pillai's Trace  
.052  4.937b  7.000  635.000  .000  .052  
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Wilks' Lambda  .948  4.937b  7.000  635.000  .000  .052  

Hotelling's Trace  .054  4.937b  7.000  635.000  .000  .052  

Roy's Largest  

Root  

.054  4.937b  7.000  635.000  .000  .052  

  
  

  

Tests of Between-Subjects Effects  

Type III Sum  

Source  Dependent Variable  of Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  REGR factor score   1  
13.420a  3  4.473  4.550  .004  .021  

 for analysis 1  

REGR factor score   2 

for analysis 1  

88.189b  3  29.396  34.129  .000  .138  

REGR factor score   3 

for analysis 1  

50.301c  3  16.767  18.332  .000  .079  

REGR factor score   4 

for analysis 1  

59.815d  3  19.938  21.841  .000  .093  

REGR factor score   5 

for analysis 1  

50.532e  3  16.844  18.371  .000  .079  

REGR factor score   6 

for analysis 1  

21.717f  3  7.239  7.452  .000  .034  

REGR factor score   7 

for analysis 1  

7.468g  3  2.489  3.340  .019  .015  

Intercept  REGR factor score   1  
7.770E-5  1  7.770E-5  .000  .993  .000  

 for analysis 1  

REGR factor score   2 

for analysis 1  

.147  1  .147  .170  .680  .000  

REGR factor score   3 

for analysis 1  

.844  1  .844  .923  .337  .001  

REGR factor score   4 

for analysis 1  

.247  1  .247  .271  .603  .000  
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REGR factor score   5 

for analysis 1  

.424  1  .424  .462  .497  .001  

REGR factor score   6 

for analysis 1  

.099  1  .099  .102  .750  .000  

REGR factor score   7 

for analysis 1  

.719  1  .719  .965  .326  .002  

Condition_num  REGR factor score   1  
1.349  1  1.349  1.372  .242  .002  

 for analysis 1  

REGR factor score   2 

for analysis 1  

23.518  1  23.518  27.304  .000  .041  

REGR factor score   3 

for analysis 1  

24.773  1  24.773  27.085  .000  .041  

REGR factor score   4 

for analysis 1  

.155  1  .155  .169  .681  .000  

REGR factor score   5 

for analysis 1  

.837  1  .837  .912  .340  .001  

 

 
REGR factor score   6 

for analysis 1  

.734  1  .734  .756  .385  .001  

REGR factor score   7 

for analysis 1  

2.395  1  2.395  3.214  .073  .005  

Exp_group  REGR factor score   1  
5.280  1  5.280  5.371  .021  .008  

 for analysis 1  

REGR factor score   2 

for analysis 1  

62.479  1  62.479  72.538  .000  .102  

REGR factor score   3 

for analysis 1  

16.546  1  16.546  18.091  .000  .027  

REGR factor score   4 

for analysis 1  

58.857  1  58.857  64.473  .000  .091  

REGR factor score   5 

for analysis 1  

49.658  1  49.658  54.159  .000  .078  

REGR factor score   6 

for analysis 1  

14.610  1  14.610  15.040  .000  .023  
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REGR factor score   7 

for analysis 1  

4.251  1  4.251  5.703  .017  .009  

Condition_num *  

Exp_group  
REGR factor score   1 

for analysis 1  

8.049  1  8.049  8.187  .004  .013  

 
REGR factor score   2 

for analysis 1  

2.377  1  2.377  2.760  .097  .004  

REGR factor score   3 

for analysis 1  

16.240  1  16.240  17.756  .000  .027  

REGR factor score   4 

for analysis 1  

.081  1  .081  .089  .766  .000  

REGR factor score   5 

for analysis 1  

.370  1  .370  .403  .526  .001  

REGR factor score   6 

for analysis 1  

3.487  1  3.487  3.589  .059  .006  

REGR factor score   7 

for analysis 1  

.309  1  .309  .415  .520  .001  

Error  REGR factor score   1  
630.193  641  .983  

      
 for analysis 1  

REGR factor score   2 

for analysis 1  

552.109  641  .861  
      

REGR factor score   3 

for analysis 1  

586.267  641  .915  
      

REGR factor score   4 

for analysis 1  

585.161  641  .913  
      

REGR factor score   5 

for analysis 1  

587.721  641  .917  
      

 
REGR factor score   6 

for analysis 1  

622.679  641  .971  
      

REGR factor score   7 

for analysis 1  

477.780  641  .745  
      

Total  REGR factor score   1  
643.615  645  

        
 for analysis 1  

REGR factor score   2 

for analysis 1  

640.305  645  
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REGR factor score   3 

for analysis 1  

636.582  645  
        

REGR factor score   4 

for analysis 1  

644.976  645  
        

REGR factor score   5 

for analysis 1  

638.264  645  
        

REGR factor score   6 

for analysis 1  

644.397  645  
        

REGR factor score   7 

for analysis 1  

485.495  645  
        

Corrected Total  REGR factor score   1  
643.613  644  

        
 for analysis 1  

REGR factor score   2 

for analysis 1  

640.298  644  
        

REGR factor score   3 

for analysis 1  

636.568  644  
        

REGR factor score   4 

for analysis 1  

644.976  644  
        

REGR factor score   5 

for analysis 1  

638.253  644  
        

REGR factor score   6 

for analysis 1  

644.396  644  
        

REGR factor score   7 

for analysis 1  

485.248  644  
        

a. R Squared = .021 (Adjusted R Squared = .016)  

b. R Squared = .138 (Adjusted R Squared = .134)  

c. R Squared = .079 (Adjusted R Squared = .075)  

d. R Squared = .093 (Adjusted R Squared = .088)  

e. R Squared = .079 (Adjusted R Squared = .075)  

f. R Squared = .034 (Adjusted R Squared = .029)  

g. R Squared = .015 (Adjusted R Squared = .011)  
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6.4.2.2.1. Component 1 – confidence  

Descriptive Statistics  

Dependent Variable:   REGR factor score   1 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  
Control  .25746900  .754375541  147  

Experiment  -.15908465  .985696402  126  

Total  .06521347  .891768257  273  

PostTraining  
Control  -.06828726  .965515341  195  

Experiment  

-.02520933  

1.17809030 

0  178  

Total  

-.04772996  

1.07097717 

8  373  

Total  
Control  .07173078  .894477986  342  

Experiment  

-.08069713  

1.10269646 

1  304  

Total  

.00000000  

1.00000000 

0  646  

  
Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   1 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  13.956a  3  
4.652 

.001  
4.733  .003  .022  

Intercept  .001  1  .001  .975  .000  

Condition_num  1.445  1  1.445  1.470  .226  .002  

Exp_group  5.473  1  5.473  5.568  .019  .009  

Condition_num *  

Exp_group  
8.289  1  8.289  8.433  .004  .013  

Error  631.044  642  .983        
Total  645.000  646          
Corrected Total  645.000  645          

a. R Squared = .022 (Adjusted R Squared = .017)  
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 One-way analysis follow-up pre-training  

ANOVA  

REGR factor score   1 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  11.772  1  
11.772 

.755  
15.598  .000  

Within Groups  204.536  271      

Total  216.308  272        

  
Robust Tests of Equality of Means REGR 

factor score   1 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  14.981  1  231.961  .000  

a. Asymptotically F distributed.   

One-way analysis for post-training  

ANOVA  

REGR factor score   1 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  .173  1  .173  .150  .699  

Within Groups  426.508  371  1.150  

  

    

Total  426.681  372      

Robust Tests of Equality of Means REGR 

factor score   1 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  .148  1  342.956  .701  

a. Asymptotically F distributed.  

  
One-way anova analysis for control group  

ANOVA  

REGR factor score   1 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  8.894  1  
8.894 

.776  
11.458  .001  

Within Groups  263.937  340      

Total  272.831  341        
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Robust Tests of Equality of Means  
REGR factor score   1 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  12.265  1  339.549  .001  

a. Asymptotically F distributed.  

  
One-way analysis follow-up for experiment group  

ANOVA  

REGR factor score   1 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  1.322  1  
1.322  

1.216  
1.088  .298  

Within Groups  367.107  302      

Total  368.430  303        
Robust Tests of Equality of Means REGR 

factor score   1 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  1.156  1  293.599  .283  

a. Asymptotically F distributed.  
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6.4.2.2.2. Component 2 - Disgust  

  
Descriptive Statistics  

Dependent Variable:   REGR factor score   2 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  Control  

.56763470  

1.27942241 

5  147  

Experiment  -.16832973  .775909320  126  

Total  

.22795881  

1.13596521 

8  273  

PostTraining  
Control  .07573235  .976897427  195  

Experiment  -.43258743  .583446105  178  

Total  -.16684385  .851053942  373  

Total  Control  

.28716406  

1.14160334 

8  342  

Experiment  -.32305957  .681337316  304  

Total  

.00000000  

1.00000000 

0  646  

  

  
  

Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   2 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  85.363a  3  
28.454 

.071  
32.642  

.000  

.776  
.132  

Intercept  .071  1  .081  .000  

Condition_num  22.436  1  22.436  25.737  .000  .039  

Exp_group  60.750  1  60.750  

2.033  

.872  

69.691  .000  

.127  

  

.098  

Condition_num *  

Exp_group  2.033  1  2.333  .004  
Error  559.637  642      

Total  645.000  646          

Corrected Total  645.000  645          
a. R Squared = .132 (Adjusted R Squared = .128)  
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One-way ANOVA follow-up for pretraining Interview  

ANOVA  

REGR factor score   2 for analysis 1    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  36.748  1  36.748  31.691  .000  

Within Groups  314.245  271  1.160      

Total  350.993  272        

  

Robust Tests of Equality of Means  

REGR factor score   2 for analysis 1    

  Statistica  
df1  

 
df2  Sig.  

Welch  34.037  
 

1  245.401  .000  
a. Asymptotically F distributed.  

  
One-way ANOVA follow-up for post-training Interview  

ANOVA  

REGR factor score   2 for analysis 1    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  24.045  1  24.045  36.352  .000  

Within Groups  245.392  371  .661      

Total  269.437  372        

  

Robust Tests of Equality of Means  

REGR factor score   2 for analysis 1    

 

a. Asymptotically F distributed.  

  
One-way ANOVA for control group  

ANOVA  

REGR factor score   2 for analysis 1    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  20.281  1  20.281  16.258  .000  

Within Groups  424.130  340  1.247      

Total  444.411  341        

  

  Statistic a   df1   df2   Sig.   

Welch   37.963   1   321.443   .000   
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Robust Tests of Equality of Means  

REGR factor score   2 for analysis 1    

  Statistica  
df1  

 
df2  Sig.  

Welch  15.095  
 

1  264.137  .000  
a. Asymptotically F distributed.  

  
One-way ANOVA of experiment group  

  

ANOVA  

REGR factor score   2 for analysis 1    

  Sum of Squares  df  Mean Square  F  Sig.  

Between Groups  5.152  1  5.152  11.482  .001  

Within Groups  135.507  302  .449      

Total  140.659  303        

 

Robust Tests of Equality of Means  

REGR factor score   2 for analysis 1    

  Statistica  
df1  

 
df2  Sig.  

Welch  10.438  
 

1  220.177  .001  
a. Asymptotically F distributed.  
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6.4.2.2.3. Component 3 - frowning  

Descriptive Statistics  

Dependent Variable:   REGR factor score   3 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  
Control  -.06760759  .483067918  147  

Experiment  

.55900101  

2.03009353 

5  126  

Total  

.22159638  

1.45504793 

8  273  

PostTraining  
Control  -.16362726  .389362695  195  

Experiment  -.16060953  .305339204  178  

Total  -.16218716  .351318402  373  

Total  
Control  -.12235565  .434081692  342  

Experiment  

.13765010  

1.37140326 

7  304  

Total  

.00000000  

1.00000000 

0  646  

  

 

Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   3 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  49.857a  3  16.619  17.928  .000  .077  

Intercept  1.096  1  1.096  

26.103  

1.183  .277  

.000  

.002  

Condition_num  26.103  1  28.158  .042  

Exp_group  15.555  1  15.555  16.780  .000  .025  

Condition_num *  

Exp_group  
15.258  1  15.258  16.460  .000  .025  

Error  595.143  642  .927        

Total  645.000  646          
Corrected Total  645.000  645          

a. R Squared = .077 (Adjusted R Squared = .073)  
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 Pretraining  

ANOVA  

REGR factor score   3 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  26.639  1  
26.639 

2.027  
13.144  .000  

Within Groups  549.230  271      

Total  575.869  272        
Robust Tests of Equality of Means REGR 

factor score   3 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  11.449  1  137.151  .001  

a. Asymptotically F distributed.   

Post training  
ANOVA  

REGR factor score   3 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  

Within Groups  

.001  

45.913  

1  

371  

.001  

.124  

  

.007  .934  

  

  

  

  
Total  45.914  372  

  

Robust Tests of Equality of Means  

REGR factor score   3 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  .007  1  362.912  .933  

a. Asymptotically F distributed.  

  

Control- one-way ANOVA  
  

ANOVA  

REGR factor score   3 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  .773  1  
.773  

.187  
4.139  .043  

Within Groups  63.481  340      

Total  64.254  341        
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Robust Tests of Equality of Means REGR 

factor score   3 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  3.899  1  274.480  .049  

a. Asymptotically F distributed.   

Experiment Group  
ANOVA  

REGR factor score   3 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  38.204  1  
38.204 

1.760  
21.701  .000  

Within Groups  531.662  302      

Total  569.866  303        
Robust Tests of Equality of Means REGR 

factor score   3 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  15.582  1  129.012  .000  

a. Asymptotically F distributed.  

  

6.4.2.2.4. Component 4 – Eagerness to speak  

Descriptive Statistics  

Dependent Variable:   REGR factor score   4 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  
Control  -.27930306  .610393290  147  

Experiment  

.35340282  

1.04313521 

2  126  

Total  .01271504  .894371717  273  

PostTraining  
Control  -.29095067  .676412814  195  

Experiment  

.29923694  

1.31522032 

0  178  

Total  

-.00930618  

1.07181705 

7  373  

Total  
Control  -.28594424  .647960255  342  

Experiment  

.32168727  

1.20834315 

6  304  
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Total  
.00000000  

1.00000000 

0  646  

  

  

Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   4 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  59.650a  3  
19.883 

.266  
21.808  

.000  

.589  
.092  

Intercept  .266  1  .292  .000  

Condition_num  .170  1  .170  .186  .666  .000  

Exp_group  58.679  1  58.679  64.358  .000  .091  

Condition_num *  

Exp_group  
.071  1  .071  .078  .780  .000  

Error  585.350  642  .912  

  

  

    

  

  

  

Total  645.000  646      
Corrected Total  645.000  645      

a. R Squared = .092 (Adjusted R Squared = .088)  

  

Pretraining Group  
  

ANOVA  

REGR factor score   4 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  27.160  1  27.160  38.655  .000  

Within Groups  190.413  271  .703       
Total  217.573  272      

Robust Tests of Equality of Means REGR 

factor score   4 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  35.837  1  194.775  .000  

a. Asymptotically F distributed.  
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Post training Group  
ANOVA  

REGR factor score   4 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  32.414  1  
32.414 

1.065  
30.449  .000  

Within Groups  394.937  371      

Total  427.351  372        
Robust Tests of Equality of Means REGR 

factor score   4 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  28.872  1  259.013  .000  

a. Asymptotically F 

distributed.   

One way ANOVA of Control group  
  

ANOVA  

REGR factor score   4 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  .011  1  
.011  

.421  
.027  .870  

Within Groups  143.158  340      

Total  143.170  341        

  

Robust Tests of Equality of Means REGR 

factor score   4 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  .028  1  329.150  .868  

a. Asymptotically F distributed.   

One-way ANOVA of Experiment group  
ANOVA  

REGR factor score   4 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  .216  1  
.216  

1.464  
.148  .701  

Within Groups  442.192  302      

Total  442.408  303        
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Robust Tests of Equality of Means REGR 

factor score   4 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  .160  1  298.062  .690  

a. Asymptotically F distributed.  

  

6.4.2.2.5. Component 5 – expression engagement  
  

Descriptive Statistics  

Dependent Variable:   REGR factor score   5 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  
Control  -.25925508  .902910988  147  

Experiment  

.36833767  

1.19163102 

4  126  

Total  

.03040311  

1.09014140 

3  273  

PostTraining  

Control  

Experiment  

Total  

-.26773156  

.800867031  

.986527658  

.929382827  

195  

178  

373  

.24667194  

-.02225214  

Total  
Control  -.26408816  .844963584  342  

Experiment  

.29709918  

1.07607196 

8  304  

Total  

.00000000  

1.00000000 

0  646  
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Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   5 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  51.784a  3  
17.261 

.304  
18.681  

.000  

.566  
.080  

Intercept  .304  1  .329  .001  

Condition_num  .665  1  .665  .719  .397  .001  

Exp_group  51.173  1  51.173  55.381  .000  .079  

Condition_num *  

Exp_group  
.503  1  .503  .544  .461  .001  

Error  593.216  642  .924        

Total  645.000  646          
Corrected Total  645.000  645          

a. R Squared = .080 (Adjusted R Squared = .076)  

  

Pretraining Group  

ANOVA  

REGR factor score   5 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  26.723  1  
26.723 

1.094  

  

24.422  .000  

Within Groups  296.524  271      

Total  323.247  272      

Robust Tests of Equality of Means REGR 

factor score   5 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  23.423  1  230.506  .000  

a. Asymptotically F distributed.  

  
Post training Group  

ANOVA  

REGR factor score   5 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  24.624  1  
24.624 

.800  
30.791  .000  

Within Groups  296.692  371      

Total  321.316  372        
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Robust Tests of Equality of Means  
REGR factor score   5 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  30.218  1  341.316  .000  

a. Asymptotically F distributed.  

  

6.4.2.2.6. Component 6 – posed expression  

Descriptive Statistics  

Dependent Variable:   REGR factor score   6 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

 

PreTraining  
Control  .02581010  .721259634  147  

Experiment  

Total  

-.12488511  1.09697340 

4 

.915373216  

126  

273  -.04374153  

PostTraining  Control  

Experiment  

Total  

.24893538  1.08093966 

1 

.980836701  

1.05772167 

5  

195  

178  

373  

-.20562338  

.03201458  
Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   6 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  21.673a  3  7.224  7.441  .000  .034  

Intercept  .122  1  .122  

.796  

.126  .723  

.366  

.000  

Condition_num  .796  1  .819  .001  

Exp_group  14.374  1  14.374  14.805  .000  .023  

Condition_num *  

Exp_group  
3.623  1  3.623  3.732  .054  .006  

Error  623.327  642  .971        
Total  645.000  646          

Corrected Total  645.000  645          
a. R Squared = .034 (Adjusted R Squared = .029)  

Pretraining  
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ANOVA  

REGR factor score   6 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  1.541  1  
1.541 

.835  
1.844  .176  

Within Groups  226.370  271      

Total  227.911  272        
Robust Tests of Equality of Means REGR 

factor score   6 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  1.735  1  210.101  .189  

a. Asymptotically F distributed.  

  
Post training Interview  

ANOVA  

REGR factor score   6 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  19.228  1  19.228  17.970  .000  

Within Groups  396.957  371  1.070  

  

    
Total  416.184  372      

Robust Tests of Equality of Means REGR 

factor score   6 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  18.130  1  370.988  .000  

a. Asymptotically F distributed.  
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6.4.2.2.7. Component 7 - Posture  

Descriptive Statistics  

Dependent Variable:   REGR factor score   7 for analysis 1    

Condition_num  Exp_group  Mean  
Std. 

Deviation  N  

PreTraining  
Control  .03555756  .891260619  146  

Experiment  

.15586003  

1.09293769 

3  126  

Total  .09128591  .989750086  272  

PostTraining  
Control  -.13251585  .696142217  195  

Experiment  .07663118  .820881212  178  

Total  -.03270842  .764389493  373  

  
Tests of Between-Subjects Effects Dependent 

Variable:   REGR factor score   7 for analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  7.468a  3  2.489  3.340  .019  .015  

Intercept  .719  1  .719  .965  .326  .002  

Condition_num  2.395  1  2.395  3.214  .073  .005  

Exp_group  4.251  1  

1  

641  

645  

4.251  5.703  .017  .009  

Condition_num *  

Exp_group  .309  .309  .415  .520  .001  

Error  477.780  .745        
Total  485.495          

Corrected Total  485.248  644          
a. R Squared = .015 (Adjusted R Squared = .011)  
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Pretraining Group  

ANOVA  

REGR factor score   7 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  
.979  

264.494  

265.473  

1  .979  

.980  

.999  .318  

Within Groups  

Total  

270  

271  

  

  

  

    

 

Robust Tests of Equality of Means REGR 

factor score   7 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  .970  1  241.169  .326  

a. Asymptotically F distributed.  

  

Post training Group  
ANOVA  

REGR factor score   7 for analysis 1    

  
Sum of 

Squares  df  
Mean 

Square  F  Sig.  

Between Groups  4.071  1  
4.071 

.575  

  

7.080  .008  

Within Groups  213.286  371      

Total  217.356  372      

  

Robust Tests of Equality of Means REGR 

factor score   7 for analysis 1    

  
Statistica  df1  df2  Sig.  

Welch  6.976  1  348.603  .009  

a. Asymptotically F distributed.   
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Qualitative Interview transcriptions  

P 18 did not record but here are the notes  

P18_ liked the layout of the design and couldn’t find anything more that she would like feedback 

on. She did feel that it was very rushed, however. Perhaps to make things quicker is to feed 

into the graph itself or get some help.  

1. I felt good about it, it was very clear  

2. Yes, as I said because the feedback was very clear  

3. I felt that I improved based on the feedback  

4. I feel that I will be more aware of the issues surrounding my performance today 5. I can’t 

think of any as everything was feedback to me well  

  

1. It was very clear and informative  

2. Yes, it was very informative about my body language  

3. I was able to respond to the feedback but maybe there was too many things to be aware 

of. It was hard to focus on which of the elements that I should improve  

4. I can’t think of any  

5. Just pay attend to time and it felt very rushed.   

P19  

M: so the first question is how do you feel about the feedback you received on your performance 

today?  

P: I believe it was good, very honest, if you understand that.  

M: Okay is that. So thank you. So what, if anything, did you feel you were able to change based on 

the feedback that you received?  

P: Yeah I would change like the feedback she gave me. Like my hand gestures, projection of voice, 

I feel it should be better. The way of explanation as well. You need to sometimes you need to make 

a sentence in your head before speaking, so it should be in your head what you are speaking. So 

instead of saying, ah, uhm, you know. She speaks like that.   

M: Okay, so you felt you were able to change that, so the last… P: Confident.  

M: Oh okay, more confident, that’s good. So to what extent do you feel your performance in the 

areas identified in the feedback improved over the course of the training?   

P: Yes, it improves, for the training ones, face to face is a different experience in the camera that is 

different. Yeah. So the last, I was the best I could give, I think.  

M: Yeah, yeah? So you felt more confident in face to face. Okay that’s good. So to what extent do 

you feel the feedback you received today will help you present will help you present yourself better 

in future?   

P: It will definitely help me, yeah. Through the feedback because uhm without the training and today 

I came here, I do not understand what are the drawbacks and the or how I have to present myself 

in front of people or I have to give an interview to someone. I didn’t know that. So today was a great 

experience. I gave interview to someone and she gave me feedback. That was, I like it.   
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M: Okay, thank you. That’s good. Okay. So you think you’ll be able to present yourself better in the 

future? That’s always good to hear. Okay so were there any element of the feedback that you would 

have liked to receive feedback on that were not covered in the feedback?  

P: Sorry?  

M: So do you feel that there were some things that you would have liked to receive feedback on 

that you did not receive feedback on?  

P: No it’s not like that. I received what I ever I was thinking she was gonna say and she said that.   

M: Okay so you felt that it was useful?  

P: Yeah?  

M: So do you have anything else you would like to add? About the feedback specifically?  

P: Everything was great and everything was nice. As a research everything was fine. But for time 

management your program you have to switch, but maybe there could be things in a better way?  

Maybe, I am not sure because I am not in your field, I don’t know, you know. It is really difficult. I 

really don’t know. Maybe that is a time consuming.  

M: It is time consuming and that is the problem with this but it is great that you mention that. It is 

possible that on the 3rd or 4th day that I run this experiment that it will be better. Uhm, but regards to 

feedback? Anything?  

P: No, it’s great.   

M: Okay that’s great. Thank you.   

P20  

M: Ok hi, thank you very much for taking part in this and you know you can always withdraw your 

participation within the study until and if we publish. Ok so I have a few questions for you, and the 

first one is, how do you feel about the feed back you received on your performance today?  

P: I think it was good, it had a good direction for what I needed to sort of maybe do next, maybe a 

bit more details sort of like examples, but I think it was great.  

M: Ok good. So what if anything did you feel you were able to change about how you presented 

yourself today based on the feedback you received?  

P: Yes it was sort of like the move in the arms and being sort of less monitoring, so I tried to 

incorporate that in the next interview.  

M: Ok thank you and just three more, ok so to what extent do you feel your performance in the areas 

identified in the feedback improved over the course of the day?  

P: I think in general it improved just because you sort of practice it, but it was good to hear the 

feedback, just because then you know from obviously the persons sitting opposite you exactly what 

you can improve on or in general what you are doing right so you can improve on the things they 

telling you and then you can just carry on doing the things you are doing right. So I think it improved 

in general and became better overall.  

M: Ok good. Ok to what extent do you feel the feedback you received will help you better yourself 

in the future?   
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P: I think this is quite useful because I am not great at any size of presentation or interview, so this 

was great to sort if practice and build the confidence up, especially about speaking about research 

because we do a lot of that at sort of conference, different networking events, so this was great you 

know to learn how to come across better and how to present your research better to other people.   

M: Great. Ok were there any aspects of your performance that you would like to have liked to have 

received back on that weren’t covered?  

P: Umm  

M: And if so what were they?  

P: I, ooh god  

M:  I know it’s a bit of a tough one  

P: I think everything was covered maybe the body language because well..  

M: Yeah  

P: But I think that would have been better to see sort of whether I could of done better or how I.. It 

would have been interesting to see how I’ve dealt with that in general and if there were areas for 

improvement or if there was areas I was actually alright in I think that’s the main one.  

M: Ok, that’s interesting. Ok then that is everything, thank you. P:  no worries  

P21  

M: So, thank you -put her name here I don’t know it- for coming today, you should know that you 

can withdraw your participation at any point that you would like, up until we publish that’s if we 

publish. Ok so there is 10 questions that I have to ask you, that I would like to ask you today, the 

first one is how do you feel about the feedback you received on your performance today?  

P: I think it was very consistent because you showed me like with the technology and also the 

journalist she gives like good feedback and I mean very impressive because she didn’t write 

anything on the paper and she told me very good points that I probably have to improve and also 

that I did good and with your feedback showed me that it was very good also. I think very important 

for me to you know try and be better in the interviews.   

M: Definitely. Ok so what if, what did you feel you were able to change how you presented yourself 

today based on the feedback you received?  

P: I think based on the feedback I think I can be like paying more attention with the people I am 

talking to, you know and also I speak very loud -laughing- for example the volume so it’s better to 

pay attention where as the volume where as speaking to be, so that was like a good feedback 

because sometimes you don’t realise you can be a little bit more equal when you are talking and I 

think this is kind of polite thing to do because sometimes if they are speaking very low and you are 

very loud. So I think, yeah I think that, things like that the posture also like how to be more relax not 

to be too much front, be more like middle and I think it was like great feedback and I will take with 

me you know like next interviews.  

M: Well then essentially umm, ok so how do you feel you performed over the areas, within the 

feedback that’s been given do you think you have improved throughout the day?  

P: I think so because as you show me in the results from the technology, I think I did try improve a 

little bit.  
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M: Well yeah, ok so using this feedback do you think yo u will be able to present better in the future?  

P: For sure yeah of course. I will pay more attention, I think I have seen present in conference you 

know because I hate it because I do a lot of expressions, so I don’t like a ot I have to remember to 

not make too much face but yeah because I think like when you show upset, maybe its because of 

that also because im talking a lot doing faces.  

M: ok so were there any elements of the performance that you would have liked to receive feedback 

from that you weren’t received that weren’t given to you?  

P: I think that it was no, I think we talk about everything about the posture about the volume about 

the hands, I think was like a great feedback   

M: ok is there anything else that you would like to know about? With egarding to feedback?  

P: No I don’t think so, I think it was very good, was enough you know about like presenting and in 

like the media. I think you cover everything   

M: OK great that’s good. Ok and just five more. How do you feel about seeing the systems feedback 

on your use of emotional signals and body language during the course of the day?  

P: I think its amazing because you can show me right , the first time I didn’t understand that I am 

gonna see t and do it again to be honest, I thought that maybe you gonna give me the feedback 

and we gonna do like other kinds of tests not like interview again to see the same results. I think it 

was amazing, very fast I mean it takes time to put it but right away you can tell me how the things  

M: I did  

P: You did so its amazing I like it.  

M: ok good . so do you think that the system heloed you appreciate aspects of your performance 

that you might not have noticed by watching the playback?   

P: well yes because as you told me for example the smile thing because I did not realise that I am 

making a happy face   

M: yeah yeah   

P: because I am talking and thinking about what I am saying but yeah and then the devices gave 

me that response you know so   

M: Yeah definaely, ok so what extent did you feel the feedback received was actionable so you 

could act on the feedback given to you?  

P: for example like the volume to be a little bit less   

M: yeah so like that kinda stuff and then did you think you could control or improve that feedback?  

P: I think it can improve if I pay more attention with my posture and volume maybe   

M: and during the sessions? So when the feedback was given to you? Did you feel you could act 

on it? Or was it quite tough?  

P: no it was not tough I tried to   
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P22  

M: Okay so. Thank you for taking part in this study. You should know that you can withdraw your 

participation at any point up until, because we are aiming to publish this, but up until we publish the 

paper you can withdraw.  

P: Okay so when you publish, you can give me a copy.   

M: I will of course. Uhm okay, so I have several questions to ask you about everything or how you 

felt today went. The first question is how did you feel about the feedback that you received on your 

performance today?  

P: Yeah, I think it is really helpful for my first year actually. Because I have less experience of 

interview. I don’t know. When I have interview there is eye reflection. So this has given me a good 

experience. Yeah.   

M: Okay that is good. So the second one is what did you feel you were able to change based on 

the feedback that you received?  

P: Uhm, how I changed?  

M: Yeah, so in the beginning how you performed and then feedback given by the journalist based 

on how you changed?  

P: Yeah, Uhm, actually in the last interview. I control my eyes because the journalist in the 

beginning.  

Also it is in the nature of the body behaviour, it is too much. I haven’t touched my mouth like the 

last. And I try not to speak too much with ‘kisses teeth’. I see I improved.   

M: So you felt you were able to change that throughout?  

P: Yeah, yeah sure.   

M: Okay so to what extent do you think your performance improved over the day? So do you think 

you improved over the day?  

P: Yeah sure.   

M: Yeah? Okay. So do you think the feedback you received today will help you present yourself 

better in the future?  

P: Yes.  

M: Anything else? Just yes?  

P: Yes it was helpful.  

M: haha okay that’s fine. So were there any aspects of the performance that you would have liked 

to receive feedback on that you didn’t receive feedback on?   

P: Uhm, sorry?  

M: So is there any point in your performance that you would have liked to receive feedback but 

didn’t get any feedback for it?  

P: Uhm, actually I wanted feedback about my… M: Content?  
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P: No, the uhm, what I am talking.   

M: Yeah.   

P: Okay cause some questions I think I answered more academic and not very simple to 

understand. I mean like MATLAB or something like that.   

M: I noticed that, that’s why I kept telling her to tell you about your content. Cause that’s important.  

P: Yeah, last time she asked me about the code I tried ot use a simple word to explain but it was 

very hard.   

M: Yes it is hard. Okay so contact you would have liked more feedback on?  

P: yeah, for others, year I guess I would have liked feedback about my minor movements, eyes and 

uhm loud or something. I think that’s enough.   

M: Okay then, thank you very much.   

P23  

M: Thank you for taking part in the study today. You should know that you can withdraw up until we 

publish the paper on the research. So, I have a few questions for you today and that is up to ten. 

The first question is how did you feel about the feedback you received on your performance today?   

P: It was great. Educational it was great.   

M: ok that’s good. So, what did you feel you were able to change about how you presented yourself 

today based on the feedback you received?   

P: I realised I moved my eyebrows too much when I talk, which is very, very true.  

M: Yeah that’s interesting. Ok so just your eyebrows?   

P: And uh whatever you are feeling these software’s can detect -laughing- M: So, tell me then what 

do you mean? Can you elaborate that?   

P: ok so with for example the content issue, I was getting asked the same questions over and over 

again, which is obviously I understand it is part of it, but even when I thought ‘oh here we go again’ 

it came across in the…. M: That you were upset, yeah   

P: even though it wasn’t as I was like upset I was slightly annoyed and it came across, and I am 

known to show everything on my face and it’s amazing that it detected that.   

M: Great that’s amazing, ok so to what extent did you feel the performance in areas identified in 

feedback improved over the course of the day?  

P: Very well. I dunno I didn’t get my feedback from my last interview M: Oh, right the post test.  

P: Yeah, the post test is what I meant, because that’s when I found out about the eyebrow situation   

M: With regards to down the line, from voice, face  

P: The one thing I must say is, especially with the voice interview because of my whole situation of 

saying ‘you know what I mean?’ that went away M: Yeah?   



COMMUNICATION SKILLS TRAINING INTERVENTION 

466  

  

P: because of the feedback with my performance it got better. I didn’t once say or have the urge, I 

didn’t have to tell myself consciously don’t say it. I just knew, it just went away. Which is good  M: 

yeah that’s very good, ok, so to what extent do you think the feedback you received will help you 

present yourself better in the future?  

P: Massively it’s made me a lot more, it’s made me less fearful of going through an interview process 

like it’s made me realise, it’s all about control like if you like to control situations I now know what a 

good performance in an interview is. So, thank you   

M: Of course. Ok so were there any aspects of your performance that you would of liked to receive 

feedback on that was not covered in the feedback you received? Do you understand the question? 

P: yeah sorry I just need to think about it   

M: Ok sure, sure   

P: No, no I don’t think so because every time I thought I wonder if this is ok I got feedback on it  M: 

From what?   

P: Like the voice, the volume  

M: so, with the system feedback?   

P: Yeah, the feedback you gave me. So, every time I thought ‘ooh am I too loud?’ I got feedback. 

Am I hesitating too much? Ooh and that’s another thing I learnt, not to hesitate just going back to 

your previous question... Every time I thought ‘ooh I wonder if this is ok I got feedback on it, I didn’t 

have any uncoveredness   

P: ok that’s great. So were there any aspects of your performance that you.. I just read that to you 

I’m so sorry -laughing- how do you feel about seeing the system feedback on your use of emotional 

signals and body language during the course of the training session today?  

P: it was great, very useful because it is immediate, not immediate it happens straight after, I like 

the fact that you do the interview and five minutes later you get your feedback and then you get to 

do another interview and then five minutes later.. its great, perfect training because you do, you get 

feedback, you do you get feedback   

M: And specifically how the feedback was presented?  

P: yeah very easy to understand, because there is a direct comparison of what’s good and what’s 

yours. Its all very good,   

P: ok so do you feel the system feedback helped you appreciate your performance that you might 

not have noticed by watching or?   

M: definitely yeah,   

M: ok   

P: made me realise in=m not as loud as I think I am -laughing-  

M: ok so to what extent did you feel the feedback you received was actionable?  

P: because, definitely I agree it was actionable, it wasn’t things I didn’t understand ‘you’re hesitating 

too much’ so I didn’t hesitate, you raise your eyebrows too much so I didn’t raise them. I realised I 
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got feedback on saying you know what I mean when I shouldn’t have and I was able to rectify that. 

And  was also given another opportunity to not do it, does that make sense?  

M: absolutely  

P: given repeat exposure   

M: ok so could the feedback be presented in a clear way? If so… P: 

in a clearer way?   

M: yeah   

P: no   

P24  

M: Ok so first off thank you for taking part in the study today and you should know that you can 

withdraw at any point up until when and if we publish. Right so I have a few questions for you and 

they are about 10 questions, so the first one is how did you feel about the feedback you received 

on your performance today?  

P: I felt good about the feedback that you gave me but honestly, I felt like the feedback from the 

journalists was not very specific was too general. Ok its good but I felt like you know I wasn’t able 

to understand where I needed to improve whereas you specifically said this this and that I got it so 

I knew where I had to improve next time, that’s how I felt.  

M: Ok that’s good, ok thank you. Ok so what did you feel you were able to change about how you 

presented yourself based on the feedback you received?  

P: you mean your feedback or in general?  

M: Both feedback? P: well as I said based on the journalist’s feedback, I wouldn’t even remember 

afterwards what I needed to improve. Like uh the only thing I remembered was emotion that she 

said I had to improve because she was specific.  

M: Oh, like the monotone?   

P: Like she said maybe something to improve is show more emotion, so I remembered that because 

it was specific but apart from that, when you mentioned the points you know, responding quicker, 

mirroring her tone and try not to …. -sneezing- oh bless you   

M: Thank you   

P: try not to do that too much, try to smile more, a lot of things that you mentioned were in my head 

when I was doing the next session.  

M: Ok, that’s good. That’s amazing ok. So how do you think the feedback helped you improve 

throughout the day? Through the training?  

P: I think well it made 100% of the difference because I could, you know one session after the other 

I was able to focus on what we just discussed. So, after listening to it I wanted to do it differently, 

so I was like excited to do it better.   

M: yeah that’s fair enough. Ok that’s good. So, do you think that this will help you present yourself 

better in the future?   
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P: I do think yeah, I love doing presentations, take it as a challenge and sometimes I try to be careful 

not to smile because I smile a lot I mean I see you and I’m like hi, how are you? And professionally 

I try not to but and now its good to know that I can relax more and be more friendly even though I’m 

talking about serious problems   

M: Yeah that’s fair enough. Ok so what are the aspects of the performance that you would of liked 

to receive feedback on that you didn’t receive feedback on?  

P: Ummm I can’t think about anything now like you know you mentioned pasture, expression, um 

hesitation. I don’t think I will be able to say.  

M: ok o how did you feel about the system feedback, how did you feel about the body language and 

the emotional signals that was feedback to you?  

P: I feel like it did correspond to the reality like I can see myself doing the things that you mentioned 

when I was doing well and what I could improve. And I liked seeing the charts.  

M: Yeah  

P: Yeah but I found it a little bit difficult to differentiate the orange from the blue and like what those 

meant but then you explained, and I got it but if I were to see it on my own I would probably struggle 

a little bit, but not a big deal.  

M: Ok, right that’s wonderful thank you. So, did you feel that the system feedback helped you 

appreciate the aspects of the performance that you might not have noticed by just watching or 

hearing the playback? P: Yeah as I said I’m very hard on myself, very difficult for me to see the 

good points. And I normally know that I try to speak well like in general. Never spoke to the media 

apart from my YouTube channel and a few interviews and small things but I didn’t know how I would 

do. Yeah based on what the journalist said it looks like I do well so it’s good for me to feel more 

confident about it.   

M: That’s what you need. So, do you feel like the system heled you appreciate aspects of your 

performance that you might not have not by watching or hearing the video?  

P: umm sorry what do you mean like which video?   

M: so, the performance, you know watching your interview again, so did the bar chart and the 

features. Did you think you got more from this than watching the video, if you were to watch the 

video?  

P: right so I think if just watch the video I would not look at it the same way you guys would because  

I’m more used to seeing myself speak like I may find things ok but actually I know what I know what 

I wanna say, where as you have to understand what I wanna say without knowing what I wanna 

say if that makes sense? I think it’s a positive thing to watch the video but I think its different, its 

another thing to have someone tell you how you’ve done. For me those are two positive things but 

you are always bias when you watching yourself, because you may not see things because you are 

used to it because you know what you meant so its easier for you. Where if its another person it 

more unbiased feedback I think. Its good, but maybe I think one compliments the other I would hear 

your feedback first and then watch my video because if I watch it first.. I don’t know if that made 

sense?  

M: No it does absolutely just thinking about what you’re saying. Ok so did you think that the feedback 

you received was actionable, were you able to act on it and improve?  
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P: Yeah sure  

M: Ok could the feedback be presented in a clearer way do you think?  

P: well maybe just in terms of the colours of the chart and the columns I don’t know its just an 

impression that maybe I don’t know how but it could be clearer but at the same time because you 

explained it I got it, I think just the speed of response something like that, these terms im not familiar 

with it I think that’s maybe why I wasn’t able to look at it and understand straight away seeing what 

you meant, but of course after you explained it I think it got it that’s a big deal.   

M: no, it is that makes a lot of sense thank you. So, were there any additional aspects that the 

nonverbal behaviour that you think you would have been useful to receive feedback on?  

P: no verbal I don’t think so    

M: Ok do you have any comments or experiences that you would like to share about how you 

presented?   

P: no, I think it was a nice experience, I mean I like participating because I know how difficult it is 

for researches to get participants but I also like the idea of learning something new. Like you always 

coming thinking its not gonna be that good but I do honestly think it was good, especially doing a 

PhD you don’t really receive a lot of feedback so when you receive it, it makes you more motivated 

well I feel that way so I think it was a good experience and listen to some points that I can work on 

to make it better to listen and hear from you and you guys that its good even though there are some 

points of being prepped so I feel more motivated so in general it was a good experience M: ok good 

thank you so much   

P25  

M: Okay, thank you so much for taking part in this study and you should know that you can withdraw 

your participation at any point, uhm, up until we publish.  

P: Okay.  

M: If and when.  

P: Okay.  

M: Okay, so I have a few questions for you, P: Okay.  

M: Uhm, there are ten questions, uhm, as you were in the experimental condition, so uhm, the first 

question is; how did you feel about the feedback you received on your performance today?  

P: Uhm, I think it’s very good feedback because I got from the first experiment until the end of 

[unclear] so I can see how actually [unclear] to myself, M: Mhmm.  

P: From the [unclear] I [unclear] the first thing I think I lack more confident but then through the 

experiment, uh, seems like quite improved.  

M: Mhmm, you did.  

P:  The – all the contact, the recognition, the [unclear] volume, I think it’s quite good, yes.  

M: Okay. Good, wonderful. Okay so what did you feel you were able to change about how you 

presented yourself today based on the feedback that you received?  
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P: Uhm, I think I will actually improve more on confident level of the voice recognition, uh, and the 

volume as well and especially for the face to [unclear] uh, interview, yes.  

M: Oh, okay.  

P: I’d like to –  

M: Oh, face-to-face, yeah, P: Yeah.  

M: We just – yeah, okay. Uhm, so you feel that you’d need to improve on that?  

P: Yes.  

M: Yeah?  

P: I believe that.  

M: Okay. So would you – do you think although – but do you think the feedback given to you today 

will help you present yourself better in the future?  

P: Uh, yes. I think, uh, might help me, uh, to prepare myself better in future for my presentations 

skill and you know, for my interviews skill, because it help me a lot. It can be like, based on the 

feedback, can boost up my confidence level, yes.   

M: Oh, okay. That’s wonderful. Okay, uhm, were there any other aspects of the performance that 

you would have liked to receive feedback on but were not given to you?  

P: Uhm, no I don’t think so. I think it’s been briefly described and the feed base [unclear] or, M: 

Okay.  

P: For evidence, yes.  

M: Okay, no that’s wonderful. Uhm, okay so now looking at the feedback given from the bar-charts, 

P: Yeah.  

M: And how we give that feedback to you, uhm, how did you feel about seeing the feedback with 

the use of emotional signals and body language during the course of training today?  

P: Uh, I think it’s good.  

M: Okay.  

P: Because I mean, uh, the interpretation of, uh, body signal and the emotion, because, uh, 

previously I had no idea being, uh, I mean like [unclear] the emotion especially when interview so it 

doesn’t know, uh, I mean like the image [unclear] doesn’t know what is your emotion level, what the 

[unclear] research or this feedback, so I know either I’m at the [unclear] so.  

M: Mhmm.  

P: Uh –  

M: Sorry, what was that? You were [unclear] P: I mean the emotion, the level of emotion.  

M: Okay.  

P: So it can reflect, yeah.  

M: Okay.  



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

471  

  

P: I think it’s good.  

M: Yeah?  

P: Yeah.  

M: Did you agree with…  

P: Yes, I’m agree, yes.  

M: Okay. Wonderful, uhm, so do you feel that the system feedback helped you appreciate aspects 

of your performance that you might not have noticed just by watching your video?  

P: Uh, I believe yes, but uhm, the system, uhm, but it’s not 100%.  

M: Okay. P: Because uhm, I’m not sure how it works but then by giving a reflect which is the thing 

that I’m not sure, I think is wonderful because the, you know how your emotion, your body gesture 

when you present or you speak, M: Okay.  

P: For an interview, yes.   

M: Okay, but uhm, do you feel that what you’ve – what we gave you feedback on, P: Yes?  

M: You would have – do you think you would be able to get more from watching the video yourself? 

Or uh, from the… P: Just from the graph?  

M: Yeah. P: Uhm, I’m not sure how to say this [unclear] uhm, it might be at a value if you can watch 

the video as well because at least you know how you see yourself, then you know which – or in 

which area to improve. But then, uh – by then by, uh, seeing the feedback only, uhm, it’s only help 

you al lots to improve.  

M: Oh, with the feedback,  P: Yeah.  

M: With the system feedback. Okay. That’s good. Okay and then, uh, to what extent did you feel 

the feedback you received was actionable? So the feedback that you were given; how did you think 

– did you think that you were able to improve on it or was it sometimes feedback that you were just 

like, “I can’t improve on that.”? P: Uh, it’s very – actually it’s very subjective the things that you need, 

you can or you cannot improve but then in this case, uhm, how you speak, your body language, 

your emotion, your tone or your eye contact, which is you can improve from time to time.  

M: Mhmm.  

P: But then, uhm, based on the feedback, uh, I believe myself, I can improve by receiving of 

feedback. So uhm, yeah, I think it’s a good feedback which you can improve. Yes.  

M: Yeah?  

P: [unclear]  

M: On based on – yeah, because yeah, this one was verbal – uhm, non-verbal feedback.  

P: Yeah.  

M: Okay, uhm, do you think that this could be presented in a clearer way; the non-verbal feedback 

that was presented today, using the bar-chart?  
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P: Uh, mmm, I’m not sure – I’m not have any other sort of idea at the moment but then for me, the 

bar-chart, the one you showed me, uh, it’s quite clear.  

M: Mhmm.  

P: Uhm, because you’re comparing yourself at the min value and the maximum value, so you know 

at what part you are [unclear] I think it’s good, yes.  

M: Okay, thank you. Okay, uhm, all right, so were there any additional aspects of your non-verbal 

behaviour that you would like to have received feedback on that you weren’t received - given 

feedback on the system?  

P: Uh…  

M: With the bar-chart.  

P: I think – no, I think all cover, yes.  

M: Okay wonderful and then the last question; is uh, do you have any further comments about your 

experiences or the way the feedback was presented today?  

P: Mmm, [unclear] comments for me would be wonderful to be part of this, uh, research. But then, 

uhm, there is some cases, uh, which interview is not only by sitting.   

M: Of course, yes.  

P: So sometimes by standing by then so I think that aspect,  

M: By…  

P: Should be covered because sometime when people during interview in the standing, M: Yeah.  

P: So the movement of the whole body language, how they walk, how they stop, how they move 

around.  

M: Mhmm.  

P: Uh, it kind of reflects how the confident level, the emotion,  

M: Mmm, absolutely. You’re very right.  

P:  Yeah because…  

M: You are very right.  

P: Sometimes when you sit down, your body gesture or posture, most of might have a perfect but 

then when you stand, some people might like stand very straight, some like not over confidence,  

M: Yeah, you’re very right.  

P: Not having less confidence so this - bit different way by standing.  

M: Yeah, you are very, very right. Thank you so much,  

P: Yeah, I think that -  

M: For that, that’s very right.  

P: Yeah.  
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M: Yeah, okay.  

P: So that’s all?  

M: That’s – okay, thank you. All right, thank you very much.  

P: Yeah? Thank you. You’re welcome, if you need –  

P26  

M: Thank you for taking part in this study today, and you should know that you can withdraw your 

participation up until/if we publish. So, I have about 5 questions to ask you today, the first one is 

how did you feel about the feedback you received on your performance today?  

P: well is was good because she pointed out some specific points that I was doing in the interview 

and that was very helpful, to be improve for the futures.  

M: what did you feel you were able to change about how you presented yourself today based on 

the feedback you received?  

P: Uhm I think that I feel, once I listened, heard feedback and I unconsciously tried to improve 

what I am talking, so that was uh kind of improvement from the feedback  M: so, you were able to 

change it?  

P: yeah   

M: ok good  

M: so, to what extent did you feel that your performance in the areas that Lina identified improved 

over your interviews?  

P: uhm, how do I say….  

M: did you feel that what she mentioned you improved on?  

P: yeah yeah, I think so but I need more, to practice more slightly I feel that I was better than the 

first interview   

M: ok that’s good   

P: yeah   

M: where there any aspects of your performance that you would have liked feedback on that you 

did not receive feedback on?  

P: no  

M: ok then that’s all  

P: whats the last question again?  

M: that one was just, is there anything you wanted extra feedback on   

P: no  

M: so that was it thank you…  

P27 
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P: So this is not an interview anymore?   

M: No.   

P: [laughs] Okay. It’s just a question… [laughs]  

M: That’s okay. So thank you for taking part today. And you should know that you can withdraw at 

any point up until when and if we publish this work.   

P: Mhmm.   

M: Uhm, okay so I have five questions for you. Please answer as honestly and give me as much 

information as possible, please.   

P: Okay.   

M: Okay, so the first question is; how did you feel about the feedback you received on your 

performance today?   

P: Uhm, it was a – what I liked in that feedback is that there are some points that I, let’s say that; 

that terminology part… M: Mhmm.   

P: Uhm, I found it important for me to have feedback from a person that is not from my field. So I 

didn’t – I noticed with that feedback I could see what amount of information is filtered and how much 

they really understand… M: Mhmm.  P: And how much wasn’t really there. So I found this feedback 

very interesting actually, and important. Interesting because I mean, I looked at my research a little 

bit differently; so how am I supposed to do things? How am I supposed to tell things to people so 

it’s understandable?   

M: Mmm.   

P: That was a very valuable point.   

M: Okay. Okay, thank you. Uhm, okay so the next question is; what did you feel you were able to 

change about how you presented yourself today based on the feedback that you received?   

P: Uhm, again well comparing the very first time I was interviewed and the very last time; I finally 

changed terminology into just a simple language and I found this extremely challenging. Because I 

felt the need to use that terminology because it – we usually use terminology to save time and to 

just tell things quicker… M: Absolutely.  

P: And then instead of saying that quicker; I actually need to go a long route and explain things; 

which it was challenging to find those routes first of all. Secondly I thought that uhm, like we were 

talking too long and you have that little stress going on… but then again within those interviews and 

training that we had; I gained a little bit more confidence and I knew answers, I had the feeling of; 

“Oh, I know how to answer this question. I know how to say that.”  

M: Yeah?   

P: So that twist from using terminology to just a proper language; it helped - it wasn’t that sharp.   

M: Okay. That’s good. Okay, so thank you. And the next question is; to what extent do you feel that 

your performance in the areas identified in the feedback improved over the course of the day?   

P: Sorry, can you repeat that?   
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M: Ja, sure. So basically do you feel that you improved over the day – throughout the day?   

P: Definitely.   

M: Yeah? Okay.   

P: Definitely. First of all just thinking about research from different angles and to be honest; I – 

there were many little as I call them; candies – in my – in me; that I thought; “Oh, this would be 

interesting. Oh, this would be useful… This one I want to include…”  M: Yeah?   

P: But I just had those – a lot of information that isn’t interesting to me but I never really referred to 

those details within the research or through the research. And today I had the chance to – “Oh, this 

is what I would see in the long run. This is how I would develop something after the research…” So 

it felt that within this experience, within these interviews and with this training; I got a bit of space of 

other thinking about research. So yeah, that was a very interesting training.   

M: Okay good. So you felt you improved? Yeah?   

P: Absolutely.   

M: Alright. Wonderful. Uhm, so do you think that based on the feedback you received today; you 

would be able to uhm, present better in the future?   

P: Yes. I believe that I do have still some feedback – my own feedback from me, something that I 

would still consider changing; but that is probably a very good outcome of the training and all those 

interviews is that it kept me thinking about things. The interview about how I present my research… 

M: Mhmm?   

P: To an audience.   

M: Okay good. So you feel that you would be able to – it did help you for the future?   

P: Yes.   

M: Okay. Uhm, so were there any aspects of the performance that you would like to have been 

given feedback on that you were not given feedback on?   

P: Uhm, to be honest well; yes and no. My no part is because the feedback that I received was quiet 

informative and I found it enough to change my view on certain details that I had. But we also had 

– I had my own looking at my own performance and I had a chance to give my own feedback on 

my performance. And all those little gaps that I thought oh it would be interesting to know how things 

went there, I actually gave my own – I looked at things and evaluated things myself. Which was 

another – I think very important experience and that was to some extent I valued that part of me 

giving my own feedback and evaluating my own recordings, a little bit more valuable than the 

information that was given.   

M: Okay. So what do you think that you gained from the playback then – the playback of the video; 

that you didn’t get from the trainers or the…  

P: I also looked at the points that I did well. So I think that giving feedback; positive points are also 

important because when I am doing something which is, let’s say a final interview or something; I 

know that just in case if something; I feel thrilled, I know where to backup, what is okay, what did I 

do well. So it feels a little – it just builds confidence.   
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M: Mhmm.  P: Uhm, so that was the bit that I thought extremely useful from the recordings. Uhm, 

so yeah, that’s probably all that I could say by now. And every other [unclear] is a little bit more 

personal research, feedback, which probably wouldn’t be – the person who gave me the feedback 

wouldn’t be able to give it because it’s my area and I am doing it on my own.   

M: Absolutely. Okay so uhm, okay – so you are saying – let me just sum up what you are saying; 

basically you are saying that what you would like to have received feedback on – a journalist couldn’t 

give you because it’s basically about your research?   

P: Yes.   

M: Yes? Okay. Uhm, and with regards to how you preformed communication wise? Uhm, do you 

think that was covered? With feedback? You know?   

P: Yes.   

M: With regards to [unclear] and things like that?   

P: Yes.   

M: Okay.   

P: That was the important bit. And yes. I valued that.   

M: Okay.   

P: Thank you very much for that.   

M: No, thank you. Alright, okay. So that is everything. Uhm, let me just turn this off…   

P28  

M: So, thank you for taking part in the study today, uhm  

P: you are welcome  

M: of course, you should know that uhm, you can withdraw at any point, uhm up until and if we 

publish you can withdraw your participation, ok, uhm, so there just a few questions I have for you 

today, 10 in total. So, the first one is uh, how did you feel about the feed back you received on your 

performance today?  

P: It was much better than what I thought  

M: ok, good  

P: Yeah  

M: Ok, uhm so what did you feel you were able to change about how you presented yourself based 

on the feedback you received?  

P: MMM, uhm, I think I could improve it, uh  

M: so, you thought you did, you improved it  

P: Yes  

M: ok that’s good  

P: I tried, I tried because yeah based on what you told me I tried just to quirk something, so it helped 

me  
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M: ok, ok and uhm so what did you feel, did you, to what extant did you feel your performance in 

the areas identified in the feedback improved over the interviews?  

P: Sorry what do you mean?  

M: So, the feedback you received, do you think in the first interview, do you think you improved in 

the second and third interview?  

P: HMM, I think so  

M: Yeah  

P: Yeah  

M: Yeah based on the feedback cos I mean you had your voice interview, then you had your face 

interview, video interview, when you looked at the improvements  

P: Yeah  

M: Where you able to improve, you felt. Did you feel you were able to improve?  

P: I think, yeah  

M: Yeah? Ok, Ok and uh do you think that this feedback you received would help you present 

yourself better in the future?  

P: Of course  

M: Yeah  

P: of course, yes  

M: That’s great, uhm and then were there any aspects of the performance that you would have liked 

to receive feedback on that you didn’t receive feedback on?  

P: Not yet  

M: Not yet, alright, ok. Ok so you saw the bar chart feedback system uhm, so how did you feel about 

uhm seeing the syst... seeing that?  

P: it is good, yeah, yeah, yeah  

M: yeah  

P: yeah bec... uhh, I think it was so helpful. The one that it was rating confident and it was changing, 

yeah?  

M: Uh No the bar chart  

P: Oh, the bar chart? Yeah it is good, at first it was just make me confused  

M: Of course  

P: But then after I found out what’s happening  

M: Ok so possibly, yeah? So eventually you got  

P: Yeah  

M: Yeah, eventually you understood it and you felt comfortable with it?  
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P: Of course  

M: Ok, ok. Uhm, so did that bar chart help you appreciate aspects of your performance that you 

might not have noticed by simply watching your video?  

P: Hmmmm  

M: Do you understand the question?  

P: not (I don’t understand what participant is saying)  

M: Ok that’s fine, so the different elements of the bar charts, so you know the facial expressions, 

the posture, things like that, where you able to get more from the bar chart then watching the video 

on how to improve?  

P: Watching the video that I was talking  

M: agreeing  

P: My video, no bar chart was less helpful. Is that I’ve seen myself how I talk or but I don’t know 

which part is a strong or it compare for me, it definitely less helpful  

M: yeah? Ok, ok that’s great, uhm so   

P: Sorry for example, for posture maybe I can’t see, that how I am, is it good or not, but then it 

compares with the (I don’t understand participant) so I can just inform that ok it’s not correct so  

M: yeah definitely, ok great. Ok uh, do you think, uh were there any additional aspects... oops, so 

sorry. Do you think that the feedback you received was actionable in that the feedback you received 

you were able to improve on mentally, so you...?  

P: Yes  

M: yeah, do you see what I mean  

P: yeah  

M: Ok  

P: Yeah, uhm especially when you told me about the smiling and the emotion, even, even I could 

feel that ok in this second part my smile was not that much firm since that uh comparing to the 

second part, then you tell me definitely, yeah, I can understand ok what, what I did and so definitely 

helps to improve it in the future.   

M: Ok, that’s wonderful, thank you. Uhm do you have any, uh so do you think that the uhm feedback 

could be presented in a clearer way if you understood that with the actionable, do you think it was 

fine?  

P: It was fine  

M: Ok and then uhm, do you have any further comments about your experiences or the way that 

feedback was presented today?  

M: Ooh so sorry  

M: Uh, so do you think there are any aspects of the non-verbal behaviour uh that you think would’ve 

been useful to receive feedback on that you weren’t given feedback on  

P: No  



COMMUNICATION SKILLS TRAINING INTERVENTION  

  

479  

  

M: No  

P: No  

M: With regards to non-verbal behaviour  

P: No, no for non-verbal behaviour it was all fine  

M: ok  

P: Just for verbal, I the problem that I had I you told me that you have not been passionate hmmm, 

but the problem that I have in my mind is about hmm I cannot interpretate it to my English language 

or hmm the, the research that I am doing it, you know what I mean?  

M: Yeah, absolutely but there is more you can seem pleased and joyful about, joyful, you don’t 

wanna be like someone’s got pain in their legs! Do you see what I mean? There’s a different way 

of saying it, you could come across as uh, a smile could come across as compassionate, do you 

see what I mean? Do you understand?  

P: Yeah M: Yeah? So, there’s different ways of doing that, and I mean as well, uhm the way I’m 

talking now to you, I am expressing some emotion to you but that only because I want you to 

improve, do you understand? So, I’m feeling passionate about you improving, do you see what I 

mean? So, there’s the difference, I’m not saying excited passion about, you know uhm,   

P: No, No, No, No, uh, uh, I just, I don’t know why I am I’ve been upset in the first interview, I’m just 

talking about first interview  

M: Oh  

P: when it was about voice but uh   

M: I think it could’ve been related to that question with the diabetes  

P: ‘Agrees’  

M: Yeah, do you, Yeah?   

P: No, no, the first interview showed upset for me yeah  

M: yes  

P: it was about not being passionate in my hmm speaking  

M: agrees  

P: Ok, uh my problem is not related to maybe, it’s not related to hmmm research, but I think that I 

couldn’t show patience because I was thinking behind in my mind, I was thinking about English 

language  

M: Uh, right. Yeah, Yeah of course, no of course, of course, yeah so, its concentration   

M: yeah, ok thank you  

M: So, Yeah  

P: So, I just ask if its like that, it could be like that or there’s no relation between English or patience 

in my speaking  
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M: I’ll speak to you a little bit about it, So I will speak to you a little about this afterwards, ok so I 

have one more question, do you have any further comments about your experiences or the way 

feedback was presented today?  

P: No, it was so interesting for me   

M: ok, ok   

P: thank you so much   

M: No thank you  

P29  

M: Thank you for taking part in this study, and you should know that you can with draw you 

participation at any point up until and if we publish, uhm, if you wish to withdraw your participant I.D 

is Participant 29. Ok so like  said I have a few uh 5 question for you  

P: Yup  

M: Uh answer them as honestly as you can please. So the first question is, how did you feel about 

the feedback you received on your performance today?  

P:Uh, the feedback was good, uhm, in some areas it’d probably been more helpful to be more 

detailed M: ok?  

P: Yeah  

M: Detailed in what sense?  

P: uh just there was small things, maybe it would be quite handy to get more feedback, but then 

generally where, where it said I was quite good  

M: ok  

P: its hard to sort of be like right M: what was good?  

P: yeah  

M: yeah  

P: uhm  

M: What to focus on and keep consistent through?  

P: yeah  

M: right, ok. Alright so what did you feel you were able to change about how you presented yourself 

today based on the feedback that you received?  

P: I slowed my speech down a bit, I took more time to think, uh and then some of that I don’t know 

whether re- watching and listening and hearing myself say uhm, I don’t know whether I’d then sort 

of think ah shit I need to work on that, but I did try to use less technical terms as well  

M: Yeah you did  

P: With feedback  

M: Yeah  
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P: Give more examples  

M: ok so you felt you were able to change that  

P: Yeah, yeah  

M: ok, that’s great. Ok so then to what extant do you feel your performance in the areas identified 

in the feedback improved over the course of the day?  

P: I think they improved M: Yeah?  

P: Yeah  

M: Yeah?  

P: in those areas, definitely   

M: Yeah? Definitely, yeah. Uhm, so do you feel that based on the feedback you received today 

you’d  present yourself better in the future?  

P: Yes  

M: Yeah?  

P: I think so, yeah  

M: Ok, and then where there any aspects of the performance that you would of liked to have 

received feedback on that were not covered?  

P: MMM, maybe my body language  

M: Ok  

P: ‘Cos I know body language is really more important then actually what you say M: Yeah  

P: ‘Laughs’  

M: Yeah  

P: Yeah  

M: ok so that is al my questions, uh Thank you.  

   

P30  

  

M: Thank you for taking part today, you should know you can withdraw your participation at any 

point up until and when – if and when we publish. Uhm, so I have five questions for you, please 

answer them as honestly as you can. Uhm, so how did you feel about the feedback you received 

on your performance today?  

P: I was more than [unclear] appreciate to get some any sort of feedback you know, because I have 

a chance to improve.  

M: Mhmm, definitely. Okay, so what did you feel you were able to change about how you presented 

yourself based on the feedback that you received?  
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P: I need to go straight to the point when I’m talking.  

M: Okay.  

P: Uhm, less pauses in the middle of the sentence together with the pauses after saying three 

words because I do the chop, chop… M: Okay.  

P: Yeah.  

M: Okay, so that was one of the feedback that you received.  

P: I cannot – I should answer the questions more straight.  

M: Yeah. Definitely answer the questions, yeah. Uhm, okay so to what extent do you feel your 

performance in the areas that were identified in the feedback, improved over the course of the day?  

P: I would rate myself that it improved just a little.  

M: Just a little, okay.  

P: That’s how I feel about myself.  

M: Okay. All right, uh, all right. Uhm, just a little?  

P: Yeah.  

M: Yeah?  

P: I’m still feeling a bit critical about myself.  

M: No, of course you would but based on the feedback that was given to you, yeah. P: Yeah, 

based on the feedback, M: Okay.  

P: I improved more,  

M: Oh, okay. That’s fine.  

P: Than I rate myself.  

M: Of course. Uhm, okay so what do you feel based on the feedback you received today, you were 

able to present yourself better in the future?  

P: Yes, definitely.  

M: Yeah? Okay, good. All right, were there any aspects of the performance that you would like to 

receive feedback on that you didn’t received feedback on?  

P: My body movement.   

M: Okay, wonderful. Thank you very much and that’s all the questions.  

P: Cheers.   

P31  

M: Okay, so thank you for taking part in the study today,   

P: That’s fine.  

M: You can withdraw at any point, P: Yeah.  
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M: Uhm, so this is just, uhm, an interview asking you for some questions – uhm, asking you some 

questions to get - you know how – what you thought about today and how we can improve. Okay? 

So uh, how did you feel about the feedback you’ve received on the performance today?  

P: Uhm, yeah I thought it was quite useful. Uhm, I don’t really consider all of those things when I’m 

doing an interview or well, I don’t interview quite often but, M: Yeah.  

P: At – when we did the first one, I didn’t consider like, how I was really sitting, uhm, how low I was 

speaking and everything like that, so it definitely was useful to know what makes a good interview 

and then how well I was performing and it was good, yeah.  

M: Yeah, okay good, thank you. Okay, so what did you feel you were able to change based on how 

you presented yourself today?  

P: Uhm,  

M: Based on the feedback you received.  

P: Okay, so I think all the things that you mentioned or that you fed back to me, were things that I 

could change.  

M: Mhmm.  

P: Uhm, some of them I didn’t really know I was doing, like the frowning for an example, like I didn’t 

really think about changing it but then when you mentioned like smiling or changing how you’re 

speaking, I think that – directly then changes the frowning itself.  

M: Yes.  

P: Uhm, so I felt like in the last one, when I kind of – I smiled at one point, then I thought, “Okay, I’m 

probably looking less grumpy this time.” Uhm, yeah so…  

M: Okay, thank you. Okay so to what extent did you feel the performance in the areas identified in 

the feedback improved over the course of the day?  

P: Uhm, yeah so I think by probably articulating a little bit better or I would say is so as from – I can’t 

remember which number interview it was but when I – when it was said that I was waffling a little 

bit, I thought, “Yeah, that’s true.” And then when we watched it back, I thought that was very 

unnecessary to say, so I kind of tried to be a bit more concise with my answers.  

M: Mhmm.  

P: Uhm, and maybe, yeah like change how I was sitting a little bit, maybe try to be a little bit more 

elaborative on certain points with my voice, for an example.   

M: Mhmm, definitely. Okay, thank you. Uhm, so do you think this feedback will help you present 

yourself better in the future?  

P: Uhm, yeah. Probably, I think so. I think I will use this kind of information in even like the training 

videos of just not necessarily do a lot of interviews but even can be applied to like presenting and 

stuff like that.  

M: Definitely. P: Uhm, so yeah, that’s something that I will think about and then in a more [unclear] 

early on in my PHD’s so I’m probably not looking to go to interviews for like jobs or anything at this 

stage but in maybe a few years’ time when I think of going into that stage, I think this kind of thing 

would have been quite useful for that.  
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M: Absolutely, yes. Uhm, okay so were there any aspects of the performance that you’d like to 

receive feedback on that you weren’t received feedback on?  

P: Uhm, I’m not sure. I don’t think so, I think you covered how I was sitting, so maybe like body 

language, you’ve covered my facial expressions, my voice, my answers which are the main aspects 

I think. Uhm, I can’t think of anything else.  

M: Okay.   

P: Yeah?  

M: Yeah.  

P: Sorry.  

M: No, that’s okay. Just five more questions to go.  

P: Okay.  

M: Okay, so how did you feel about seeing the system feedback on your emotional signals and body 

language during the course of training today?  

P: Uhm, it’s quite interesting to see, so it’s not something that I’m used to seeing, so it’s quite 

interesting to see how I feel like I’ve spoken or how I feel like I’ve been during the interview and 

then to see how exactly seeing how you’re frowning. I didn’t really realise but, M: Yeah.  

P: Yeah, it’s quite interesting to see the objective versus my subjective feeling about it.  

M: Absolutely, yes. Okay, uh, do you feel the system helped you appreciate aspects of your 

performance that you might not have noticed whilst watching or hearing the playback?  

P: Yeah, definitely. So I think having the system itself, uh, is because it’s an objective feedback, it 

makes me think it’s real. So like if you said to me, “Are you frowning?” I would be thinking I’m not 

but like because the system’s telling me I’m frowning, I’m thinking I must be actually frowning, if you 

know what I mean? Like I’m – not that I’m questioning your judgment,   

M: Of course.  

P: But that is more subjective from your point of view but because I’ve got subjective feedback, it’s 

made me think about it for the next one, basically the next interview,  

M: Mhmm, yes. That’s true. Okay, uh, so did you feel that, uh, the feedback you received was 

actionable?  

P: Uh, yeah. So I think, uh, the – everything that you mentioned was something I could improve on 

in the next interview, yeah.  

M: Okay, so what about the bar-charts? Do you feel that the feedback could be presented in a better 

way or clearer way?  

P: Uhm, I don’t know, I think your bar-chart’s quite easy to understand so, like for me, I’m obviously 

used to this kind of environment in a way because I’m doing this kind of research or whatever but 

someone that’s not used to seeing the chart, if you did a different kind of chart, they’d maybe be a 

bit confused but the bar-chart’s quite an easy one to read so I think that’s quite a good way of doing 

it.  

M: Okay.  
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P: And it’s quick to get the feedback as well, so it generates it quite quickly which was quite good.  

M: Yeah? So okay that’s good, thank you for that.  

P: Yeah.  

M: Okay, uhm, and would you change anything about it? Or…  

P: About the feedback or just the…  

M: About the – how uhm, the bar-chart was?  

P: Uhm, no, I don’t think so. I thought it was quite good.  

M: Okay. Uhm, so were there any additional aspects of the non-verbal behaviour that you’d like to 

receive feedback that you didn’t receive feedback on? Specifically non-verbal.  

P: Uhm, I don’t think so.  

M: No? Okay.   

P: No, I think, uh, you covered – because of any – the few main facial expressions that you need to 

focus on, there’s no point in adding. I thought it was quite good because there’s quite a lot of 

variables but you focused on the main one, so you could have gone through every single one.  

M: Yeah.  

P: And by the end of it, I would have been like, “Oh, I have no idea what she said.” M: Yeah.  

P: But you focused on the main ones then I knew exactly what I need to improve on for the next 

one. M: Mhmm.  

P: And then it was more useful going forward whereas if you’d gone, “Okay, so on this [unclear] 

you’d done this, this…” I would have been like, “I can’t remember which one I was supposed to 

change.” M: Yeah, it’s just overload.  

P: Yeah, exactly.  

M: Absolutely. Yeah, okay, uh, so do you have any further comments about your experiences or the 

way that the feedback was presented today?  

P: Uhm, I don’t think so. The only thing that was – well, not bad but being at the lecture, M: Yeah?  

P: Was the voice over was quite like,  

M: Yeah, I needed to keep it without emotion,  P: Yeah.  

M: Because if I had emotion, then it was – uhm, made you remember more, P: Okay.  

M: Things than others.  

P: Yeah.  

M: But that’s good, thank you very much for that feedback, uhm, I’ll have a [unclear] –  
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P: But I think the good thing about the lecture, is that it was only half an hour which isn’t too long 

and there’s videos there to break it up which I thought was quite good because if you had just had 

someone speaking for half an hour, it would have probably got a bit towards the end, M: Yeah.  

P: Not boring but like…  

M: Well especially the way it was spoken.  

P: Yeah, definitely.  

M: Definitely, yeah.   

P: Uhm, but no, other than that it was good, yeah.  

M: Okay, good. All right, wonderful. Thank you.  

P32  

M: Okay, so thank you for taking part today in this study. Uhm, you should know that you can 

withdraw your participation if you feel uncomfortable, up until when and if we publish. Okay?   

P: Mhmm.   

M: And if you wish to withdraw; you participant id is number thirty two. Okay?   

P: Okay.   

M: Alright, so I just have about five questions for you; the first question is; how did you feel about 

the feedback you received on your performance today?   

P: It was very helpful.   

M: Okay, that’s good. Okay, so what did you feel you were able to change about how you presented 

yourself based on the feedback you received?   

P: I think I should answer questions – I should think before answer the questions.  

M: Okay that’s good. Okay, uhm, so is that what you were able to change from the beginning to 

now?   

P: Yeah.   

M: Yeah? Okay. So to what extent do you feel that the performance in your areas that were given 

to you in feedback; improved over the course of the day?   

P: Yeah.   

M: It did improve?   

P: Yes.   

M: Okay. So to what extent do you feel that the feedback you received today will help you present 

yourself better in the future?   

P: Uh, sorry…  

M: That’s okay. So to what extent do you feel that the feedback that you received today, will help 

you perform better in the future?   
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P: Uhm, yes, so I think I will think of everything that I heard from this session and then I will like, I 

will think about everything about my research as well and how I can describe my research next time 

– introduce my research to like people. Not academic people; like or academic people but in different 

subjects.   

M: Absolutely. Yes.   

P: Ja.   

M: Okay, so do you feel like the feedback will help you do that? Yes?   

P: Yes.   

M: Okay good. Okay, so where there any elements of the performance that you would of liked to 

receive feedback on that you didn’t receive feedback on?   

P: No.   

M: No? You think we covered everything? Do you think our feedback covered everything?   

P: Ja.   

M: Ja? Alright then.   

P: [laughs]  M: Okay.   

P33  

P: Okay.  

M: Thank you for taking part in this study, uhm, you should know that at any point, you can withdraw 

your, uh, participation and, uh, up until if and when we publish, uhm, and that your – if you wish to 

withdraw, your participant ID is number 33.  

P: Okay.  

M: Okay? Uhm, so I just have five questions for you,  

P: Mhmm.  

M: Relating to how you, uhm, performed today. Okay?  

 P: Mhmm.    

M: So the first question is; how did you feel about the feedback you received on your performance 

today?  

P: Uhm, I thought it was really good, M: Okay.  

P: Feedback, I felt – I didn’t feel like it was delivered in a way that made me question myself, so that 

was good.  

M: Okay, that’s good. Okay, uhm, what did you feel you were able to change about how you 

presented yourself based on the feedback you received today?  

P: I think I – I’d like to think that I took the comments on board, it’s specifically about the message 

of my research, I think that and I tried to not do the hair twirling thing.  

M: Amazing, okay good. Uhm, okay so do you feel that your performance in the areas are identified 

in the feedback improved over the course of the day?  
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P: Uhm, I think I did, I feel like I did. I feel more comfortable towards the end.  

M: Yeah?  

P: Yeah.  

M: Okay, that’s good.   

P: Yeah.  

M: Uhm, and then do you feel that this feedback will help you present yourself better in the future?  

P: Absolutely.   

M: Yeah?  

P: Yeah.   

M: Okay, good. Uhm, and then were there any aspects of your performance that you would have 

liked to have received feedback that were not covered?  

P: No.  

M: No?  

P: No, I don’t think, uhm – maybe just on the content.  

M: Okay. Anything specific?  

P: No, but maybe more like, uhm, if – but it’s difficult because it’s my research so whoever’s going 

to ask questions, is going to base the questions on what they know of my research.   

M: Mhmm.  

P: So content – but I guess content wise, in a way it was already addressed but yeah, maybe uhm, 

more like talk more about that part because that’s more important than that part. If you know what 

I mean. Does that make sense?  

M: Okay, no.  

P: So like uhm, yeah, like don’t talk about the things – I guess, uhm, so maybe she could have said 

it’s better for you to focus on only the things that trigger the anxiety, M: Okay.  

P: Rather than uhm, the overall findings so – M: Oh, I see.  

P: Yeah. So maybe something like that, not to say that that was what it should have but I think 

content wise, that would be good to kind of know which is more important.  

M: Okay, thank you Jess.  

P: Okay.  

P34  

M: Sorry, thank you for taking part in this study and if you feel that you want to withdraw; your 

participant number is thirty four. And if you want to withdraw you can uhm, withdraw up until when 

and if we publish. Uhm, okay, so I have ten questions for you today. So how did you feel about the 

feedback you received on your performance today?   
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P: I thought it was very uhm, specific, which was very useful. I knew exactly in terms of content and 

also kind of the specific kind of competencies and a way on what to improve and how to improve 

them as well.   

M: Okay.   

P: Yeah. So it was very useful.  

M: So competencies regarding…?  

P: Things like I guess uhm, maybe perhaps factors that will influence how I come across; like posture 

and…  

M: Oh okay.   

P: Ja.   

M: Okay, wonderful. Okay, so what did you feel you were able to change about how you presented 

yourself today?   

P: Definitely posture. Definitely things like uhm, I think I am much more aware of my tone of voice 

and…  

M: Okay.   

P: …kind of variety of it as well which I know I still struggle with.  

M: Okay.   

P: But it’s something I bear in mind moving forward which is useful. Uhm, also not too often to get 

to the point… M: Okay.   

P: Ja. That is quiet useful.   

M: Okay good. That’s good news, thank you for that. Okay, so to what extent did you feel your 

performance was identified – that was identified in the feedback improved over the training?   

P: I remember that initially uhm, when answering a question; I couldn’t even remember the question 

anymore – I kind of went off track. I didn’t talk much about the project itself. And towards the last 

interview I felt like I am answering the question, I am giving precise answers and I am talking about 

what I actually should be talking about.   

M: Okay, that’s good. Alright, good. Uhm, okay so how did you feel this feedback will help you 

present yourself better in the future?   

P: I think I give much more thought to how I am being interviewed and take things accordingly to 

that.   

M: Okay.   

P: I have been much more conscious about what I need to say. So my key messages and what are 

my key messages in terms of the project as well. And I think this will be quiet helpful to answer 

questions and to bring them back to what I wanted to say and convey, kind of the relevant 

information as well about the study itself.   

M: Okay. Okay, and with regards to the non-verbal feedback that was given to you?   

P: That was very useful because you never get feedback on that at all.  
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M: Yeah.   

P: Uhm, so things like – you quiet unconscious about them as well; like tone of voice – I never really 

thought about that.  

M: Yeah.   

P: Uhm, or even things like how much I move and my hands or my body. So that was quiet useful 

to know that this will also be taken into account.   

M: Ja, of course. That’s good. Uhm, okay so were there any elements that you would of liked to 

receive feedback on that you didn’t receive feedback on?   

P: Uhm, I can’t think of any.   

M: No?   

P: No. Uhm… I don’t know. I guess, but this is kind of tricky – maybe just to know what a good 

presentation would look like. I know I saw some examples but uhm, I don’t know, maybe just 

knowing how to move your hands or in what way…  

M: There was the range and focusing for the average… P: Mhmm.   

M: I mean, that was – with in regards to what way; you have got to use it within what you are saying, 

in context to you are saying. That’s it.   

P: Ja. But no, I can’t really think of anything.   

M: That was if you had to say something… P: Ja.   

M: Okay, wonderful. Aright thank you. And then, so how did you feel – you know the bar chart… P: 

Mhmm.  

M: Okay, how did you feel about the system feedback on – about the uhm, the emotions that you – 

and the body language? Did you feel that the bar chart was useful?   

P: Yeah.   

M: Yeah?   

P: Definitely.   

M: Okay, so uhm, did it help you throughout the course of the day?   

P: Mhmm.   

M: Yeah? Okay good. Do you feel the system helped you appreciate aspects of the performance 

that you might not have noticed just by watching or hearing playback?   

P: Definitely.   

M: Yeah? I know you did say that a bit earlier. Okay, and to what extent did you feel that the feedback 

you received was actionable?   

P: Uhm, yeah I definitely thought because the feedback was so specific; I definitely knew what I 

needed to improve. So it was very actionable to me. I think it’s a useful thing about those criteria’s 

that were things that I would [unclear] my control.   
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M: Yeah.   

P: Uhm, ja.  

M: Ja, that’s the good point of the – okay. And then uhm, okay so to what extent – okay yes. Uhm, 

so okay, do you think that anything could be presented to you clearer? In clearer ways?   

P: How do you mean? In terms of the feedback?   

M: Yeah.   

P: No. [unclear]   

M: Okay, so you understood what they were?   

P: Yeah.   

M: Okay good. Okay, and then were there any additional aspects of the non-verbal behaviour that 

would have been useful to receive feedback that wasn’t?   

P: No, I thought the feedback was really useful because she would give me feedback on the content 

as well like if in questions you diverted. So that was very good.   

M: Okay good. Thank you. Uhm, I have one more… P: Mhmm?   

M: Do you have any further comments or experiences that you would like to share about today?   

P: No, I thought it was really useful.   

M: Okay good.   

P: Where we can use them moving forward as well. Ja.  

M: Ja? Okay good. Thank you.   

P35  

M: Okay, so thank you very much for taking part today.  

P: It’s a pleasure.   

M: I really appreciate it. Uhm, and if you want to withdraw your participation at any point; your 

participation id number is thirty five.   

P: Mhmm.   

M: Uhm, you can withdraw up until when and if we publish. Okay? Fingers crossed. [laughs] So I 

have five questions for you now, so the first question is how did you feel about the feedback you 

received on your performance today?   

P: Ja, I feel that it is useful.   

M: Okay.   

P: Ja, I can use it and try to improve.   

M: Yeah?   

P: Yeah.  

M: Okay good.   
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P: To change a little bit. Ja.   

M: Okay, alright. And then what did you feel you were able to change about how you presented 

yourself today based on the feedback that you received?   

P: First the gesture and how I move my hands and you know, exactly I’m going to the point that the 

interviewer asked me. Not you know, just confusing – so ja.   

M: What do you mean? I’m so sorry.   

P: So I mean when they ask me some questions; so I try to you know, give an example to make it 

simplified and not trying to complicate it or just exactly answer the question that she wants. You 

know? Sometimes I say more or something… [laughs]   

M: Oh ja, okay. [laughs] Okay. And then, so do you think that your performance improved in the 

areas that were identified?   

P: Yes.  

M: Throughout the training? Yeah?   

P: Yes, of course. Ja.   

M: Okay good. And do you think you would be able to use this information to present yourself better 

in the future?   

P: Of Couse. I will.   

M: Ja? Okay good. And then were there any aspects of the performance that you would like to have 

received feedback on that you didn’t receive feedback on?   

P: Uhm, no. But I would be happy that I will have all the - you know, just [unclear] about if it’s 

possible… M: What do you mean?   

P: About my weakness.   

M: Oh, so you want me to summaries it for you? Or sorry, I don’t understand.   

P: Not now, later. Maybe in the – ja.   

M: Okay, I see what you mean. Definitely. Absolutely.   

P: Ja.   

M: So you don’t think anything else? Okay.   

P: Ja, I think everything is okay.   

M: Ja? Okay. And then uhm, so alright, so you received everything you – all the feedback. Okay.  

Alright, that’s everything. Thank you so much.   

P: Thank you.   

P36  

M: So, thank you so much for taking the study today, I really, really appreciate it, uhm, ok so uh if 

you want to withdraw your participation in this study, for any chance uhm but for any reason uhm 

your participant number is number 36 ok, and uh you can withdraw up until when and if we publish, 
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ok? Ok, uhm so I have just f.  about 10 questions for you today, uhm if you can answer them as 

honest as you can please. Ok so the first question is, how did you feel about the feedback you 

received t. on your performance today?  

P: They were quite constructive because they helped me improved  

M: Yeah  

P: Yes, Yes  

M: Yeah  

M: Ok, good  

P: Yeah, it was because they were like uhm, they were reflective of my performance M: Yeah  

P: so uhm all I had to do was that I had (unsure) the key things to watch out for and I don’t even 

forget, so (unsure) to the next stage  

M: Ok, fantastic. That’s good, thank you  

P: Yeah  

M: Ok, so what did you feel you were able to change about how you presented yourself based on 

the feedback you received?  

P: Ok so for, I sat my posture, I sat up like, like I like (unsure)  

M: Yeah  

P: and then secondly, I relaxed cos I smiled more uhm like on that (unsure) so I relaxed, smiled 

more you know, and then finally I was able to use like my hands to demonstrate more than I did 

before M: Absolutely.   

P: Yeah, so that, that  

M: Yeah, ok good  

P: and of course, my speech, I tried wish like I wasn’t watching my speech  

M: uh ha, yes definitely  

P: Yes  

M: Yeah definitely, good  

M: ok uh so to what extent did you feel you pref... your performance improved over the course of 

the day?  

P: oh um, that like uhm compared to the first one uh I’ll give it uhm a 95 P: Laughs  

M: Laughs, ok, ok, that’s good. Ok good, thank you, Yeah? Ok good  

M: Uhm so would you think this feedback will help you present yourself better in the future?  

P: Yes  

M: yeah  

P: Definitely, yes.  
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M: alright  

P: Because you know the stage fright is taken away, uhm the, like I said when the attention is no 

longer there  

M: Yeah  

P: The anxiety, uhm I’m not, I feel more confident  

M: Well good  

P: Yeah   

M: Yeah  

P: and I know the key things to watch out for, you know? Like my posture in a real-life situation, 

yeah and no, I need to like mush, I’m not mushing my words, you know I didn’t tell you I’ve done 3 

minutes presentation before   

M: OK  

M: (not sure)  

P: Yes, I’ve read.. what I’ve said, what I had to say was possibility for 3 minutes M: Yes  

P: I say its about 2 minutes  

M: 2 minutes, oh  

P: woah, woah, woah, woah  

M: oh  

P: as soon as I finished they took, they uhm (unsure) called and said do you talk fast naturally as it 

is? It’s only if I’m under.. when I’m tense. Laughs out loud  

M: Aaw  

P: So, you can see what this did to me today M: Yeah but maybe you can do it again?  

P: Yes precisely   

M: Based on this thing  

P: Exactly, yes   

M: Yeah  

P: Yes  

M: Yeah, Yeah. Good  

P: I enjoyed it actually  

M: Yeah, yeah, good, good, Uhm ok so, were the any aspects of the performance that you would 

have liked to received feedback on that did you didn’t receive feedback on?  

P: I think I received feedback on, on majority because data was, was similar to what they have given 

me the first feedback  

M: Agrees  
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P: And of course because I have improved we now, obviously we understand that actually I have 

improved. Yes, so I actually (unsure) received feedback on yeah, (unsure) most of that you know 

they say the gonna send it me  

M: Oh yes, of course  

P: and it makes me really happy.  

M: Ok good, alright. So you can watch it and reflect  

P: Exactly  

M: Of course, of course. Ok, so uh you know the bar chart that you saw your feedback, with your 

(unsure recording skipped) and the how maximum and minimum   

P: agrees  

M: Yeah, so how did you feel about seeing the feedback on your emotional signals uhm, how did 

you feel about that system  

P: ok, yeah, you mean the first time you should (recording skipped and not sure of what participant 

said)  

M: ok but more, more the feedback, so h..how did you understand it?  

P: yes, so uh uhm, actually its really un-effective for me, I mean it’s a measure, whatever you know 

platform, because its actually caption  

M: Ok  

P: And uhm like those seem be asking (unsure) yes actually I don’t really like in uhm anxiety, you 

know, yes so  

M: Yeah   

P: its actually true, its real what it’s saying what I mean, you know  

M: Yeah  

P: and the I now seem to improve, so when you gave me the second feedback , I was so happy 

because I could see improvement in me  

M: ok, that’s good, ok but did you understand the bar chart  

P: Yes  

M: how I did   

P: Yes, yes  

M: how it presented?  

P: you took, like what, what each of the columns means   

M: ok good   

P: and made like this, you know like a range unexpected to like perform of 2 M: yes  

P: what’s acceptable yeah (unsure) so I totally understood  
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M: Ok good  

P: I understood what the chart said  

M: Ok. Oh that’s good, thank you. Uh So, how did you feel about that?  

P: Oh, great. Good, good  

M: Good, good  

P: Unsure of what participants is saying  

M: ok good, Uhm do you feel the syst.. the bar chart feedback helped you appreciate aspects of the 

performance that you might not have noticed by watching only  

P: Yes, lots, yes a good deal   

M: ok  

P: A good deal cos watching, you know, is notice enough  

M: Agrees  

P: but this one told me that you are not too happy, so that actually made me work on myself M: 

Absolutely.  

P: Yes   

M: Yeah, yeah, yeah  

P: and that I.. I improved more, so yes, it actually said a lot, a lot that just watching myself actually 

told me. So, I really like the system, I like the system where you know you’ve got bar charts that 

tells you lots, it has to watch out for and to see if you’ve improved this because it will tell you if you 

have improved or not (unsure of what participant said) M: Ok, good, thank you.  

P: You’re welcome  

M: Uhm…  Do you feel the feedback that was given to you was actionable?  

P: Yes  

M: Yeah  

P: It was  

M: Ok. Do you think anything uh, could’ve been made clearer?  

P: I’m not too sure, because in the first place I didn’t even know how this ones existed, laughs out 

loud  

M: Laughs, that’s fair enough  

P: Honestly  

M: that’s fair enough P: So honestly I.. I know, honestly its really (unsure) I don’t even know how 

(unsure), Honestly I learnt a lot, this (unsure of what participant is saying) I learnt (unsure of what 

participant is saying), it teaches you (unsure of what participant is saying) I learnt a lot of things 

(unsure of what participant is saying) and it has true you’ve helped me   
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M: agrees  

P: Yes, because you know, its one thing to try and fake a smile even when you are un.. anxious or 

you are under tension   

M: Agrees   

P: (unsure of what participant is saying)   

M: Yeah massively, yeah   

P: so.. so this one checks a lot of things inside (unsure) which is a lot of things  

M: Yeah, yeah.. it.. yeah definitely, I see exactly what you are saying  

P: and that, you know even uhm, just looking at the interview can tell you, you can see me smile. 

Imagine if im faking it M: Absolutely.  

P: even if im struggling or this one (unsure) exactly what is happening   

M: Yes  

P: (Unsure of what participant is saying) anxiety level (unsure) Flow naturally  

M: Uh ha exactly, definitely  

P: Yeah, now talking about first year I was like, how did you know my first year (unsure of what 

participant is saying)   

M: Pay attention  

P: (Unsure of what participant is saying) M: Really?  

P: Cos you know if I sit and write, you are apply too much from your body then (unsure) 

uncomfortable but now I had to sit up right (unsure)   

M: It made you change your view on it  

P: Exactly  

M: Fantastic  

P: yes  

M: Oh that’s amazing  

P: And I feel really relaxed   

M: Good, that’s what.. yes, that’s why you performed better, you know   

P: Yeah  

M: Uhm, ok, so where there any asp.. additional aspects of the non-verbal behaviour that you would 

like to hear feedback on that you didn’t receive feedback on?  

P: I don’t think so, like said (unsure) I don’t even know what there was (unsure) or there should be, 

all that you’ve told me is perfect  

M: and based on the lectures measuring all the   



COMMUNICATION SKILLS TRAINING INTERVENTION 

498  

  

P: oh yes, yes M: is fine?  

P: Yes  

M: no im mean because in the lecture we measure.. we told you some non verbal behaviour  

P: Yes  

M: uh so it mimicked that  

P: Yes  

M: is that right?  

P: Yes  

M: ok  

M: ok, do you have any uh other further comments or experiences or anything mentioned about 

how things were.. feedback was presented today?  

P: No, I think everything was nice M: Yeah?   

P: it was nice  

M: Perfect  

P: it was nice  

M: that’s good  

P: it was nice, as I can see  

M: Yeah  

P: Yeah  

M: Good  

P: I feel (unsure) jumping out there (unsure)  

M: oh that’s amazing, ok. Thank you  

P: You’re welcome  

P37  

M: Okay, so I have uhm, thank you for taking part today. Thank you very much for uhm, your full 

engagement…   

P: Sorry for leaving you behind today.   

M: Bless you. [laughs]   

P: [laughs]  

M: You should know that you can withdraw your participation at any point up until when and if we 

publish, and if you do wish to withdraw; your participant id is number 37. Okay?   

P: When you say publish, you’re not going to use my name or anything like that?   
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M: Absolutely not. No.   

P: So in the videos I reckon its uhm, it’s linked to analysing itself?   

M: Yes, absolutely.   

P: You know, because I don’t want to be you know, to be based in it. I don’t want to see myself in 

YouTube.   

M: No, definitely not. [laughs] Okay, so I have ten questions for you.  

P: Aright.   

M: The first one is; how did you feel about the feedback you received on your performance today?   

P: Uhm, overall I am quite satisfied. Uhm, I could understand some of the feedback and uhm, some 

improvements I had to make but otherwise still like, uhm, I am not saying that you have to have a 

leading question but if it’s something you expect then those are the questions that should be 

addressed. Uhm, so [unclear]. So its aims and objectives – well we did focus on it twice and it’s like 

sometimes you know, if it was asked ahead of time, or during the beginning of the interview than 

definitely talk on it and once we have learned something about [unclear]… M: Mhmm?   

P: I’m sure like that if that aim and objective had been asked earlier and it had been repeated a few 

times during the interview.  

M: Okay.   

P: Even as an interviewee, you know, I will find it more comfortable speaking about it again and 

again.  

M: Mhmm.   

P: Especially after going through the lecture.   

M: Mhmm. Okay.   

P: So, organising the questions was – I think could have been a little bit… M: Better?   

P: …better. Yes.   

M: Definitely. Okay, so what about your performance – the feedback that you received?   

P: It was good.   

M: Yeah?   

P: I’m quiet satisfied.   

M: Okay good.  

P: And it did makes sense of uhm, you know the energy level and frowning and you know… M: 

Mhmm.   

P: Because of the other factors that was affecting it.   

M: Of course. No of course. Definitely. Okay, thank you. So what did you feel you were able to 

change about how you presented yourself based on the feedback that you received?  

P: Uhm, I think one of the improvements I made today would be talking a bit slow.   
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M: Mhmm?   

P: Because usually I will just go on my own speed and because [unclear] someone is now 

interviewing me and often I don’t take a lot of feedbacks on board either because you don’t learn 

the things you don’t want to learn. So… [laughs] M: Yeah.   

P: I would have ignored a lot of things but I think talking slow; that was a factor I had addressed and 

posture as well and smiling. And often what I have felt was that uhm, because it’s more of a formal 

interview I will try and minimize the use of my hands – expressing with my hands and stuff… M: 

Okay.   

P: So to begin with I thought that’s [unclear] but then again when I realised like I should be normal 

and use the hands as often as I did… M: Yes.   

P: And I guess the hand movement and stuff had to [unclear]…  

M: Absolutely. And as a [unclear] having a [unclear] effect. Okay that’s good. Thank you very much. 

Uhm, so did you feel your performance in the areas identified in the feedback improved over the 

course of the training?   

P: Confidence did definitely go up.   

M: Okay.   

P: And with the feedback I think I was able to be more informative and you know, comply more with 

the activity that is going on here; that’s being a part of the interview… M: Okay.   

P: And uhm…  

M: Okay that’s really good. Thank you.   

P: That was it? Two things…  

M: Ja? Okay wonderful. Thank you. Okay, so do you think this will help you present – the feedback 

you received today; will help you present yourself better in the future?   

P: Now that’s a bit of a – the word future is quiet you know… [unclear].  

M: Oh I mean for other interviews perhaps?   

P: If I had to do another interview in a short space of time, say if I was involved in the same, next 

one week or two weeks – all this information would be fresh and it’s like practice makes it more 

convenient and more I would say “perfect”. Especially in this field of interview, getting an interview, 

it would make me more confident and comfortable. So in the next two or three weeks I will be able 

to give a good interview in this selected topic again… M: Mhmm?   

P: Not if someone talks to me about some financial world, I would get lost again and… M: [laughs]   

P: But ja, in the next two or three weeks, talking about the same topic and the same line of research; 

I will be more comfortable talking about it.   

M: Ja, so you would use the feedback that you got today?   

P: Absolutely.   
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M: Okay great. Thank you. So were there any aspects of your performance that you would have liked 

to receive feedback on that weren’t covered?  

P: I believe we went through you know, using technology to review your feedback is not something I 

would of thought about but from going through the video tape and you know, looking at myself and 

the posture; which I felt is quiet important; mentioning eye contact, uhm, because of the glasses; I 

can’t do it very often.   

M: Of Couse ja.   

P: And uhm, but uhm, overall I was very satisfied. I would say the use of the different aspects we 

looked at [unclear], expressions, the use of hands, you know, if you can actually number it then it’s 

like tactically analysing after a game and seeing where we went wrong and how we should improve 

it. So, I don’t think at the moment with the technology that we have, that we could have done it better. 

So I am quite happy with that.   

M: Okay good. Thank you. Uhm so how do you feel about, you know the bar charts that was given 

feedback with the actual performance, the range and the average… Uhm, so how do you feel about 

seeing that system on your use of emotional signals and body language over the course of the 

training session?  

P: Well with bar charts; I think it was quiet confusing.   

M: Okay.   

P: Uhm, it was confusing in a sense that I wasn’t used to – I didn’t expect that to begin with. And 

when I saw it maybe I didn’t process it well either.   

M: Okay.   

P: And uhm, coming to think about it, I guess that’s how I would of – if it was – and it’s a field that I 

wasn’t aware of, about saying you know; conveying your interviews into a bar chart… M: Mhmm?  

P: [unclear] emotions and stuff; I would of expected that on financial field or something to do with 

numbers. So I got confused with that to begin with.   

M: Okay.  

P: And even at the end of when we looked at it again; I wasn’t sure exactly what it was. But then 

again you know, you can’t know everything so I was like; “Okay, she probably know better than me.”  

M: No, but I mean the whole point is me explaining it to you and then eventually you would be able 

to – I mean you always will have someone using this. You will always have someone explaining it.   

P: Uh, with the bar chart I would say, I will be honest with you… M: No, please do.   

P: That’s one thing I wasn’t very clear about.   

M: Okay. That’s fine. Okay so, alright. Do you feel though that the bar chart would have given you 

something that you appreciated or that you would gain more rather than simply watching the video?  

P: Uhm, that’s a mixed area and that’s a bit of a grey area. The reason I would say is like I am so 

mixed and I didn’t understand what exactly you were reflecting on asking that. Like this is the average, 

this is where I stood and…  

M: The minimum and the maximum… ja.   
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P: And maybe it’s the frequency as well; that we didn’t use it that didn’t allow me to completely 

understand compared to the other analysis you did use today.   

M: Mhmm.   

P: I would think – I would say if I was to you know, rank them; then bar chart would come at the 

bottom of the list.   

M: Absolutely.   

P: This is something uhm, I didn’t kind of understand or perhaps I didn’t make enough effort to 

understand it again. Mind you, the [unclear] level was low when we started the interview.   

M: Ja. [laughs] But do you think that when I played back your video and we had a look at the emotions 

as you were watching…?  

P: Oh yeah.  

M: That was a better one?   

P: That was a good one.   

M: Ja?   

P: That was a good one. Uhm, even though the – it was a good one. That kind of helped me 

understand and you know… M: Okay, good.  

P: Because it’s a [unclear] learning, it’s not graphic and you know. But overall I would say it was good.   

M: Okay. Alright, thank you very much. So to what extent did you feel though that the feedback you 

received was actionable?   

P: Uhm…  

M: So if I said to you just to improve your posture or something like that; were you able to act on 

those?   

P: I was. Yeah. And I believe that I did take them aboard and I did make the changes necessary.   

M: Mhmm?   

P: And uhm, yeah, posture, smiling, use of hand gestures and stuff… I think they were quiet important 

tips.   

M: Okay, alright, that’s good. Uhm, so do you think the feedback could have been presented in a 

clearer way?   

P: The feedback process was good. It was like, you go through a chart; what has been you know, 

what has been analysed by the machine and you interpreted it well. So it’s on a one to one bases. I 

don’t think it could have been any better. I think it’s uh, I would say it was good.   

M: Okay. Thank you. So would you change anything about the bar chart?  

P: About the…?   

M: About the bar chart or the way that it’s been given feedback to you.   
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P: Uhm, I think with the initial ones; perhaps there is a need to spend that one extra minute to go 

through that again.   

M: Okay.  

P: And uhm, to make sure that the interviewee you know, the person who is being interviewed; he 

actually does get it.   

M: Okay.   

P: You know, lead him to point certain things out from the chart.   

M: Okay.   

P: One of the examples I will give you is like; I am very bad with names and stuff.   

M: Okay.   

P: So what I like to do is like, if I meet somebody again I say like; “Hang on…there you go…” and I 

will open my contacts, the address book and I will say; “Won’t you pop in your name and number…” 

M: Oh that’s smart. I see.   

P: “I will get in touch with you…” And stuff like that.   

M: Okay.   

P: Or if I just want to get someone’s number then I will be like; “Yeah and your mobile number is 

07…?”   

M: Yeah.   

P: [unclear] even with that one, you know, you would explain maybe one or two and on the third you 

would expect them to [unclear] that they do understand.   

M: Absolutely. Yeah okay.   

P: [laughs]  

M: No, that’s good. Thank you very much for that. Okay, so where there any additional aspects of 

nonverbal behaviour that you would of found useful in your feedback?   

P: Uh, nonverbal? No. I think like to the extent needed for an interview, I think I got all the feedback 

needed. And of that [unclear].   

M: Okay good. Thank you. Okay so is there any other comments or experiences that you want to 

share with me?   

P: On what?  

M: Based on the feedback?   

P: Feedbacks were pretty good.   

M: Okay.   

P: I’m not going to lie about that. The only thing; like I said; you know – a few of the things were 

probably, you didn’t encounter before – like someone with glasses and the distance… M: Limitations. 

Of course. Ja.   
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M: Mhmm. Definitely. Okay, thank you so much for that. Anything else?   

P: Uh, that’s it.   

M: Okay.   

P: I just felt [unclear] distraction. But I don’t know, for me – I don’t know. I didn’t want to get distracted 

away from the topic, and taking the glasses off. I was like…  

M: No definitely. But that’s limitations of the technology.   

P: Yeah.   

M: Thank you.   

  

P38  

M: Okay. Thank you for taking part in this study. Uhm, you should know that you can withdraw your 

participation. You can withdraw up until when and if we publish. And if you do wish to withdraw your 

participant id is number thirty eight. Okay? Uhm, so I have five questions for you. Okay, the first one 

is; how did you feel about the feedback you received on your performance today?   

P: Ja, fine.   

M: Ja? Okay. So what did you feel you were able to change about how you presented yourself based 

on the feedback you received today?   

P: Uhm, it was the smiling… M: Yeah?   

P: Uhm, and then trying to not go off on tangents but keep – keep it tight.  

M: Okay alright. So to what extent do you feel your performance in the areas identified in the feedback 

improved over the training?   

P: Yes I do feel it improved. Sorry, was the question – what’s the…  

M: No its fine. I was just wondering; you know, the feedback that you were given… P: Ja?   

M: Do you feel that it improved throughout the training? As the training went on?   

P: Ja.   

M: Yeah?   

P: Ja.   

M: Okay. Uhm, okay so to what extent do you feel that the feedback you received will help you present 

yourself better in the future?   

P: Well it will be for example; knowing that if I am not having a camera interview; to look directly at 

the camera and not worry about looking at the interviewer.   

M: Ja.   

P: Uhm, and then feeling a bit more confident about my research because the feedback that I had is 

really positive; about the content.   

M: Okay, that’s good. Okay, and how you present yourself?   
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P: Put makeup on… [laughs]  M: Oh no! [laughs] No?  

P: Mhmm.  

M: Okay. It’s because you had to watch it back… [laughs] P: [laughs] Ja.   

M: [laughs] Okay, uh, so were there any aspects of the performance that you would of liked to have 

received feedback on that were not covered?   

P: No. I think she was quiet positive. It could have been more negative.   

M: Okay. Alright then. Okay, thank you very much.   

P39  

M: So, thank you very much for taking part in this study. Uhm… P: This is a video recording or audio?  

M: Just record – audio recording.  

P: [unclear]  

M: Uh, thank you very much for taking part in this study, uhm, the main idea of this is, uhm, just to let 

you know that if you wish to withdraw your participation, you can withdraw up until when and if we 

publish,  

P: [unclear]  

M: And, uhm, the – and if you wish to withdraw your participant ID [unclear] okay?  

P: Okay.  

M: Okay. Uhm, one moment while I get the… okay, so I have ten questions for you: uh, the first 

question is; how do you feel about the feedback you received on your performance today?  

P: I found it interesting, uhm, because it made me aware of things I didn’t think about, especially while 

speaking I’m still finding it hard to be aware of, uhm, my posture, the volume of my voice, M: Yeah.  

P: When I speak, there’s a concentrate on the answer or the question and the answer, I don’t think 

too much about the, uh, body language or the, uh, the features of my, M: Mhmm.  

P:  Voice for an example, my facial expression. So it was an interesting to see stuff I don’t 

automatically recognise myself.   

M: Mmm, that’s good. Okay, all right. So then, uhm, what did you feel you were able to change how 

you presented yourself today, based on the feedback that you received?  

P: Well, I only know what I have, uh, changed every individual element that were supposed to but I’m 

definitely more aware of, uh, having to control the volume of my voice more carefully. Right now as 

I’m speaking, I am trying to control it consciously for once and, uhm, I hope – I think this over time 

may actually improve my performance. You know, this – once single exposure may not be enough 

but, uh, over time, I think I could make an effort and build on these things to have some [unclear] 

effect.  

M: Mhmm, okay that’s good. So that leads me nicely into my next question; so do you – based on 

the feedback that you received today, to what extent do you feel it will help you present yourself 

better, P: Well,  

M: In the future?  

P: There has been some improvement I think, as I was aware of things that had to change.  
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M: Mhmm.  

P: But I wouldn’t say a dramatic improvement.  

M: Okay.  

P: Uhm, I think it would be interesting for someone to try this system out over an extended period of 

time.  

M: Okay.  

P: Because maybe that, uhm – the improvement you won’t see needs some time to be implemented 

if you know what I mean.  

M: Mhmm.  

P: It may now be enough to have once in the session to actually see significant improvement, maybe  

[unclear]  

M: Yeah, well okay. But do you think the feedback you received today will help you present yourself 

better in the future?  

P: I think it’s very – M: Yeah.  

P: Can be very useful if sustained over time.  

M: Okay, thank you. That’s good, thank you. Uhm, were there any aspects of the performance that 

you would have liked to receive feedback on that you didn’t receive feedback on? P: No, they already 

covered already everything, M: Okay.  

P: Uh, they covered my, uh, voice, [unclear] the, uh, facial expression. Uh, I was a bit confused about 

the feedback given by the badges.  

M: Okay.  

P: Because I couldn’t really, uhm – well, I’d like to know for an example, uh, the range of variability 

for the posture.  

M: Mhmm.  

P: I would like to see an example; a good posture, a bad posture, M: Oh, like physical pictures?  

P: [unclear] posture – exactly.  

M: Right.  

P: Because it’s hard for me to – I mean, all I have in mind is a certain, uh, well straight,  

M: Mmm.  

P: As opposed to be a slouch, I can’t really, uhm, picture anything else and I think it’s my problem 

because I feel the signals are detected by the [unclear] than I actually think about, M: Self-aware, 

mmm.  

P: I may be losing something, I may be missing something that is in the data, M: Mmm.  

P: But I’m just not now able to mark that to a physical [unclear] M: Yeah.  

P: My body.  

M: Yeah, well we saw that as you improved, there was some improvement in your posture, so as you 

straightened up, there was some improvement in your posture.  
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P: [unclear]  

M: But then it was not natural what you were doing.  

P: Right, exactly.   

M: Yeah.  

P: You see, not only that because it’s just – it may not be what I naturally do,  

M: Mhmm.  

P: But if you improve things, so be it.  

M: Yeah.  

P: The thing is that if you take it to the extreme, then the person won’t be comfortable anymore. They 

will sit rigidly and [unclear] be counterproductive,  

M: Exactly because that will have a domino effect on other things, absolutely.  

P: So – exactly. So uhm…  

M: Well that’s where you’ve got to look at what’s most important. P: Yes.  

M: Yeah.  

P: That’s [unclear]  

M: And work on individual things at a time, definitely.  

P: But I found the voice and the facial expression more useful.  

M: Yeah?  

P: [unclear] yes.  

M: Interesting. Okay, thank you. Okay so, uh, how did you feel about the bar-chart or the system 

feedback on the use of social signals and, uh, body language during the course of the training 

session?  

P: Well I found it interesting. Uh, it was a bit, uhm – it wasn’t straight forward to understand, M: Of 

course.  

P: All of it, but with your explanations, it was absolutely clear again.  

M: Oh, okay. That’s great, thank you. Do you feel the system helped you appreciate aspects of your 

performance that you might not have known, just by watching and hearing your playback?   

P: Absolutely.  

M: Yeah?  

P: Because I’m never aware of these things when I speak and, uh, this has been a way for me to 

actually see, uh, some objective data about the way I speak than I’m completely unaware of 

otherwise.  

M: Okay, good. Uhm, and so to what extent did you feel the feedback was actionable?  

P: Actionable; well that’s time dependant question and time dependant answer. M: Okay.  
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P: There’s – I don’t think it’s very much actionable in the short [unclear] I wouldn’t be – I don’t think I 

would be able to implement all the changes within one session. But if you asked me to use this system 

over a month for example, one hour a day,  M: Mmm.  

P: And then try to improve after a month, I think I would be able to do something useful there.  

M: Okay but, uhm, based in – on the feedback that was highlighted in the bar-chart, were you – do 

you think you were able to improve your performance?  

P: I hope, I tried to – I hope it was improved a bit but I think the potential this technology goes well 

beyond what you can do within one single session. See, if you extend the exposure and the user will 

[unclear] time, I think you may be able to see a bigger improvement.   

M: Mhmm, and then do you feel that the feedback could be presented in a clearer way or, uhm – 

yeah?  

P: It’s a difficult one because there aren’t many, M: Options. P: Ways I can think of to make it 

clearer because you are, uhm, you need, as you’ve mentioned, you need to know normalise to be 

able to show, uh, the variability across participants in a meaningful way. And of course when you 

normalise that, then you have to explain, M: Yeah.  

P: How you’ve done it and it may not be the simplest thing of all to understand this for everyone, M: 

Yeah.  

P: Uh, so there are limitations of course. Uhm, but I think the, uh – it’s good to have a comparison 

between, uhm, what the good interview looks like in terms of your distant features and what mine 

looks like, M: Right.  

P: Within the range acceptable, M: Right.  

P: Acceptable ranges. One thing I would like – would be interesting to see, would be – you see, this 

gives you an integrated view over the whole interview – across the whole interview.  

M: Uh, with the first 30 seconds P: Uh, pardon? Okay.  

M: Yeah, the first 30 seconds.  

P: All right, but it would be nice to see the first 30 seconds, “Oh, okay. It’s good.” But it would be nice 

to see some – how those signals changed over time, for an example.  

M: Oh absolutely, yeah.  

P: For instance, uh, if I have, uhm, a high posture signal; is that because I kept a certain posture 

throughout those 30 seconds or did I change suddenly and – you see, is that signal an artefact of this 

[unclear] event? Was that something sustained consistently over those 30 seconds?  

M: Mmm. I’ll have to have a look at that, that’s very interesting. Thank you.  P: Okay.  

M: And, uh, so were there any additional aspects of the non-verbal behaviour that you think you would 

have found useful?  

P: I wouldn’t know honestly because I can’t say no because I’m sure there will be something that’s 

useful, I’m just simply not thinking about now. Uh, in terms of the sense though, were used, uh, 

tonight, the only thing I’m still confused about is the way the, uh, [unclear] badges [unclear] the way 

they allow you to abstract information of the [unclear] about how often I mirrored the, uh,   

M: Ah, you can change the…  
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P: [unclear]  

M: You can change it to 20 seconds, 10 seconds, you can change how it – basically it uses a [unclear] 

P: It escapes me a bit because you can face the other person but then mirroring is also the other 

things, it’s also about, uhm, how I use my hands in a similar way as you and that will be captured by 

another sensor, which is the, uh, accelerometer  

M: But the accelerometer doesn’t account for the other – it bounce off, uhm, the [unclear] P: I know, 

sorry to end,   

M: It’s okay.  

P: The correlation can only be done with the analysis [unclear]  

M: Absolutely yeah, which the badges do as it’s extracts the data or exporting the data… P: You see, 

mirroring also means that I smile when you smile.  

M: Mhmm.  

P: And this is not captured,  

M: No, of course it isn’t.   

P: Unless you do it [unclear] analysis.   

M: Of course it isn’t but that’s why it’s the non-verbal and, P: Sure.  

M: That’s why we’re looking at the, uh, facial expressions but thank you. P: No problem.  

M: No good, thank you. Uhm, so – okay, I see what you’re saying; so there were no – so there were 

none of that, okay so do you have any further comments or experiences that you want to share with 

me?  

P: About what?  

M: About today? About the feedback.  

P: Well you know, apart from this being a very different experience, M: Okay.  

P: From anything else, uhm…  

M: And how the feedback was presented specifically?  

P: Yeah, I think that’s helpful. M: Okay.  

P: And uh, but it’s up to the essential that the expert at hand explains…  

M: [unclear] definitely.  

P: [unclear] if you only look at he [unclear] there’s no way I can understand it. M: Oh, of course not.  

P: So there has to be that explanation, yes.  

M: Okay, good. Thank you.  

P: No problem, thank you.  
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Appendix 7 

7.1 Experience Questionnaire  

Please answer questions below. The answers provided should be based on the media skills training research that you 

took part in 6 months ago.  

1. How many media interview have you given since the media training?  

0 / 1 / 2 / 3 / more than 3  

2. If so, what interviews have you taken part in?  

  

 

3. How many times have you engaged in public speaking since the media training:  

0 / 1 / 2 / 3 / more than 3  

4. To what extent do you feel your confidence in giving a media interview has changed as a result of the training you 

completed in the previous study?  

Much less confident / confident / somewhat less confident / no change / somewhat more confident / much more confident  

5. To what extent do you feel your confidence in giving a public talk has changed as a result of the training you 

completed in the previous study?  

Much less confident / confident / somewhat less confident / no change / somewhat more confident / much more confident  

6. Do you feel you are capable of taking part in media interviews after the media training? Yes / maybe / not really  

7. Do you feel you are capable of taking part in public speaking after the media training? Yes / maybe / not really  

8. Do you think you are more or less likely to accept an invitation to take part in a media interview in the future as a 

result of the training you received in the previous study?  

Much less likely / somewhat less likely / no change / somewhat more likely / much more likely  

9. Do you think you are more or less likely to take part in public speaking in the future as a result of the training you 

received in the previous study?  

Much less likely / somewhat less likely / no change / somewhat more likely / much more likely  

10. Have you noticed any other changes in your communication skills following the training you received in the 

previous study?  

Yes / No / not sure  

11. If you answered yes, please briefly describe the changes you’ve noticed.   

  

 

  
7.4 Data Analysis  
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7.4.1. Subjective ratings  

   7.4.1.1. Self-report of Communication Skills Ratings  

  
Tests of Normality  

  

Feedback or none  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

SR_molar  
No Feedback  .202  8  .200*  .933  8  .540  

Feedback  .220  8  .200*  .921  8  .436  

*. This is a lower bound of the true significance. a. 

Lilliefors Significance Correction  

  
Test of Homogeneity of Variance  

  

 
Levene  

Statistic  df1  df2  Sig.  

SR_molar  
Based on Mean  .678  1  14  .424  

Based on Median  .196  1  14  .665  

Based on Median 

and with adjusted df  .196  1  10.213  .668  

Based on trimmed 

mean  .586  1  14  .457  

  
Descriptive Statistics  

Dependent Variable:   SR_molar    

Feedback or none  Mean  
Std. 

Deviation  N  

No Feedback  5.3750  .80312  8  

Feedback  4.8000  1.03095  8  

Total  5.0875  .94083  16  
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Tests of Between-Subjects Effects  

Dependent Variable:   SR_molar    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  
1.322a  

414.122  
1  

1.322  

414.122  
1.549  .234  .100  

Intercept  1  484.962  .000  .972  

Group  1.323  1  1.323  1.549  .234  .100  

Error  11.955  14  .854        

Total  427.400  16          

Corrected Total  13.278  15          
a. R Squared = .100 (Adjusted R Squared = .035)  

  

7.4.1.2. Self-awareness of communication skills at different training Points  
  

Levene's Test of Equality of Error Variancesa  

 

Tests the null hypothesis that the error variance of the dependent variable is equal across groups. 

a. Design: Intercept + Group   Within Subjects Design: Time  
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Tests of Within-Subjects Effects  

Measure:   MEASURE_1    

Source  

 
Type III Sum 

of Squares  df  Mean Square  F  Sig.  

Partial Eta  

Squared  

Time  Sphericity Assumed  .347  2  .173  .362  .700  .025  

 Greenhouse-Geisser  .347  1.678  .207  .362  .664  .025  

Huynh-Feldt  .347  2.000  .173  .362  .700  .025  

Lower-bound  .347  1.000  .347  .362  .557  .025  

Time * Group  Sphericity Assumed  .607  2  .303  .633  .538  .043  

 Greenhouse-Geisser  .607  1.678  .362  .633  .513  .043  

Huynh-Feldt  .607  2.000  .303  .633  .538  .043  

Lower-bound  .607  1.000  .607  .633  .440  .043  

Error(Time)  Sphericity Assumed  13.420  28  .479        

 Greenhouse-Geisser  13.420  23.494  .571        

Huynh-Feldt  13.420  28.000  .479        

Lower-bound  13.420  14.000  .959        

  

7.4.1.3. Journalist Communication Skills Ratings of Trainee  
  

Tests of Normality  

  

Feedback or none  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

Trainer_molar  
No Feedback  .166  8  .200*  .949  8  .701  

Feedback  .250  8  .150  .913  8  .374  

*. This is a lower bound of the true significance. a. 

Lilliefors Significance Correction  
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Test of Homogeneity of Variance  

  

 
Levene  

Statistic  df1  df2  Sig.  

Trainer_molar  
Based on Mean  4.784  1  14  .046  

Based on Median  4.285  1  14  .057  

Based on Median 

and with adjusted df  

Based on trimmed 

mean  

4.285  
1  

1  

12.217  .060  

4.766  14  .047  

  
Descriptive Statistics  

Dependent Variable:   Trainer_molar    

Feedback or none  Mean  
Std. 

Deviation  N  

No Feedback  4.5750  1.45185  8  

Feedback  6.0000  .74066  8  

Total  5.2875  1.33460  16  

  
Tests of Between-Subjects Effects Dependent 

Variable:   Trainer_molar    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  
8.123a  

447.322  

8.122  

18.595  

1  
8.123  

447.322  

8.122  

1.328  

6.115  .027  .304  

Intercept  1  336.785  .000  .960  

Group  1  6.115  .027  .304  
Error  14        

Total  474.040 

26.718  
16    

  

      
Corrected Total  15        

a. R Squared = .304 (Adjusted R Squared = .254)  
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 7.4.1.4. Neutral Observer Communication Skills Rating  

  
Intraclass Correlation Coefficient  

  
Intraclass 

Correlationb  

95% Confidence Interval  F Test with True Value 0  

Lower 

Bound  
Upper 

Bound  Value  df1  df2  Sig  

Single Measures  .920a  .829  

.936  

.969  34.148  15  30  .000  

Average Measures  .972  .989  34.148  15  30  .000  

Two-way random effects model where both people effects and measures effects are random. a. 

The estimator is the same, whether the interaction effect is present or not.  

b. Type A intraclass correlation coefficients using an absolute agreement definition.  

  
Tests of Normality  

  

Feedback or none  

Kolmogorov-Smirnova  Shapiro-Wilk   

  
Statistic  df  Sig.  Statistic  df  Sig.  

NOs_molar  
No Feedback  .250  8  .150  .898  8  .275  

Feedback  .300  8  .033  .822  8  .049  

a. Lilliefors Significance Correction  

  
Test of Homogeneity of Variance  

  

 
Levene  

Statistic  df1  df2  Sig.  

NOs_molar  
Based on Mean  4.096  1  14  .063  

Based on Median  3.702  1  14  .075  

Based on Median 

and with adjusted df  3.702  1  9.144  .086  

Based on trimmed 

mean  3.825  1  14  .071  

  
Descriptive Statistics  

Dependent Variable:   NOs_molar    

Feedback or none  Mean  
Std. 

Deviation  N  

No Feedback  5.3333  1.41870  8  

Feedback  6.4583  .45973  8  

Total  5.8958  1.17277  16  
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Tests of Between-Subjects Effects 

Dependent Variable:   NOs_molar    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  
5.063a  

556.174  
1  

5.063  

556.174  
4.553  .051  .245  

Intercept  1  500.145  .000  .973  

Group  5.062  1  5.062  4.553  .051  .245  

Error  15.568  14  1.112        
Total  576.804  16          

Corrected Total  20.631  15          
a. R Squared = .245 (Adjusted R Squared = .191)  

  
7.4.2. Experience, Awareness, Capabilities and Confidence  

    

Ranks  

  
group  N  

 
Mean Rank  Sum of Ranks  

engagedmedia  SS Feedback  
 

8  7.00  56.00  

 
Traditional Feedback  

 
8  10.00  80.00  

Total  
 

16  
    

engagedpublic  SS Feedback  
 

8  6.56  52.50  

 
Traditional Feedback  

 
8  10.44  83.50  

Total  
 

16  
    

confidencemedia  SS Feedback  
 

8  9.13  73.00  

 
Traditional Feedback  

 
8  7.88  63.00  

Total  
 

16  
    

confidencepublic  SS Feedback  
 

8  7.75  62.00  

 
Traditional Feedback  

 
8  9.25  74.00  

Total  
 

16  
    

capablemedia  SS Feedback  
 

8  7.50  60.00  

 
Traditional Feedback  

 
8  9.50  76.00  

Total  
 

16  
    

capablepublic  SS Feedback  
 

8  8.88  71.00  
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Traditional Feedback  

 
8  8.13  65.00  

Total  
 

16  
    

Likelymedia  SS Feedback  
 

8  8.06  64.50  

 Traditional Feedback  8  8.94  71.50  

Total  16      

Likelypublic  SS Feedback  8  7.00  56.00  

 Traditional Feedback  8  10.00  80.00  

Total  16      

Changes  SS Feedback  8  9.75  78.00  

 Traditional Feedback  8  7.25  58.00  

Total  16      

  

  
Test Statistical  

.218 a. Grouping Variable: group  

b. Not corrected for ties.  
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Preliminary Analysis  

  
Total Variance Explained  

Component  

Initial Eigenvalues  Rotation Sums of Squared Loadings  

Total  

% of  

Variance  

Cumulative  

%  Total  

% of  

Variance  

Cumulative  

%  

1  
7.450  

6.361  
12.628  

12.628  

23.409  
6.121  

10.375  

10.130  
10.375  

2  10.781  5.977  20.505  

3  5.820  9.864  33.274  5.803  9.835  30.340  

4  5.170  8.762  42.036  5.592  9.477  39.818  

5  4.359  7.389  49.424  4.536  7.688  47.506  

6  3.337  5.656  55.080  4.469  7.574  55.080  

Extraction Method: Principal Component Analysis.  
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 7.4.2.2. ANOVA Results  

   Disgusted  
Descriptives  

  

Exp_group  

  

Statistic  Std. Error  

REGR factor score    

1 for analysis 1  

Control  

Mean  

 

-.0317336  .08524071  

95% Confidence Interval for 

Mean  Lower Bound  -.1997897  

  

Upper Bound  .1363224  

  

5% Trimmed Mean  

 

-.2153551  

  

Median  

 

-.2807598  

  

Variance  

 

1.504  

  

Std. Deviation  

 

1.22640029  

  

Minimum  

 

-1.33693  

  

Maximum  

 

7.01989  

  

Range  

 

8.35683  

  

Interquartile Range  

 

.76434  

  

Skewness  

 

3.333  .169  

Kurtosis  

 

13.247  .337  

Experiment  

Mean  

 

.0364937  .04847646  

95% Confidence Interval for 

Mean  Lower Bound  -.0591652  

  

Upper Bound  .1321525  

  

5% Trimmed Mean  

 

.0128100  

  

Median  

 

-.1493088  

  

Variance  

 

.423  

  

Std. Deviation  

 

.65037997  

  

Minimum  

 

-1.05388  

  

Maximum  

 

1.68973  

  

Range  

 

2.74362  

  

Interquartile Range  

 

.98921  

  

Skewness  

 

.552  .181  

Kurtosis  

 

-.521  .360  
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Excited / Passionate  
Descriptives  

  
Exp_group  

  
Statistic  Std. Error  

REGR factor score    

2 for analysis 1  

Control  
Mean  

 
-.1802955  .06265235  

95% Confidence 

Interval for Mean  Lower Bound  -.3038176    

Upper Bound  -.0567735    

5% Trimmed Mean  
 

-.2927313  
  

Median  
 

-.2878753  
  

Variance  
 

.813  
  

Std. Deviation  
 

.90141038  
  

Minimum  
 

-1.20888  
  

Maximum  
 

3.43102  
  

Range  
 

4.63990  
  

Interquartile Range  
 

.67838  
  

Skewness  
 

2.170  .169  

Kurtosis  
 

5.235  .337  

Experiment  
Mean  

 
.2073398  .07959972  

95% Confidence 

Interval for Mean  Lower Bound  .0502653    

Upper Bound  .3644144    

5% Trimmed Mean  
 

.1209633  
  

Median  
 

-.0297885  
  

Variance  
 

1.141  
  

Std. Deviation  
 

1.06794224  
  

Minimum  
 

-1.26801  
  

Maximum  
 

4.68628  
  

Range  
 

5.95429  
  

Interquartile Range  
 

1.39548  
  

Skewness  
 

1.376  .181  

Kurtosis  
 

2.675  .360  
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Eagerness to Speak / Enthusiasm  

  

  Exp_group    Statistic  Std. Error  

REGR factor score    
3 for analysis 1  

Control  Mean   -.4070941  .04050271  

95% Confidence 
Interval for Mean  

Lower Bound  -.4869471    

Upper Bound  -.3272411    

5% Trimmed Mean   -.3907825    

Median   -.4127589    

Variance   .340    

Std. Deviation   .58273247    

Minimum   -2.20179    

Maximum   1.40737    

Range   3.60916    

Interquartile Range   .58174    

Skewness   -.421  .169  

Kurtosis   2.086  .337  

Experiment  Mean   .4681582  .08671731  

95% Confidence 
Interval for Mean  

Lower Bound  .2970384    

Upper Bound  .6392779    

5% Trimmed Mean   .4225091    

Median   .2753857    

Variance   1.354    

Std. Deviation   1.16343485    

Minimum   -1.19737    

Maximum   2.89053    

Range   4.08790    

Interquartile Range   1.64243    

Skewness   .717  .181  

Kurtosis   -.501  .360  
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Positive Engagement  

  

  
Exp_group  

  
Statistic  Std. Error  

REGR factor score    

4 for analysis 1  

Control  
Mean  

 
.2199856  .07442066  

95% Confidence Interval for 

Mean  Lower Bound  .0732618  
  

Upper Bound  .3667094  
  

5% Trimmed Mean  
 

.1938040  
  

Median  
 

.1893527  
  

Variance  
 

1.146  
  

Std. Deviation  
 

1.07072678  
  

Minimum  
 

-2.13745  
  

Maximum  
 

2.74829  
  

Range  
 

4.88574  
  

Interquartile Range  
 

1.15273  
  

Skewness  
 

.439  .169  

Kurtosis  
 

-.153  .337  

Experiment  
Mean  

 
-.2529835  .06310123  

95% Confidence Interval for 

Mean  Lower Bound  -.3775015  
  

Upper Bound  -.1284654  
  

5% Trimmed Mean  
 

-.2990183  
  

Median  
 

-.2963173  
  

Variance  
 

.717  
  

Std. Deviation  
 

.84659190  
  

Minimum  
 

-1.84013  
  

Maximum  
 

2.62430  
  

Range  
 

4.46444  
  

Interquartile Range  
 

.70576  
  

Skewness  
 

.834  .181  

Kurtosis  
 

1.391  .360  
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Anger  

  

  
Exp_group  

  
Statistic  Std. Error  

REGR factor score    

5 for analysis 1  

Control  
Mean  

 
.0063739  .03938228  

95% Confidence Interval for 
Mean  Lower Bound  -.0712701  

  

Upper Bound  .0840179  
  

5% Trimmed Mean  
 

.0061827  
  

Median  
 

-.0257219  
  

Variance  
 

.321  
  

Std. Deviation  
 

.56661234  
  

Minimum  
 

-1.39216  
  

Maximum  
 

1.45716  
  

Range  
 

2.84931  
  

Interquartile Range  
 

.52589  
  

Skewness  
 

.015  .169  

Kurtosis  
 

.531  .337  

Experiment  
Mean  

 
-.0073300  .09963398  

95% Confidence Interval for 
Mean  Lower Bound  -.2039383  

  

Upper Bound  .1892783  
  

5% Trimmed Mean  
 

-.1054076  
  

Median  
 

-.4670201  
  

Variance  
 

1.787  
  

Std. Deviation  
 

1.33673017  
  

Minimum  
 

-1.90123  
  

Maximum  
 

4.10893  
  

Range  
 

6.01016  
  

Interquartile Range  
 

1.11060  
  

Skewness  
 

1.269  .181  

Kurtosis  
 

1.156  .360  
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Stressed  

  

  
Exp_group  

  
Statistic  Std. Error  

REGR factor score    

6 for analysis 1  

Control  
Mean  

 
.1889965  .07579794  

95% Confidence Interval for 

Mean  Lower Bound  .0395573  
  

Upper Bound  .3384357  
  

5% Trimmed Mean  
 

.2091816  
  

Median  
 

.0064026  
  

Variance  
 

1.189  
  

Std. Deviation  
 

1.09054245  
  

Minimum  
 

-2.21508  
  

Maximum  
 

2.32698  
  

Range  
 

4.54206  
  

Interquartile Range  
 

1.41682  
  

Skewness  
 

-.169  .169  

Kurtosis  
 

-.436  .337  

Experiment  
Mean  

 
-.2173460  .06231383  

95% Confidence Interval for 

Mean  Lower Bound  -.3403102  
  

Upper Bound  -.0943818  
  

5% Trimmed Mean  
 

-.2245827  
  

Median  
 

-.3904196  
  

Variance  
 

.699  
  

Std. Deviation  
 

.83602777  
  

Minimum  
 

-1.86891  
  

Maximum  
 

1.35836  
  

Range  
 

3.22727  
  

Interquartile Range  
 

1.35485  
  

Skewness  
 

.287  .181  

Kurtosis  
 

-.940  .360  
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Test of Homogeneity of Variances  

  

Levene  

Statistic  df1  df2  Sig.  

REGR factor score    

1 for analysis 1  2.909  1  384  .089  

REGR factor score    

2 for analysis 1  
14.825  1  

1  

385  .000  

REGR factor score    

3 for analysis 1  85.072  385  .000  

REGR factor score    

4 for analysis 1  
13.183  1  

1  

1  

385  .000  

REGR factor score    

5 for analysis 1  83.100  385  .000  

REGR factor score    

6 for analysis 1  
9.471  385  .002  

  

Multivariate Analysis  

  

  

 

Mean  
Std. 

Deviation  Std. Error  

95% Confidence 

Interval for Mean  

Minimum  Maximum  
Lower 

Bound  
Upper 

Bound  

Disgust  
Control  -.0659648  1.12590137  .07844527  -.2206278  .0886982  -1.33693  5.59399  

Experiment  .0364937  .65037997  .04847646  -.0591652  .1321525  -1.05388  1.68973  

Total  -.0181863  .93502334  .04759144  -.1117579  .0753854  -1.33693  5.59399  

Excited  

Control  

Experiment  
-.1802955 

.2073398  

.90141038  

1.06794224  

.06265235  

.07959972  

-.3038176  -.0567735  
-1.20888  

-1.26801  

3.43102  

.0502653  .3644144  4.68628  

Total  .0000000  1.00000000  .05083286  -.0999439  .0999439  -1.26801  4.68628  

Eager  

Control  

Experiment  
-.4070941 

.4681582  

.58273247  

1.16343485  

.04050271  

.08671731  

-.4869471  -.3272411  
-2.20179  

-1.19737  

1.40737  

.2970384  .6392779  2.89053  

Total  .0000000  1.00000000  .05083286  -.0999439  .0999439  -2.20179  2.89053  

Positive  
Control  .2199856  1.07072678  .07442066  .0732618  .3667094  -2.13745  2.74829  

Experiment  -.2529835  .84659190  .06310123  -.3775015  -.1284654  -1.84013  2.62430  
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Total  .0000000  1.00000000  .05083286  -.0999439  .0999439  -2.13745  2.74829  

Anger  
Control  .0063739  .56661234  .03938228  -.0712701  .0840179  -1.39216  1.45716  

Experiment  -.0073300  1.33673017  .09963398  -.2039383  .1892783  -1.90123  4.10893  

Total  .0000000  1.00000000  .05083286  -.0999439  .0999439  -1.90123  4.10893  

Stress  
Control  .1889965  1.09054245  .07579794  .0395573  .3384357  -2.21508  2.32698  

Experiment  -.2173460  .83602777  .06231383  -.3403102  -.0943818  -1.86891  1.35836  

Total  .0000000  1.00000000  .05083286  -.0999439  .0999439  -2.21508  2.32698  

  
Tests of Between-Subjects 

Effects Dependent Variable:   REGR factor score   1 for 

analysis 1    

Source  

Type III  

Sum of  

Squares  df  
Mean 

Square  F  Sig.  

Partial Eta  

Squared  

Corrected Model  1.008a  1  
1.008 

.083  
1.154  

.283  

.758  
.003  

Intercept  .083  1  .095  .000  

Exp_group  1.008  1  1.008  1.154  .283  .003  

Error  

Total  

335.585  

336.721  

384  

386  

.874    

  

  

  

  

    

Corrected Total  336.593  385          
a. R Squared = .003 (Adjusted R Squared = .000)  

  
  

Robust Tests of Equality of Means  

   
Statistica  df1  df2  Sig.  

Excited  Welch  14.643  1  352.072  .000  

Eagerness  Welch  83.628  1  255.069  .000  

Positive  Welch  23.497  1  381.655  .000  

Anger  Welch  .016  1  234.332  .898  

Stressed  Welch  17.149  1  379.207  .000  

a. Asymptotically F distributed.  

  

  

  

  

 


