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Abstract—In this paper, the consensus control problem is surge of research attention leading to a rich body of literature,
investigated for a class of discrete time-varying stochastic multi- see [4], [9], [10], [18], [19] and the references therein.
agent system subject to sensor saturations. An event-based 5 5 now, most MASs discussed in the literature have been

mechanism is adopted where each agent updates the control d to bei . iant Thi tion is. h
input signal only when the pre-specified triggering condition is assumed to me-invarian IS assumption IS, however,

violated. To reflect the time-varying manner and characterize Very restrictive as almost all real-world engineering systems
the transient consensus behavior, a new index for mean-square have certain parameters/structures which are indiéed-

consensus is put forward to quantify the deviation level from varying [1]. For such time-varying systems, a finite-horizon
individual agent to the average value of all agents’ states. For qniolier is usually desirable as it could provide better tran-

a fixed network topology, the aim of the proposed problem is . ¢ f for th trolled ¢ iall h
to design time-varying output-feedback controllers such that, at S'€Nt Periormance tor the controlied systeém especially when

each time step, the mean-square consensus index of the closedth€ noise inputs are non-;tationary, see [6], [8] for some recent
loop multi-agent system satisfies the pre-specified upper bound results. However, when it comes to the consensus of multi-

constraints subject to certain triggering mechanism. Both the agent systems, the corresponding results have been scattered
existence conditions and the explicit expression of the desired due mainly to the difficulty in quantifying the consensus over

controllers are established by resorting to the solutions to a finite hori It i table that th bl f
set of recursive matrix inequalities. An illustrative simulation a finite horizon. It 1S notable that the consensus problem for

example is utilized to demonstrate the usefulness of the proposed MASSs with time-varying parameters has received some initial
algorithms. research attention (see e.g. [11], [14], [26]). Nevertheless,
Index Terms—Multi-agent systems; Time-varying systems; the research on time-varying multi-agent systems is far from

Mean-square consensus; Event-triggered control; Sensor satu- adequate and there are still many open challenging problems
rations. remaining for further investigation. On the other hand, the

sensor saturation is a frequently encountered phenomenon
resulting from physical limitations of system components as
well as the difficulties in ensuring high fidelity and timely
The past decade has witnessed an ever-growing interesairival of the control and sensing signals through a possibly
the study of so-called multi-agent systems (MASSs) that havareliable network of limited bandwidth. In other words,
found extensive applications in various areas including uthe sensor outputs are often saturated because the physical
manned aerial vehicles (UAVs) [22], autonomous underwatentities or processes cannot transmit energy and power with
vehicles (AUVs) [21], automated highway systems (AHSSs) [2]Jnbounded magnitude or rate. As such, it makes practical
and mobile robotics [23]. Among popular research issues ense to take the sensor saturation into account when dealing
garding MASs, the so-called consensus problem is concerveith the output-feedback control problems for time-varying
with the process where a batch of interacting agents goveriddSs, which remains as an ongoing research issue.
by certain interconnection topology achieve a collective goal On another research frontier, the event-triggered con-
(e.g. the same trajectory). Owing to their clear engineeritigl/filtering strategies have recently become an attractive area
insights, the consensus behaviors of MASs have attractedfaresearch because of their capabilities in improving the
resource utilization efficiency by reducing the unnecessary
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time-varyingMASs with event-triggered mechanism has naif edgest” € ¥ x ¥/, and the weighted adjacency mati& =
been adequately investigated, not to mention the case whgrg] with nonnegative adjacency elemény. If (i,7) € &,
the sensor saturations are also involved. Such a situatisn thenh;; > 0, elseh;; = 0. An edge of¥ is denoted by the
motivated the present investigation. ordered paifi, j). The adjacency elements associated with the
In this paper, we endeavor to design an event-triggeredges of the graph are positive, i.8;; > 0 < (i,j) € &,
output-feedback controller for a class of discrete time/vey  which means that agentan obtain information from agepjit
stochastic MAS to reach a new kind of mean-square consenbusthermore, self-edgegs, i) are not allowed, i.e.(i,i) ¢ &
with guaranteed upper bound on the consensus index subjectany i € 7. The neighborhood of ageritis denoted by
to sensor saturations. In doing so, three technical ctgdlen.#; = {j € ¥ : (j,i) € &}. The in-degree of agent is
are identified as follows: 1) how to define the consensus défined asleg! = > jen: hij-
MASs in a time-varying context; 2) how to develop appromriat Consider a discrete time-varying stochastic multi-aggst s
analysis and synthesis techniques associated with timgaga tem described by the following state-space model:
MASSs; and 3) how to establish a unified framework to handle
the cross coupling among topology, time-varying paranseter Tikt1 = Arik + Bruik + Dewi, (1)
event-triggered mechanism as well as the sensor satusation vix = K(Ckxik)+ Epvig, (2)
In fact, the main purpose of this paper is to provide satiefgc
answers to these questions by launching a major study. Wwhere z;;, € R", y;;, € R? and u;, € RP are, re-
The contributions of this paper are outlined as follows$pPectively, the state vector, the measurement output aad th
) the system model is comprehensive that takes stocha&@trol input of agent. Ay, By, Cy, Dy and £, are time-
noises, time-varying effect and several engineeringnteié Varying matrices with compatible dimensions; . € R*
constraints into simultaneous consideration; ii) the new@ndvix € R” (i = 1,2,...,N) are mutually uncorrelated
proposed mean-square consensus index provides an ietui@f0-mean Gaussian white noise sequences. Demnpte=
insight into the characterization of the transient behaviio [w1T,k " szvzc ’UEI@ e UJT/,I@]T' The statistical properties of
the consensus process; and iii) the proposed algorithmualo wi,x @ndv; . can be described as follows:
much flexibility in making the trade-off between certain es- E{zb } —0
sential performances (i.e., consensus accuracy and trigge k T
frequency). E{ i} = [ diag Ny { Wi x0r } . 0
The rest of this paper is organized as follows. Section 0 diag n{ Vi x0r1}
Il formulates the even_t-triggere_d outpu_t-feedback cosssn whereW, x andV;, (i = 1,2,..., N) are all known positive
conf[rol problem for d|screte t|me-vary|ng stochastic MA%efinite rhatrices,'andkl is defined by:
subject to sensor saturations. The main results are peskent
in Section Il where sufficient conditions for the MAS to I k=1
reach the mean-square consensus with guaranteed perfteman Ot = { 0 ey
are given in terms of recursive matrix inequalities. Settio
IV gives a numerical example and Section V draws our The saturation function(-) in (2) is defined as
conclusion.
Notation R™ denotes the-dimensional Euclidean spadk, k(1) 2 coly{ri(r)} (3)
denotes am-dimensional column vector with all ones, ahgd ]
denotes the identity matrix of dimensions. The notatiof > Wherex;(r(?) = sign(r(®)) min{r{h, [r?]} with »@ denot-
Y (respectivelyX > Y), whereX andY are symmetric ma- ing theith entry of the vector.
trices, means thaX —Y is positive semi-definite (respectively Definition 1: Let U; and U, be real matrices with/ =
positive definite)E{x} stands for the expectation of stochasti¢’/> — Uy > 0. A nonlinearityo(-) is said to satisfy the sector
variablex andE{xz|y} for the expectation of conditional on condition with respect té¢/; and U, if
y. For matricesA € R™*"™ and B € RP*4, their Kronecker T
product is a matrix irR™?*"¢ denoted asA @ B. tr|A] means (¢(y) — Ury) (p(y) — Uay) <0. (4)
the trace of matrixA and diad Fy, F»,. .., F,} denotes a
block diagonal matrix whose diagonal blocks are given
Fy\, Fs, ..., F,. The notationcol,, {x;} represents the column
vector [ z{ x5 .- }T. diag, {A} and diag,{A;}
denote the block diagonal matricesag{A, A4,..., A} and
diag{ A1, As, ..., A, }, respectively.

bg} this case, the sector-bounded nonlineaity) is said to
elong to the sectolU;, Us).

Noting that if there exist diagonal matricé§ andGs such
that0 < G; < I < G, then the saturation functiot(Cyx; 1)
in (2) can be written as follows:

K(Crzix) = G1Cxzi gk + ©(Crai ) (5)
Il. PROBLEM FORMULATION ) ) ) )
_ ] ~ wherep(Crx; i) is a nonlinear vector-valued function satisfy-
In this paper, the multi-agent system hasagents which ng the sector condition with; = 0 andU, = G 2 G — G4,
communicate with each other according to a fixed networke  ,(Cya; ;) satisfies the following inequality:
topology represented by an undirected gré&pk (v, &, ) ’

of order N with the set of agenty’ = {1,2,..., N}, the set " (Craik) (p(Crxin) — GCraik) < 0. (6)
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In this paper, a control protocol of the following form iswhere 1 = coly{y;x_ 1} represents the measurements
adopted: obtained at time instarit — 1. Then, at time instant, given
the measurementg, = coln{y:rx} (wWhich means thaty, is
wi g = Kgnie with ;. = Z hij (yj,k - yi,k) (7)  also available according to (7)—(8)), we can calculate, by

JEN;
where K, is the feedback gain to be designed ang Tl = iE{(leV ®In)$k+l‘yk}
represents the updating signal feeding to the controllageht N 1
i. = ALz + N(l}l\} ® (BkKk))ek. (14)

Let us now discuss the event-triggering mechanism to be _ _ _
adopted. Suppose that the sequence of the triggering tastdhshould be pointed out that recursion (14) plays a pivait r
is {ki} (t=0,1,2,...) satisfying0 < ki < ki <k} <-.. < in computing the expected average state at each time instant
ki < ..., wherek! represents the time instaht when the and subsequently in obtaining the desired feedback gaoh Su
(t + 1)-th trigger occurs for agent Then, fork > ki, define @ procedure will be discussed later in more detail.
. Definition 2: The performance index of the mean-square
€ik = Miki — Nik (8) consensus for agerit(i = 1,2,...,N) of the time-varying

with Mi,ki representing the updating signal feeding to th%ﬁ?ﬁ?jt& multi-agent system (1)-(2) at time instanis

controller of agent at the latest triggering timg:. Then, the
sequence of event-triggering instants is determinedtivetyg Dir=E { (zige — Zk) (wip — a—;k)T} ) (15)

by
Remark 1:The performance inde®; ; of the mean-square

kipi =inf{k € Z*|k > kj, ¢}, Qi eix >1}  (9) consensus characterizes the deviation level from the agent
. . . o the expected average of the statgsat time instantk,
where €, , > 0 is referred to as the triggering thresholc{h . . .
maLrix. ereby reflecting the transient consensus accuracy_dthmg
Applying the event-triggering mechanism, we can rewritdyna.mlcal CONSeNnsuUs process. _Such an index, which can be
the updating signal;  defined in (7) as f0||0\'NS' fﬁtumvely understood as the “dlstance" from agg’nto the
i,k : expected center of the MAS (characterizeddpy at time step
0, ke 0,k k, ?s proposed in response to the_ consideration of_ the additiv
Nik = - ke [ki i ) (10) noisesw; z?md Vi ks .the event-triggered mechanism (9) as
i,k AR AR well as the time-varying nature of MAS (1)—(2). In general, a
which implies that the controller input defined in (7) rensminsmaller®; ;. (in the sense of matrix trace) is indicative of a
a constant in the execution intenja}, k.1 ). Without loss of better consensus performance at time instant
generality, it is assumed that ;; = 0 when’ € [0 Ei). The Assumption 1:The initial values of each agent, namety,
control law can be now rewritten as (i=1,2,...,N) are known and satisfy

ik = Ki(mik +eiw),  erpQipein <1 (11) (wi,0 — o) (wi0 — To)" < To (16)
herel'y > 0 is a known positive definite matrix.
Definition 3: Let the undirected communication graph
a sequence of triggering threshold matricgs; . }»>0 and
Tpp1 =(In @ Ap + Hyp @ (BrKpG1C)) i, a sequence of positive definite matric€B },>¢ be given.

+ (In ® Dy)wy + (Hk ® (BkKkEk))Uk The MAS (1)-(2) is said to reach mean-square consensus with

respect to the triplé?, {Q; .}, {T'x}) if
+ (M @ (BeKy)) ok + (In ® (BeKy))er  (12) P PIE, (i, {Tw)
gi,k < Fk, Vi € 7/, k> 0. (17)

Implementing control law (11) to MAS (1)—(2), we obtain”/
the following closed-loop system:

where
hold at each time instark, where®, ;. is defined in (15).

v = coly{ i}, ex = coln{ein}, pr = coln {#(Chrik)}, Our objective of this paper is twofold. First, we aim

wy, = coly{wi k}, vk = coln{vix}, to design the sequence of output-feedback gdifi$ } >0
—degl,  hio his -+  hin such that MAS (1)-(2) reaches mean-square consensus with
ho1  —degl  hys -+ han respect to(¢,{Q; r},{'x}). Second, we aim to solve two
Hy = . . . . optimization problems which, respectively, minimizg (in

. . . the sense of matrix trace) to seek the locally best consensus
h h hng - —deghy imi - i
N1 N2 N,3 Sin performance and maximize; ;, (in the sense of matrix trace)

In order to discuss the consensus performance of MAS (1if-design the locally lowest triggering frequency at eaafeti
(2) in the mean square, we first denote the average state offftant.

agents by:
g Y IIl. MAIN RESULTS

N
- 1 1 L 1:A symmetric matrix P € R*¢ is positive
agl) L Z’ B :_E{]_T@In ’ 7} emma 1: % p
T N ;x ke |Yk—1 N (Ay ok |yr—1 definite if and only if there exisp; € R (I = 1,2,...,¢)
(13) such thatP = >";_, pipf and rankp; ps -+ p] =e.
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Lemma 2:(S-procedure [3]) Leto(-), ¥1(:), ..., ¥m(-) be

~ N
6, =Y el L,
quadratic functions of the variable € R™: ¢;(s) £ ¢TT)c =t

~ N
(j = 0,...,m), whereT' = Tj. If there existr; > 0, O3 = Zfl ﬁ)ETl O p Ly
.., Tm > 0 such thatc™(T, — 7", 7, T;)c < 0, then the ~
following is true: To = 2z mith) Or = 7.y, +dlag{®15627@370} (23)
1(s) <0, Pm(s) <0 — o(s) <O0. (18) Wwith Fj, € R"*" being a factorization ofl’, (i.e., I'x =
- N - FLFT).

Lemma 3:(Schur Complement Equivalence) Given con-
stant matricesS;, Sz, S3 whereS; = St and0 < Sy = S5,
thenS; + S1S, 1S3 < 0 if and only if

T _
[Sl S }<0, or [ S 83}<0. (19)

Proof: First of all, denotez; , = z; — 7 and & =
coly{Z; }. By subtracting (14) from (1), we obtain

Ti k1 =Ti k+1 — Thtl
=Agz; , + By (Kk(m K+ ein) + Dewig

(At 5 (k@ (BK)e). (@4

Taking (12) into consideration, we can easily acquire

Sy -8 sTos

A. Consensus control subject to a fixed trijf#é, 2; 5, I'x)
For simplicity of the following notation, we denote

Lo;2[0 -0 I, 0 0], (o ={n,q}) Tpr1 =2ht1 — (AN ® 1) Trpa
i1 N—i =(In @ Ag + Hi ® (BrKpG1Ch)) i,
s : s J=N)/N, i=j + (Hi @ (BrKy))px + (In @ Dy )wy,
Ni = aij]nxn with ag; = { _ 1N, —y + (i @ (BREKRER) v, + (In ® (BuKy))ex

Tk £ diag{—1,L, ;L,:,0,0}, E £ My, ® (BuKyEx),
TQkédiag{ 1,0,£7 Q7 L,4,0 },DkéIN(g)Dkv

q, z 7, k
Wi £ diagy {Wi}, D, £ Dy Ly ;Tity Lo iDiWi,

Vi, £ diagy{Vi}, & 2 EF Ly Tl Lok Vi,
s 2 Iy @ (ApFy) + Hi, @ (BrKiG1Cy Fy),

I, [ 0 My —-Np® (BpKk) Hi ® (BpKk) ] ,
[ _(1N ® (GCk)),fk —In ® (GCRF,) 0 ] ,
A1 0 Ul

Moreover, by Lemma 1, the matricéd, and V, can be
decomposed byV, = >7_, ﬁlykﬂfk andV, = >, Wl,kﬁgk
with U, € R andm,k € R¢ (e = Nw, e = Nv).

Theorem 1:Let the triple(¥4, {Q; 1}, {T'x}) be given. MAS
(1)—(2) reaches mean-square consensus with respect to \{f@re F, € R"X" is a factorization of;, (i.e., T = Fka ).
triple (¢, {2, }, {T'x}) if there exist a sequence of real-valuegyence, withz;, £ coly{zi}, it follows from (27) that
matrices { K } >0, sequences of positive scalafs; i }x>0 -
and {/\Z Kk} E>0, sequences of non-negative scal ,k)}kzoi o = (v ® Ln)Tk + (In ® Fi) 2. (28)
{ o }k>0 and {Tk >}k>0 (i = 1,2,...N) such that the With the help of (28), we obtain from (25) that

(Iny ® 1) T4

1
— (1N X In)Akfk — N((lj\[l}}) X

=(In ® Ay, + Hi ® (BpKG1Cy))
+ Drwy, + Epvg + (Hk ® (BkKk))‘Pk
— (In ® Ap)zy — (Ni ® (BrKy)) e (25)

The rest of the proof is performed by induction. It follows
directly from (16) that, wherk = 0, ©;9 < Iy (Vi € ¥) is
satisfied. Supposing tha&; ; < I'; holds at time instank,
it remains to prove tha®; ;41 < I'x4; also holds with the
condition given in the theorem. Next, it can be easily vedlifie
that if

(BpKy)) e

}GH
o
(> H

>

E{(zix — Zk) (@i — Tk)" } < T, (26)
then there exists; , € R™ with E{ziykzgk} < I,, such that

Tigk =Tk + Frzig (27)

followmg recursive linear matrix mequalities (RLMIs) er - _
Lh4+1 =Lh+1 —

true: { . | T ] 0 (20) :(IN ®Q A+ Hi ® (BkKkGlck))
U —diag Tky1} | = x (In ® L) Tk + (In ® Fr)zg)
[ Xk T } <0 (21) + (Hie ® (BrE)) i + (Iv © DeJun.
7 —diag {Tk4a} | = + (Hk ® (BkKkEk))vk — (v @ Ag)zy
—O; Lt <0 1 (Nk N (BkKk))
where + (Hi ® (BrEG1CrF)) 21, + (In ® Dy )wi

O = (I ® (£,:Dy))cole{di 1},
T = (I ® (ﬁn 1516))(301 {7TZ k}

0, =1- (Vi + Nike) — Zjvzl ( U 7(2)) ,

+ (Hir @ (BrKy))or + (Hie @ (B Ky Ey) )y,
— (In ® Ap)zy — (Ni @ (BiKy))er

=(In ® Di)wi + (M @ (BrKrEg)) vk
+ (IN & (Aka) + Hi ® (BkKkGlcka))Zk



FINAL 5

— (J\/k ® (BkKk))ek + (Hk ® (BkKk))gok Aft_er some tedious but straightforward manipulations, we
:(IN & (Aka) + Hi ® (BkKkGlcka))Zk arrive at
— (Nk ® (BkKk))ek + ('Hk ® (BkKk))cpk N
+ Drwy, + Epvy. (29) 51? (Hk + 1L — 7'153)‘11/6 - Z (ﬁ'%gﬂ,k + Ti(,i)ﬁ,k))fk <0
i=1
Subsequently, by denoting ., (39)
wherell;, = diag{~; r + \ik,0,0,0} — diag{1,0,0,0}.
& £ [1 2 ef of ]T, (30) By Lemma 2, it follows from (33), (35), (37) and (39) that
I, £ [ Drwy + Epvr o T
<0.
N ® (BeKy) Hi ® (BiKr) ], (31) & (I +103,)&, < 0 (40)
we can further express,; in (29) as follows: According to Lemma 3, the set of RLMIs (20) holds if and
only if
Tpp1 = Thp1 — (AN @ 1) Tpepr = Mg (32)

€ T T pT p—1
. . - <
Next, it follows from Lemma 3 that Vi F 21:1 Uik Dk Lo i Tiia LniDitir <0 (41)

E{Zi,kzgk} <I,= E{ngzi,k} <1 which, by properties of matrix trace, are equivalent to

= E{&'T1 <0 33 e N
{gk 1,k€k} = ( ) —Yi,k Zl:l tr [Dgﬁz,irkilEn,ipkﬁlykﬁ’ll:k] <0. (42)
whereT; ; is defined previously.
By the same token, we can know from (11) that the vect®ince W, = >";_, ¥, 9}, inequalities (42) imply
e satisfies '

e peir <1, (34) tr[Zk] = tr[Dy Ly ;Tit 1 LniDiWi| < vik- (43)
which can be described . as follows: Along the similar line, it can be derived from RLMIs (21)
G Tonée <0 (35) that

tr[&| = tr [EFLY . T L Lo iEVie] < Nk 44
whereT; ;. is defined previously. r[6k] = tr [Ee Lo Taga LnsiVe] < Ao (44)

Similarly, inequality (6) which characterizes the conistita

. i A . .
resulting from the sensor saturations can be rewritten as Denotinglly. = [Dywy +&vx 00 0] and taking into account

the statistical properties of random variables and v, we
((IN & In)gOk)T(gOk — (IN X (GC’k))xk) <0. (36) obtain

Substituting (27) into (36) leads to B{& T Ly Tty LnillEr}
=6, + B{N LY oot £, e
go;f(IN®In)(gok— (In ® (GCy)) ]fr*k k T{ k kLol i1 Ll }
=&, Ui&r + & diag{tr[Px] + tr[6%],0,0,0}&. (45)
X (v @ Ln)ag + (In © F)z) ) <0,

Therefore, it can be verified from inequalities (43), (44¥an
which can be equivalently expressed fyas (40) that the following is true:
T
S ik < 0 (37) (e E LY DL Lo} — 10, (46)

with ¥, being defined previously.

So far, in terms of the vecto§,, we have converted all APPlying now Lemma 3 to inequalities (46), we acquire
the constraints imposed on the time-varying MAS (1)—(29 int
certain inequalities (i.e. (33), (35) and (37)). It now rénsa E{LiMi&r&y T L3} < Tria (47)
to show thatl';, 1 < 1 holds if the condition of this theorem

is satisfied at time instarit To this end, by means of LemmaWwhich implies thatD; .41 < T'xi1 (i = 1,..., N) also hold
3, the set of RLMIs (22) is feasible if and only if and the induction is now accomplished. Consequently, MAS

) B B (1)—(2) reaches mean-square consensus and the proof is thus
—Op+ Ly Tyt LTI < 0. (38) complete. ]
It follows from Theorem 1 that the desired control protocols

For brevity of later development, we denote could be a set if non-empty. An interesting issue would be

i, 207 cr Ay 1 8 to look for certain optimal protocol among the feasible set
based on some criteria of engineering significance. In the
Substituting (23) into (38) yields following, two optimization problems are discussed in arde

- 3) . . to seek the locally best consensus performance and locally
&k (Hk =T WUk — dlag{Gla ©2, 03, 0})5k <0. lowest triggering frequency, respectively.
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B. Optimization Problems

our main results can also be extended to the filtering/cbntro

Problem 1: Minimization of{T'; } =0 (in the sense of matrix Problems for systems discussed in [16], [25]. In particutar
trace) subject to fixed couplé, {€;,}) for locally best IS worth pointing out that another one of our possible regear

consensus performance

topics in future is to investigate MASs with much more

Corollary 1: Let the pair(¢, {Q2:,}) be given. A sequence complicated dynamics such as the heterogeneous struatures
of minimized {T'}xso (in the sénse of matrix trace) canl12]; the Markovian jump parameters in [15] and the random-

be obtained if there exist real-valued matricé&}>o,

event triggering mechanism in [10] due to their engineering

positive scalargy; x }r>o0 and{;  }x>o, NON-negative scalars Significance.

{Ti(i)}kzo, {Ti(.,Qk)}kZO and{T,g?’)}kZO (Z =1,2,.. N) soIving
the following optimization problem:

min tr[Cgr1]

| 7Kk-,'Y'L,k-,>\i,vai(’lk)77'i(,2k) -,7';3)

s.t. (20)— (22).

(48)

Remark 4:1t should be pointed out that, within the pro-
posed framework, the feedback gdiip needs to be calculated
first by using the global information on the topologdy;
before the implementation. Then, according to the obtained
control protocol, the agents will reach the desired consens
by using the neighbors’ information only. In this consensus
process, the global information is no longer required and,

Problem 2: Maximization of {€2; x}r>0 (in the sense of therefore, the multi-agent system works in a distributeg.wa

matrix trace) subject to fixed couplgZ, {T'}) for locally
lowest triggering frequency

It is worth mentioning that there have been some research
papers coping with the MAS control problems by utilizing the

Corollary 2: Let the pair(¢4,T';,) be given. A sequence of global information (e. g., the topology structure or the max
maximized(2; ;, (in the sense of matrix trace) is guaranteeinum/minimum eigenvalues of Laplacian matrices), see [24]

if there exist real-valued matriceld;, } x>0 and {Y; x }r>o,

for example. [4] is another quintessential example whetb bo

positive scalarg~; . } x>0 and{\; 1 }»>0, Non-negative scalars centralized and distributed approaches have been devttope

{Ti(i)}kzo, {Ti(.,Qk)}kZO and {Tlgg)}kzo (Z =1,2,..., N) solv-
ing the following optimization problem:

N
min tr ;T (49)
Kkv’ri,kv'ﬁ,kv)\i,k771;(,11277«;(,212*7-1&3) l;
—O %
s.t. (20)— (21) & - <0
(20)-(21) [ LIl =T } N

where

A ~ ~ N

Gk :diag{®1, 927 Zi:l KIqI:,LT,L(Qk) Ti,k£q,i7 0} + Tlgg)\lfk
anda; > 0 are weighting scalars satisfyi@jf,v:1 a; = 1. The

triggering threshold matrix; , can be computed bQ; , =
T,

deal with the event-triggered control for multi-agent syss.
Nevertheless, it would be interesting to develop a framé&wor
within which the control protocol can be designed only using
the neighbors’ information of the agents, and this will be on
of our future research topics.

IV. [LLUSTRATIVE EXAMPLE
Consider a multi-agent systems with following parameters:

A, [ 1+02sin(0.3k) 0.02+ 0.02sin(k)
k= 0.02 1+0.2sin(2k) |’
| 0.3+ 0.15cos(3k) ~ | 0.3+0.06cos(3k)
Bi = [ 0.3+0.12¢7* } » D= [ 0.03 ’

Cr = 0.2+0.03sin(k) 0.25+ 0.01cos(4k) |,
B =03+ 0.03sin(k), Wi = Vip =1, G1 = 0.9, Go = 1.

The proofs of Corollaries 1-2 are straightforward and thus

omitted.

Let there be 4 agents connected according to an undirected

Remark 2:Based on Theorem 1, Corollaries 1-2 convefraPh¥ with the associated matrix set by

the original optimization problems to certain eigenvalpieb-

lems (EVPs) for minimizing the sum of the eigenvalues (which
is equivalent to the matrix trace) of certain variables sabj
to the RLMIs constraints. As discussed in [3], such EVPs

-4 1 2 1

1 -4 1 2
= 2 1 -4 1

1 2 1 -4

can be solved numerically using the interior-point methd e

ficiently. Moreover, note that the control law is linear ftioo

In this simulation, the saturation threshold valug,, =

of the output deviations. Therefore, the suboptimal cdntrd. The functiong(Cya; ) in (5) can then be described by
algorithms developed in Corollaries 1-2 can only be appliet{ Ck@i k) = £(Crik) — 0.9Ck T .

to the linear output feedback control case. The correspondi  Set the initial values of agents’ states and the inifiglas
optimal consensus control problem via nonlinear feedbackfpllows:
one of problems deserving our further investigation. 20 25 10
Remark 3:So far, we have shown that 1) the solvability of 1,0 = { 5 } 0 £2,0 = { 15 } » £3,0 = { 20 } ;
the addressed mean-square consensus problem is castanto th 5 147 —75
feasibility of a set of RLMIs; and 2) the proposed strategy is T4,0 = { } , o= { B ] .
) 30 75 226
capable of making trade-off between the consensus accuracy
(characterized by';) and the triggering frequency (illustratedThen, it can be easily checked that the initial condition
by ©Q; 1) by making full use of the design flexibility. Moreover,(16) is satisfied. By implementing the schemes proposed in
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Corollaries 1-2, the simulation results are shown in Table dptimize the consensus performance and triggering frezyen
Table Il and Figs. 1-6. respectively. Finally, an illustrative example has beepl@iked
Table | presents some of the output feedback controllgr show the effectiveness of the proposed control scheme.
gains by solving the RLMIs in Corollaries 1-2. It can be
seen from Figs. 1-4 that the trajectories of each agent in
Problem lare much closer to the average state than those
in Problem 2 which indicates that the algorithm proposed in[1] M. Basin, S. Elvira-Ceja, and E. Sanchez, Central stibwit mean-

Corollary 1 leads to a better consensus performance. Asfar a squareH., controller design for linear stochastic time-varying syss,
Int. J. Syst. Sciengevol. 42, no. 5, pp. 821-827, 2011.

the triggering frequency is ?Oncemed’ the tOtaI_ trig@times [é] J. G. Bender, An overview of systems studies of automdtigthway
are shown, with a comparison to the conventional time-based systems)EEE Trans. Veh. Technolvol. 40, no. 1, pp. 8299, 1991.
strategy, in Table Il for both optimization problems. It dam

observed that i) the proposed event-triggering mechan&am c

effectively reduce the triggering frequency; and ii) the¢ato a5 ‘
triggering times inProblem 2are less than those iRroblem wl -- -A(;H |
1 which implies, as we anticipate, that the triggering fratgye - jgent 2|
can be further reduced if we implement the strategy provide Agent 4
in Corollary 2. Such a finding can be further verified via the

comparison between Fig. 5 and Fig. 6.
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