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A method is presented for treating singularities which occur in solutions of Parabolic partial differential equations due to sharp corners in the boundary. The method is essentially an extension of the method due to Motz (1946) for solving Elliptic problems and approximates to the analytical form of the singularity in terms of neighbouring function values at each time step. It is used in conjunction with the simple explicit finite-difference scheme and subsequently the overall method is explicit.
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1. Introduction.

In recent years much attention has been given to elliptic partial differential equations in domains which contain re-entrant corners but little work has been done on corresponding parabolic problems. Standard finite difference and, to a lesser extent, finite element methods fail to produce accurate approximations to the exact solution in the neighbourhood of a singularity.

In the following method the finite difference approximation in such a neighbourhood is replaced by a truncated series representation of the exact solution at points close to the corner. The coefficients of this truncated series are estimated at each time step in terms of the solution values at points where the influence of the singularity is neglected and which have been derived by an explicit finite difference process from the previous time step. It is also possible to implement the method with an implicit scheme but it is computationally desirable to avoid the solution of awkward systems of equations at each time increment. The analytical form of the exact solution around a general sharp corner for the transient heat flow or diffusion equation is derived in section 2 and is applied in section 3 with reference to the re-entrant corner. The number of terms included in the truncated form of the solution is optional and is discussed later in terms of two model problems.
2. Singularities in Time-Dependent Problems.

Consider the two dimensional, time-dependent, diffusion equation in a bounded domain containing boundary singularities due to the presence of sharp corners in the boundary where

\[ \nabla^2 u = \frac{\partial u}{\partial t} \quad (x, y) \in \mathbb{R}, \quad t > 0, \quad (2.1) \]
\[ u = f(x, y) \quad (x, y) \in \partial \mathbb{R}, \quad t \geq 0, \quad (2.2) \]
\[ \frac{\partial u}{\partial n} = 0 \quad (x, y) \in \partial \mathbb{R}_1, \quad t \geq 0 \quad (2.3) \]
\[ a \frac{\partial u}{\partial v} + b(u - v) = 0, \quad (x, y) \in \partial \mathbb{R}_2, \quad t \geq 0, \quad (2.4) \]

and \( a, b, v \) are constants.

The region \( \mathbb{R} \) is a bounded domain with boundary \( \partial \mathbb{R} = \partial \mathbb{R}_1 \cup \partial \mathbb{R}_2 \), where \( \partial \mathbb{R}_1 \) is that part of the boundary which contains the singularities.

Taking a typical sharp corner \( P \), we can express (2.1) in polar coordinates \( r, \theta \) centred at \( P \), (Fig. 1), in the form

\[ \frac{\partial^2 u}{\partial t^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \theta^2} = \frac{\partial u}{\partial t}. \quad (2.5) \]

The boundary conditions (2.3) in the neighbourhood of \( P \) become

\[ \frac{\partial u}{\partial \theta} = 0 \quad \text{at} \quad \theta = 0, \quad \theta_o. \quad (2.6) \]

Letting the solution of (2.5) have the form

\[ u = e^{-\alpha^2 t} R(r) \psi (\theta) + w(r, \theta) \]
where \( w(r, \theta) \) is a solution of Laplace's equation and represents the steady-state form of the singularity, we obtain the following equations for \( R \) and \( \psi \):

\[
\psi'' = -\omega^2 \psi, \tag{2.7}
\]

\[
R'' + \frac{1}{r} R' + R (\alpha^2 - \frac{\omega^2}{r^2}) = 0. \tag{2.8}
\]

Equation (2.7) has a solution

\[
\psi = A \cos \omega \theta + B \sin \omega \theta,
\]

and (2.8) is Bessel's equation with solution

\[
R = C J_\alpha(\alpha r), \quad w \geq 0,
\]

which is finite at \( P \).

Thus, a separation of variables solution of (2.5) is

\[
u(r, \theta, t) = e^{\omega t} J_\alpha(\alpha r) \left[ A \cos \omega \theta + B \sin \omega \theta \right] + w(r, \theta). \tag{2.9}
\]
Imposing the boundary conditions (2.6) on the above solution we obtain

\[ B = 0 , \]
\[ \omega = k\pi / \theta_o , \quad k = 0, 1, 2, \ldots \]

where (Motz 1946)

\[ w(r, \theta) = \sum_{k=0}^{\infty} c_k r^{\lambda_k} \cos k\lambda \theta , \]

with \( \lambda = \pi / \theta_o \) a solution of (2.5) and (2.6) becomes

\[ u(r, \theta, t) = \sum_{k=0}^{\infty} A_k e^{-\alpha_k^2 t} J_{\lambda_k} (\alpha_k r) \cos k\lambda \theta + \sum_{k=0}^{\infty} c_k r^{\lambda_k} \cos k\lambda \theta. \quad (2.10) \]

A general solution in the neighbourhood of \( P \) will be

\[ u = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} A_{j,k} e^{-\alpha_j^2 t} J_{\lambda_k} (\alpha_j r) \cos k\lambda \theta + \sum_{k=0}^{\infty} c_k r^{\lambda_k} \cos k\lambda \theta. \quad (2.11) \]

The \( \alpha_j \)'s are the zeros of some function of Beaseel functions determined by the conditions on another part of the boundary.

The solution, (2.11), at point 0 is finite but successive derivatives with respect to \( r \) at \( P \) may not be finite. In fact, if \( \theta_0 > \pi \) (\( \lambda < 1 \)) then all derivatives of \( u \) with respect to \( r \) will contain singular terms. This indicates the necessity for replacing the finite-difference approximation at \( P \).


The method to be described is essentially that of Motz (1946) and is applied to the problem of the re-entrant corner, defined by
\[ \theta_o = \frac{3\pi}{2} \text{ i.e. } \lambda = \frac{2}{3}. \]

Therefore equation (2.11) becomes

\[
u(r, \theta, t) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} A_{kj} e^{-\alpha j^2 t} \frac{J_{2k}(\alpha j r)}{3} \cos \frac{2k\theta}{3} + \sum_{k=0}^{\infty} c_k r^k \cos \frac{2k\theta}{3}
\]

(3.1)

Since we are interested in approximating to the solution in the neighbourhood of P we express equation (3.1) as a single power series in \( r \) by expanding the Bessel functions and collecting terms of like powers in \( r \). Thus

\[ \frac{J_{2k}(z)}{3} = \sum_{m=0}^{\infty} \frac{(-1)^m (z^{2k+2m})}{m! \left( \left( \frac{2k}{3} \right)^{2k+2m} \right)} \]

and (3-1) can be written

\[
u = a_0(t) + a_1(t) \cos \frac{2\theta}{3} r^{2/3} + a_2(t) \cos \frac{4\theta}{3} r^{4/3}
\]

\[ + r^2 [a_3(t) \cos 2\theta - b_0(t)] + O(r^{8/3}), \]

(3.2)

where the \( a \)'s are functions of \( t \) and represent the coefficients of the leading term in each Bessel function expansion. The term \( a_0 \) is the coefficient of the first term of \( J_0 \) and is given by

\[ a_0(t) = c_0 + \sum_{j=0}^{\infty} A_{kj} e^{-\alpha j^2 t} \]
Similarly $a_1$ corresponds to the leading term of the expansion of $J_1$ and etc. The $b$'s are the coefficients of the second term in each Bessel function expansion and so on.

The series (3.2) is used, at time $t$, to obtain function values at points near to the corner in terms of those at points further away. The two sets of points will be referred to as Near and Far points. The number of terms considered in the series determines the number of Near and Far points used as one Near and one Far point are required to eliminate each unknown coefficient. Inspection of (3.2) reveals that for only three terms to be taken account of, three Near and three Far points are required, whereas, if four terms are used five pairs of points are needed.

In the case of just three terms "being used in the approximation, we have

$$u = a_o + a_1 \cos \frac{2\theta}{3} r^{2/3} + a_2 \cos \frac{4\theta}{3} r^{4/3},$$

which can be rewritten as

$$u = \begin{bmatrix} 1, \cos \frac{2\theta}{3} r^{2/3}, \cos \frac{4\theta}{3} r^{4/3} \end{bmatrix} [a_o, a_1, a_2]:$$

(3.3)

In figure 2 $N_1, N_2, N_3$ are the Near points and $F_1, F_2, F_3$ are the Far points.
From (3.3) we can obtain the relationships:-

\[ u_N = N \hat{\alpha}, \quad u_F = F \hat{\alpha} \]  \hspace{1cm} (3.4)

where \( u_N \) and \( u_F \) are vectors of the function values at Near and Far points respectively, and

\[ \hat{\alpha} = [a_0, a_1, a_2]' \]

Eliminating \( \hat{\alpha} \) from the equations (3.4) gives

\[ u_N = NF^{-1} u_F \]  \hspace{1cm} (3.5)

and this relationship is used whenever function values at \( N_1, N_2 \) or \( N_3 \) are required by the explicit finite—difference process. Since this scheme uses only function values at time \( t \) to compute values at \( t + \delta t \), the application of (3.5) at \( t \), when required, will in no way alter the explicit nature of the scheme.
Any number of terms can be used in the approximation. The more terms considered, the better the analytical representation of the singularity, but a higher order approximation does not necessarily imply greater numerical accuracy, since the gain from a better approximation is offset by the enlarged region needed to represent it. Ideally, to improve accuracy we need to increase the order of the approximation without substantially increasing the region of application, that is, try to restrict Near and Far points to the neighbourhood of P.

One way of achieving this is to introduce a finer mesh just around the re-entrant corner, but the method becomes cumbersome when programmed. Another, is to choose some Near points at non-tabular points and then ignore them when applying the difference scheme.

For example, consider an approximation containing six terms, by further inspection of (3.2) it is found that nine Near and Par points are required. Arranging them as shown in figure 3 gives greater accuracy for the same number of mesh points as are required for the normal application of a five term approximation.
Far points denoted by x, Near points denoted by.
(Total number of mesh points used is 14 as opposed to 18)

fig. 3

The Near points numbered 6, 7, 8 and 9 in figure 3 are used solely for the elimination of coefficients in the approximation and play no other part in the step by step finite-difference process.

4.1. First Problem.

Consider the problem, \( u(x,y,t) \) satisfying the equation

\[
v^2 u = \frac{\partial u}{\partial t}, \quad t > 0,
\]

in the region \( R \), shown in figure 4, with the boundary conditions

\[
u(x,0,t) = 1000,
\]
\[
u(x,1,t) = 0,
\]

and \( \frac{\partial u}{\partial n} = 0 \) on all other boundaries, where \( \frac{\partial}{\partial n} \) is the derivative normal to the boundary. The initial condition is a small time solution in a plane medium and is taken to be

\[
u(x,y,0) = \text{erfc} \left( \frac{x}{2 \sqrt{t}} \right)
\]

where \( t = 0.0005 \) and is equivalent to one time step in the numerical solution which follows.

---

**Fig 4. Solution Domain**
<table>
<thead>
<tr>
<th>5 Term Approx.</th>
<th>6 Term Approx.</th>
<th>Simple Explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(with point configuration of Fig. 3)</td>
<td></td>
<td>dx = dy = 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dt = 0.0005</td>
</tr>
</tbody>
</table>

Solution corresponding to a time of 0.1 (200 time steps)
The problem was solved with three, five and six term approximations at the two singular points. A mesh length of 0.05 was used, and the results presented in Table 1 are after 200 time steps of 0.0005. For comparison the results obtained from the standard application of the explicit finite-difference scheme with no special regard for the corner singularities are also shown.

Results obtained using a three term approximation are not tabulated as they proved to be totally inadequate and it would appear that on such a grid three terms are not sufficient to represent the solution around each singularity.

4.2 Second Problem.

Consider the first problem again, but in the region illustrated in figure 5. Here, the singularities are closer together and this severely restricts the number of terms that can be used in the approximation. It was found, using the same mesh as in the first problem, that any approximation with more than five terms failed to give an acceptable solution, except for the special case of the six term approximation with the point arrangement of figure 3. To use a higher order approximation a smaller mesh is required which increases computation time considerably.

Table 2 shows the results obtained using a six term approximation, firstly, applied in the usual way but with a finer mesh, and secondly, using the point configuration of figure 3 on the same mesh as in the previous problem.
TABEL 2

<table>
<thead>
<tr>
<th>531</th>
<th>535</th>
<th>464</th>
<th>468</th>
<th>399</th>
<th>402</th>
<th>335</th>
<th>337</th>
<th>276</th>
<th>277</th>
<th>223</th>
<th>223</th>
<th>177</th>
<th>176</th>
<th>139</th>
<th>137</th>
<th>108</th>
<th>106</th>
</tr>
</thead>
<tbody>
<tr>
<td>536</td>
<td>540</td>
<td>473</td>
<td>408</td>
<td>408</td>
<td>342</td>
<td>282</td>
<td>280</td>
<td>224</td>
<td>178</td>
<td>175</td>
<td>136</td>
<td>110</td>
<td>105</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>539</td>
<td>546</td>
<td>475</td>
<td>482</td>
<td>411</td>
<td>414</td>
<td>343</td>
<td>279</td>
<td>221</td>
<td>221</td>
<td>170</td>
<td>170</td>
<td>133</td>
<td>129</td>
<td>103</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>552</td>
<td>490</td>
<td>424</td>
<td>352</td>
<td>282</td>
<td>220</td>
<td>163</td>
<td>126</td>
<td>98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>551</td>
<td>560</td>
<td>493</td>
<td>506</td>
<td>434</td>
<td>449</td>
<td>347</td>
<td>279</td>
<td>218</td>
<td>219</td>
<td>156</td>
<td>148</td>
<td>122</td>
<td>114</td>
<td>97</td>
<td>92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>555</td>
<td>566</td>
<td>514</td>
<td>446</td>
<td>461</td>
<td>399</td>
<td>285</td>
<td>283</td>
<td>216</td>
<td>156</td>
<td>142</td>
<td>112</td>
<td>100</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>562</td>
<td>574</td>
<td>517</td>
<td>633</td>
<td>492</td>
<td>515</td>
<td>119</td>
<td>105</td>
<td>98</td>
<td>90</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>578</td>
<td>537</td>
<td>520</td>
<td>119</td>
<td>105</td>
<td>98</td>
<td>90</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>557</td>
<td>578</td>
<td>525</td>
<td>541</td>
<td>507</td>
<td>527</td>
<td>109</td>
<td>98</td>
<td>93</td>
<td>87</td>
<td>81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>571</td>
<td>582</td>
<td>546</td>
<td>505</td>
<td>532</td>
<td>118</td>
<td>96</td>
<td>91</td>
<td>90</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ dt = 0.0005 \]

| dx = dy = 0.05 | 6 Term Approx. (with Fig. 3 point configuration) | dx = dy = 0.05 |
| Simple Explicit | Finite Element | 6 Term Approx. |
| dx = dy = 0.1 | dx = dy = 0.025 | dt = 0.000125 |

Solution corresponding to a time of 0.1
Also tabulated are results obtained using the standard explicit method and the finite element scheme of Wilson and Nickell (1966). In this scheme triangular elements of side 0.1 were used with linear trial functions.

Table 2 only shows results around the two corners as values further away were consistent with each other.

4.3 Discussion of Results.

The results of both problems clearly illustrate the inadequacies of standard numerical methods in obtaining accurate approximations in the neighbourhood of boundary singularities, although the explicit method is surprisingly good especially in the first problem. This is because the five point finite-difference replacement inadvertently
takes account of the first singular term in the exact solution for the re-entrant corner.

For example, consider the first two typical terms of equation (3.1). We have the form

\[ u(r, \theta, t) = A_{\alpha j} e^{-\alpha r^2 t} J_\alpha (\alpha_j r) + A_{1j} e^{-\alpha r^2 t} J_{2/3} (\alpha_j r) \cos \frac{2\theta}{3} + c_\alpha + c_i r^{2/3} \cos \frac{2\theta}{3}, \]

corresponding to \( k \) being equal to zero and one in (3.1). We can now write down the form of the function values in the five points replacement, letting

\[ T_i = A_{i j} e^{-\alpha r^2 t} J_{2i/3} (\alpha j h), \text{ for } i = 0, 1, \]

we have,

\[ u(h, 0, t) = T_0 + T_1 + c_0 + c_1 h^{2/3}, \]
\[ u(h, \frac{\pi}{2}, t) = T_0 + \frac{1}{2} T_1 + c_0 + \frac{1}{2} c_1 h^{2/3}, \]
\[ u(h, \pi, t) = T_0 - \frac{1}{2} T_1 + c_0 - \frac{1}{2} c_1 h^{2/3}, \]
\[ u(h, \frac{3\pi}{2}, t) = T_0 - T_1 + c_0 - c_1 h^{2/3}, \]

and

\[ u(0, \theta, t) = T_0 + c_0, \text{ with } h=0 \text{ in } T_0. \]

Therefore, on substituting for \( T_0, \) the five point finite-difference replacement becomes
which can be written, after expanding the Bessel functions, as

$$4 A_o j e^{-\alpha j^2 t} \left[ \frac{J_o(\alpha j h)}{h^2} - J_o(\alpha) \right],$$

i.e.

$$-A_{oj}(\alpha j)^2 e^{-\alpha j^2 t} + o(h^2),$$

and as $h$ becomes small, this expression approaches $\frac{\partial u}{\partial t}$ given by (3.1) at $r = 0$. Therefore, the explicit finite-difference process satisfies the two leading terms of the exact solution.

The effect of treating the singularities is shown in the first problem and the results emphasize the gain in representation from the addition of an extra term for the same number of Near and Far mesh points.

The second problem not only contain two singularities but the distance between them is relatively small. Although it is desirable to include as many terms as possible in an approximation the close proximity of the corners restricts the number of neighbouring mesh points available. Table 2 shows the results obtained from the application of two six term approximations. Naturally, the values obtained from the normal application on a finer mesh ($dx = 0.025$, $dt = 0.000125$)
are more accurate but the computation time is more than
tenfold that of the special six term scheme on the usual
mesh (dx = 0.05, dt = 0.0005).

5. Conclusions

The results presented indicate the need to treat
boundary singularities in Parabolic partial differential
equations, if an accurate evaluation of function values
in such regions is needed. The method described is one
way of tackling this problem.

If, on the other hand, accurate values around a
singularity are not required then the simple explicit
method is probably adequate, as the results of both
problems suggest that inaccuracies due to sharp corners
are not propagated throughout the solution domain.

The author is indebted to Professor J. Crank for his
guidance during the preparation of this paper.
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