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Abstract:Thepaper dealswith the three-dimensional Robin type boundary-value problem (BVP) for a second-
order strongly elliptic systemof partial differential equations in thedivergence formwith variable coefficients.
The problem is studied by the localized parametrix based potential method. By using Green’s representa-
tion formula and properties of the localized layer and volume potentials, the BVP under consideration is
reduced to the a system of localized boundary-domain singular integral equations (LBDSIE). The equiva-
lence between the original boundary value problem and the corresponding LBDSIE system is established.
The matrix operator generated by the LBDSIE system belongs to the Boutet de Monvel algebra. With the help
of the Vishik–Eskin theory based on the Wiener–Hopf factorization method, the Fredholm properties of the
corresponding localized boundary-domain singular integral operator are investigated and its invertibility in
appropriate function spaces is proved.
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1 Introduction
We consider a three-dimensional Robin type boundary-value problem (BVP) for a second-order strongly ellip-
tic system of partial differential equations (PDE) in the divergence form with variable coefficients. The prob-
lem is investigated with the help of generalized layer and volume potentials whose kernel functions are
constructed by a localized parametrix.

In [9, 10], the localized boundary-domain singular integral equations (LBDSIE) approach is developed
for the Dirichlet, Neumann, Robin and mixed boundary value problems for a scalar elliptic second-order
PDE with variable coefficients (see also [8]). In [11], the LBDSIE system approach was used to investigate the
Dirichlet problem for a self-adjoint second-order strongly elliptic system of PDEs with variable coefficients.

*Corresponding author: Otar Chkadua, A. Razmadze Mathematical Institute of I. Javakhishvili Tbilisi State University,
6, Tamarashvili Str., 0177; and Sokhumi State University, 9 Politkovskaia Str., Tbilisi 0186, Georgia,
e-mail: otar.chkadua@gmail.com
Sergey Mikhailov, Department of Mathematics, Brunel University London, Uxbridge UB8 3PH, United Kingdom,
e-mail: sergey.mikhailov@brunel.ac.uk
David Natroshvili, Department of Mathematics, Georgian Technical University, 77, Kostava Str., 0175; and I. Vekua
Institute of Applied Mathematics, I. Javakhishvili Tbilisi State University, 2 University Str., Tbilisi 0186, Georgia,
e-mail: natrosh@hotmail.com



2 | O. Chkadua, S. Mikhailov and D. Natroshvili, The Robin type problem

The Robin type BVP treated in the present paper is well investigated by the variational method and also
by the usual classical potential method when the corresponding fundamental solution matrix is available in
explicit form, e.g., in the case of constant coefficients (see, e.g., [15–17]).

Our goal here is to develop the localized potentials method to the Robin type BVP for a second-order
strongly elliptic system.

The paper is organized as follows. First, using Green’s representation formula and properties of the local-
ized layer and volume potentials, we reduce the Robin type BVP to the localized boundary-domain singular
integral equations system. Further, we establish that the original boundary value problem is equivalent to the
corresponding LBDSIE system, which proved to be a quite nontrivial problem and plays a crucial role in our
analysis. Note that the corresponding localized boundary-domain singular integral operator (LBDSIO) belongs
to the Boutet de Monvel algebra. With the help of the Vishik–Eskin theory, based on the Wiener–Hopf factor-
ization method, we investigate Fredholm properties of the LBDSIO and prove its invertibility in appropriate
function spaces. The invertibility of the LBDSIO is very important from the point of view of numerical anal-
ysis since the LBDSIE approach leads to very convenient numerical schemes in applications (for details see
[18, 22, 23, 25–27]).

For the reader’s convenience we present some auxiliary material concerning classes of localizing cut-off
functions and properties of localized potentials in two brief appendices.

2 Matrix harmonic parametrix-based operators

2.1 Matrix co-normal operator and Green’s identities

Consider a uniformly strongly elliptic second-order formally self-adjoint matrix partial differential operator

A(x, ∂x) = [Apq(x, ∂x)]3p,q=1 = [
∂
∂xk
(apqkj (x)

∂
∂xj
)]

3

p,q=1
,

where the coefficients are assumed to be infinitely smooth functions apqkj ∈ C
∞(ℝ3) satisfying the following

symmetry conditions:
apqkj = a

qp
jk = a

kq
pj , j, k, p, q = 1, 2, 3.

Here and inwhat follows, the summation over repeated indices from1 to 3 is assumed if not stated otherwise.
Motivated by applications in mathematical physics and, in particular, the theory of elasticity of aniso-

tropic inhomogeneous solids, we assume that the coefficients apqkj are real and that the quadratic form
apqkj (x)ηkpηqj is uniformly positive-definite with respect to symmetric variables ηkp = ηpk ∈ ℝ, which implies
that the principal homogeneous symbol matrix of the operator A(x, ∂x) with opposite sign, i.e.,

A(x, ξ) := [apqkj (x)ξkξj]3×3

is uniformly positive-definite and there are positive constants c1 and c2 such that

c1|ξ|2|ζ|2 ≤ A(x, ξ)ζ ⋅ ζ ≡ apqkj (x)ξkξjζ pζq ≤ c2|ξ|
2|ζ|2 for all x ∈ ℝ3, all ξ ∈ ℝ3 and all ζ ∈ ℂ3. (2.1)

Here a ⋅ b := ∑3j=1 ajbj is the bilinear product of two column-vectors a, b ∈ ℂ3.
Further, let Ω = Ω+ be a bounded domain in ℝ3 with a simply connected boundary ∂Ω = S ∈ C∞,

Ω = Ω ∪ S, and let n = (n1, n2, n3) denote the unit normal vector to S directed outward the domain Ω. Set
Ω− := ℝ3 \ Ω.

We denote by [Hr(Ω)]m = [Hr2(Ω)]m and [Hr(S)]m = [Hr2(S)]m, r ∈ ℝ, the Bessel potential spaces for
m-dimensional vector functions u = (u1, . . . , um)⊤ on a domain Ω and on a closed manifold S without
boundary, while [D(ℝ3)]m and [D(Ω)]m stand for infinitely smooth vector functions with compact support
inℝ3 and in Ω, respectively, and [S(ℝ3)]m denotes the Schwartz space of rapidly decreasing vector functions
inℝ3. Recall that [H0(Ω)]m = [L2(Ω)]m is a space of square integrable vector functions in Ω.
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Let us denote by γ+u = (γ+u1, . . . , γ+um)⊤ and γ−u = (γ−u1, . . . , γ−um)⊤ the traces of a vector function
u = (u1, . . . , um)⊤ on S from the interior and the exterior of Ω, respectively.

We also need the following subspaces of [H1(Ω)]3 and [Hr(ℝ3)]3, respectively:

[H1,0(Ω; A)]3 := {u ∈ [H1(Ω)]3 : Au ∈ [H0(Ω)]3}, [H̃r(Ω)]3 := {u ∈ [Hr(ℝ3)]3 : supp u ∈ Ω}.

The co-normal derivative T+u for a vector function u ∈ [H2(Ω)]3 is well defined in the usual traces sense
on the boundary ∂Ω:

[T±(x, ∂x)u(x)]p = apqkj (x)nk(x)γ
±∂xjuq(x), x ∈ ∂Ω, p = 1, 2, 3. (2.2)

The co-normal derivative operator defined in (2.2) can be extended by continuity to the space [H1,0(Ω; A)]3
and the following Green’s first identity holds (for details see, e.g., [17, Chapter 4] and [19]):

⟨T+u, γ+v⟩∂Ω = ∫
Ω

[Au ⋅ v + E(u, v)] dx for all v ∈ [H1(Ω)]3, (2.3)

where ⟨ ⋅ , ⋅ ⟩∂Ω denotes the duality between the adjoint spaces [H−1/2(∂Ω)]3 and [H1/2(∂Ω)]3, which extends
the usual bilinear [L2(∂Ω)]3 inner product, while

E(u, v) = apqkj (x)∂xjuq(x)∂xk vp(x).

The co-normal derivative T−u is defined similarly.
Our goal here is to develop the LBDSIE method for the Robin type problem, which reads as follows.

Problem. Find a vector function u = (u1, u2, u3)⊤ ∈ [H1,0(Ω, A)]3 satisfying the differential equation

A(x, ∂x)u = f in Ω (2.4)

and the Robin type boundary condition

T+u + 𝜘γ+u = ψ0 on S = ∂Ω, (2.5)

where ψ0 = (ψ01, ψ02, ψ03)⊤ ∈ [H−1/2(S)]3, f = (f1, f2, f3)⊤ ∈ [H0(Ω)]3 and 𝜘 = [𝜘jk]3×3 is a positive definite
smooth matrix function.

Remark 2.1. Condition (2.1) implies that the quadratic form

E(u, u) = apqkj (x)εqj(x)εpk(x) with εqj(x) = 2−1(∂juq(x) + ∂quj(x))

is positive definite in the symmetric variables εqj. Therefore, Green’s first formula (2.3) and Korn’s inequality
along with the Lax–Milgram lemma imply that the Robin type BVP possesses a unique weak solution in the
space [H1,0(Ω; A)]3 (cf., e.g., [3, 16, 17, 20]).

2.2 Parametrix-based vector-valued integral operators and Green’s third identity

As has been mentioned, our goal here is to develop the LBDSIE method for the Robin type BVP (2.4)–(2.5).
Let P∆(x) := − 1

4π|x| denote the scalar fundamental solution of the Laplace operator, ∆ = ∂21 + ∂22 + ∂23. Let
us define a localized matrix parametrix Φ = [Φrq]3×3 for the matrix Laplace operator I3∆ as

Φ(x) = [Φrq(x)]3×3 := Pχ∆ (x)I3 = χ(x)P∆(x)I3 = −
χ(x)
4π|x| I3,

where Pχ∆ (x) := χ(x)P∆(x) is a scalar localized harmonic parametrix, I3 is the unit 3 × 3 matrix, and χ is
a localizing function (see Section A)

χ ∈ Xk+, k ≥ 5, with χ(0) = 1. (2.6)

In what follows, we assume that condition (2.6) is satisfied if not stated otherwise.



4 | O. Chkadua, S. Mikhailov and D. Natroshvili, The Robin type problem

In [11], the following Green’s third identity is derived:

b(y)u(y) +Nu(y) − V(T+u)(y) +W(γ+u)(y) = P(Au)(y), y ∈ Ω, (2.7)

where b is a positive definite matrix due to (2.1),

b(x) = [bpq(x)]3p,q=1, bpq(x) =
1
3 [a

pq
11(x) + a

pq
22(x) + a

pq
33(x)], (2.8)

N is a localized singular integral operator

Nu(y) := v.p.∫
Ω

[A(x, ∂x)Φ(x − y)]u(x) dx = limε→0 ∫
Ωε

[A(x, ∂x)Φ(x − y)]u(x) dx, (2.9)

and V,W and P are the localized vector single layer, double layer and Newtonian volume potentials

Vg(y) := −∫
S

Φ(x − y)g(x) dSx , Wg(y) := −∫
S

[T(x, ∂x)Φ(x − y)]⊤g(x) dSx , (2.10)

Ph(y) := ∫
Ω

Φ(x − y)h(x) dx. (2.11)

A singular integral operator similar to (2.9) with the integration domainℝ3 is denoted by

Nu(y) := v.p. ∫
ℝ3

[A(x, ∂x)Φ(x − y)]u(x) dx. (2.12)

Note that

v.p.[A(x, ∂x)Φ(x − y)]pq = v.p.[−
apqkj (x)
4π

∂2

∂xk∂xj
1
|x − y| ] + Rpq(x, y)

= v.p.[−
apqkj (y)
4π

∂2

∂xk∂xj
1
|x − y| ] + R

(1)
pq (x, y), (2.13)

where Rpq(x, y) and R(1)pq (x, y) possess weak singularities of typeO(|x − y|−2) as x → y. From (2.9) and (2.12)
it is evident that

Nu(y) = (N
∘
Eu)(y) for y ∈ Ω, u ∈ [Hr(Ω)]3, r ≥ 0,

where
∘
E stands for the extension operator by zero from Ω onto Ω−. From decomposition (2.13) it follows that

(see, e.g., [4], [14, Lemma 23.10] and [15, Theorem8.6.1]) if χ ∈ Xk+2 with an integer k ≥ 3, then the operator

rΩN = rΩN
∘
E : [Hr(Ω)]3 → [Hr(Ω)]3, 0 ≤ r < k − 12 , (2.14)

is bounded since the principal homogeneous symbol of N is rational (see (3.1)) and the operators with the
kernel functions R(x, y) and R(1)(x, y)map [Hr(Ω)]3 into [Hr+1(Ω)]3.

In our further analysis, we need the mapping property (2.14) with r > 3
2 , which is guaranteed by the

inclusion χ ∈ Xk+2, k ≥ 3.
In (2.10)–(2.11), the densities g and h are three-dimensional vector functions. Introducing the localized

scalar single layer and Newtonian volume potentials

V∆g0(y) = −∫
S

Pχ∆ (x − y)g0(x) dSx ,

P∆h0(y) = ∫
Ω

Pχ∆ (x − y)h0(x) dx,

with g0 and h0 being scalar density functions, we evidently have

[Vg(y)]p = V∆gp(y), [Ph(y)]p = P∆hp(y), p = 1, 2, 3,

for arbitrary vector functions g = (g1, g2, g3)⊤ and h = (h1, h2, h3)⊤.
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We will also need the localized Newtonian volume potentials with the integration domainℝ3:

Ph(y) := ∫
ℝ3

Φ(x − y)h(x) dx, P∆h0(y) := ∫
ℝ3

Pχ∆ (x − y)h0(x) dx. (2.15)

Further, let us introduce the boundary operators generated by the localized layer potentials:

Vg(y) := −∫
S

Φ(x − y)g(x) dSx , Wg(y) := −∫
S

[T(x, ∂x)Φ(x − y)]⊤g(x) dSx , y ∈ S, (2.16)

W󸀠g(y) := −∫
S

[T(y, ∂y)Φ(x − y)]g(x) dSx , L±g(y) := T±(y, ∂y)Wg(y), y ∈ S. (2.17)

The mapping properties of the localized vector-valued potentials are collected in Section B.
Now we prove the following lemma, which is essential in our further analysis.

Lemma 2.2. Let χ ∈ X31+, φ ∈ [H3/2(∂Ω)]3 and f ∈ [H0(Ω)]3. If

Pf +Wφ = 0 in Ω, (2.18)

then f = 0 in Ω and φ = 0 on ∂Ω.

Proof. Let us introduce the distribution T∗ψ for ψ ∈ [Hs−3/2(∂Ω)]3 with s < 3
2 defined by the relation

⟨T∗ψ, h⟩ℝ3 := ⟨ψ, Th⟩∂Ω for all h ∈ [D(ℝ3)]3, (2.19)

where
T = T(x, ∂x) = [Tpq(x, ∂x)]3×3 := [apqkj (x)nk(x)∂xj ]3×3.

In view of duality estimates and the trace theorem, there are constants C1 > 0 and C2 > 0 such that

|⟨T∗ψ, h⟩ℝ3 | = |⟨ψ, Th⟩∂Ω|
≤ C1‖ψ‖[Hs− 3

2 (∂Ω)]3
‖Th‖
[H

3
2 −s(∂Ω)]3

≤ C2‖ψ‖[Hs− 3
2 (∂Ω)]3
‖h‖[H3−s(ℝ3)]3 .

Therefore, relation (2.19) canbe extendedby continuity to functions h ∈ [H3−s(ℝ3)]3, implying the continuity
of the operator

T∗ : [Hs−
3
2 (∂Ω)]3 → [Hs−3(ℝ3)]3, s < 32 .

Thus, for ψ ∈ [Hs−3/2(∂Ω)]3 with s < 3
2 , we have T

∗ψ ∈ [Hs−3(ℝ3)]3. Moreover, due to the definition (2.19),
it is evident that supp T∗ψ ⊂ ∂Ω.

Now, let s = 3
2 − ε with an arbitrarily small positive number ε. Then

T∗ψ ∈ [H̃−
3
2−ε(Ω±)]3 ⊂ [H−

3
2−ε(ℝ3)]3.

Now we represent the double layer potentialWφ with φ ∈ [H 3
2 (∂Ω)]3 in the form of volume potential, which

follows from relation (2.19) and the selfadjointness of the operator P:

⟨Wφ, h⟩ℝ3 = − ∫
ℝ3

(∫
S

[T(x, ∂x)Φ(x − y)]⊤φ(x) dSx) ⋅ h(y) dy

= − ∫
∂Ω

φ(x) ⋅ ( ∫
ℝ3

[T(x, ∂x)Φ(x − y)]h(y) dy) dSx

= − ∫
∂Ω

φ(x) ⋅ T(x, ∂x)Ph(x) dSx

= −⟨T∗φ, Ph⟩ℝ3
= −⟨P(T∗φ), h⟩ℝ3 .

ThusWφ = −P(T∗φ), where T∗φ ∈ [H− 32−ε(ℝ3)]3 and supp T∗φ ⊂ ∂Ω.
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In view of the mapping property of the operator P (see Theorem B.1), we have the embedding

Wφ = −P(T∗φ) ∈ [H
1
2−ε(ℝ3)]3.

Set f̃ =
∘
Ef ∈ [H̃0(Ω)]3 and define a vector function

U = (U1, U2, U3)⊤ := Pf̃ +Wφ = P(f̃ − T∗φ) inℝ3. (2.20)

By (2.18), we have U = 0 in Ω, and consequently U ∈ [H̃1/2−ε(Ω−)]3 ⊂ [H1/2−ε(ℝ3)]3.
In what follows, we show that U = 0 in Ω− as well.
Since D(Ω−) is dense in H̃1/2−ε(Ω−), there exists a sequence of vector functions U(l) = (U(l)1 , U(l)2 , U(l)3 )⊤,

l = 1,∞, from the space [D(Ω−)]3 such that

lim
l→∞
‖U(l) − U‖

[H
1
2 −ε(ℝ3)]3

= 0. (2.21)

Let us show that
lim
l→∞
∫
Ω−

∇Uk ⋅ ∇U(l)k dx = ∫
Ω−

|∇Uk|2 dx, k = 1, 2, 3. (2.22)

Under the conditions of the lemma, from Theorem B.1 it follows that U ∈ [H2(Ω−)]3. Applying the duality
estimates and relation (2.21), we deduce

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Ω−

∇Uk ⋅ (∇U(l)k − ∇Uk) dx
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ‖∇Uk‖[H 1

2 +ε(Ω−)]3
‖∇U(l)k − ∇Uk‖[H̃− 1

2 −ε(Ω−)]3

≤ ‖∇Uk‖[H 1
2 +ε(Ω−)]3

‖∇U(l)k − ∇Uk‖[H− 1
2 −ε(ℝ3)]3

≤ ‖∇Uk‖[H 1
2 +ε(Ω−)]3

‖U(l)k − Uk‖H 1
2 −ε(ℝ3)
→ 0 as l →∞, k = 1, 2, 3,

implying (2.22).
In accordancewith TheoremB.1,wehaveP−1 = ∆I −MχI, where the operatorMχ is bounded fromH0(ℝ3)

into H0(ℝ3) due to (B.1). From (2.20) we find P−1U = f̃ − T∗φ = 0 in Ω−, implying that

P−1∆ Uk = ∆Uk −MχUk = 0

in Ω− for k = 1, 2, 3. Using Green’s identity, we then obtain (no summation over k)

0 = ∫
Ω−

[P−1∆ Uk]U
(l)
k dx

= ∫
Ω−

∆UkU(l)k dx − ∫
Ω−

[MχUk]U(l)k dx

= − ∫
Ω−

∇Uk ⋅ ∇U(l)k dx − ∫
Ω−

[MχUk]U(l)k dx, k = 1, 2, 3. (2.23)

By passing to the limit in (2.23) and using equality (2.22), we arrive at the relation

∫
Ω−

|∇Uk|2 dx + ∫
Ω−

[MχUk]Ukdx = 0, k = 1, 2, 3. (2.24)

Evidently, MχUk ∈ H0(ℝ3) since Uk ∈ H1/2−ε(ℝ3) ⊂ H0(ℝ3). Therefore, taking into account that Uk is sup-
ported inℝ3 \ Ω+ and using Plancherel’s theorem, we can rewrite (2.24) as follows:

∫
Ω−

|∇Uk|2 dx + ∫
ℝ3

m̂χ(ξ)|FUk|2dξ = 0 with FUk(ξ) = ∫
ℝ3

Uk(x)eix⋅ξ dx, k = 1, 2, 3,

where F stands for the Fourier transform operator. By (B.1) and the inclusion Uk ∈ H2(Ω−), we get Uk = 0
in Ω−. Thus, U = 0 in Ω± and the jump relation of the localized double layer potential gives (see TheoremB.2)

dφ = γ−U − γ+U = 0 on ∂Ω,

where d is given by (B.2) and is positive definite due to (2.1). Therefore, φ = 0 on ∂Ω.
In view of (2.20), we have U = Pf̃ = 0 in ℝ3. By the invertibility of the operator P, we finally conclude

that f = 0 in Ω, which completes the proof.
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3 Properties of the domain matrix operator
In what follows, in our analysis we need an explicit expression of the principal homogeneous symbol matrix
S(N; y, ξ) of the singular integral operatorN, which due to (2.9), (2.12) and (2.13) reads as

[S(N; y, ξ)]pq = [S(N; y, ξ)]pq = Fz→ξ[−v.p.
apqkl (y)
4π

∂2

∂zk∂zl
1
|z| ] =

Apq(y, ξ)
|ξ|2
− bpq(y), (3.1)

where y ∈ Ω, ξ ∈ ℝ3 andApq(y, ξ) = apqkl (y)ξkξl. Herewehave applied thatFz→ξ [(4π|z|)
−1] = |ξ|−2. The entries

of the principal homogeneous symbol matrixS(N; y, ξ) are even rational homogeneous functions of order 0
in ξ . Set

B := b + N. (3.2)
Relation (3.1) for the principal homogeneous symbol of the operator B gives

S(B; y, ξ) = |ξ|−2A(y, ξ) for all y ∈ Ω and all ξ ∈ ℝ3 \ {0}. (3.3)

Due to (2.1), the symbol matrixS(B; y, ξ) is positive definite:

S(B; y, ξ)ζ ⋅ ̄ζ ≥ c1|ζ|2 for all y ∈ Ω, ξ ∈ ℝ3 \ {0}, ζ ∈ ℂ3,

where c1 > 0 is the same as in (2.1). Consequently, B is a strongly elliptic pseudodifferential operator of
order 0 with the rational homogeneous symbol and its partial indices of factorization are equal to zero (cf.
[5, 7, 21]).

Now let us formulate some auxiliary assertions needed in our further analysis. Let ỹ ∈ S = ∂Ω be some
fixed point and consider the frozen symbol S(B; ỹ, ξ) ≡ S(B; ξ), where B denotes the operator B written in
the chosen local co-ordinate system. Further, let B∗ denote the pseudodifferential operator with the symbol
S∗(B; ξ 󸀠, ξ3) := S(B; (1 + |ξ 󸀠|)ω, ξ3), where ω = ξ 󸀠/|ξ 󸀠|, ξ = (ξ 󸀠, ξ3), ξ 󸀠 = (ξ1, ξ2). Then the frozen principal
homogeneous symbol matrix S(B; ξ) is also the principal homogeneous symbol matrix of the operator B∗.
This principal matrix can be factorized with respect to the variable ξ3 as

S(B; ξ) = S(−)(B; ξ)S(+)(B; ξ), S(±)(B; ξ) = 1
Θ(±)(ξ 󸀠, ξ3)

Ã(±)(ξ 󸀠, ξ3). (3.4)

Here Θ(±)(ξ 󸀠, ξ3) := ξ3 ± i|ξ 󸀠| are the “plus” and “minus” factors of the symbol Θ(ξ) := |ξ|2, and Ã(±)(ξ 󸀠, ξ3)
are the “plus” and “minus” polynomial matrix factors of first order in ξ3 of the positive definite polynomial
symbol matrix Ã(ξ 󸀠, ξ3) ≡ Ã(ỹ,ξ 󸀠, ξ3) corresponding to the frozen differential operator A(ỹ, ∂) at the point
ỹ ∈ S (see [12, 13]), i.e.,

Ã(ξ 󸀠, ξ3) = Ã(−)(ξ 󸀠, ξ3)Ã(+)(ξ 󸀠, ξ3) (3.5)
with det Ã(+)(ξ 󸀠, τ) ̸= 0 for Im τ > 0 and det Ã(−)(ξ 󸀠, τ) ̸= 0 for Im τ < 0. Moreover, the entries of the matrices
Ã(±)(ξ 󸀠, ξ3) are homogeneous functions of order 1 in ξ = (ξ 󸀠, ξ3).

Denote by a(±)(ξ 󸀠) the coefficients at ξ33 in the determinants det Ã(±)(ξ 󸀠, ξ3). Evidently,

a(−)(ξ 󸀠)a(+)(ξ 󸀠) = det Ã(0, 0, 1) > 0 for ξ 󸀠 ̸= 0. (3.6)

The factor-matrices Ã(±)(ξ 󸀠, ξ3) have the structure

([Ã(±)(ξ 󸀠, ξ3)]−1)ij =
1

det Ã(±)(ξ 󸀠, ξ3)
p(±)ij (ξ

󸀠, ξ3), i, j = 1, 2, 3,

where p(±)ij (ξ 󸀠, ξ3) are the co-factors of the matrix Ã(±)(ξ 󸀠, ξ3), which can be written in the form

p(±)ij (ξ
󸀠, ξ3) = c(±)ij (ξ

󸀠)ξ23 + b
(±)
ij (ξ
󸀠)ξ3 + d(±)ij (ξ

󸀠). (3.7)

Here c(±)ij , b
(±)
ij and d(±)ij , i, j = 1, 2, 3, are homogeneous functions of order 0, 1 and 2, respectively, in ξ 󸀠.

From the above discussion it follows that the entries of the factor-symbol matrices

B(±)kj (ω, r, ξ3) := S
(±)
kj (B; ξ

󸀠, ξ3), k, j = 1, 2, 3,

with ω = ξ 󸀠/|ξ 󸀠| and r = |ξ 󸀠|, satisfy the relations

∂lB(±)kj (ω, 0, −1)
∂rl

= (−1)l
∂lB(±)kj (ω, 0, +1)

∂rl
, l = 0, 1, 2, . . . .
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These relations imply that the entries of the matricesS(±)(B; ξ 󸀠, ξ3) belong to the class of symbols D0 intro-
duced in [14, Chapter III, Section 10]:

S(±)(B; ξ 󸀠, ξ3) ∈ D0.

Due to (3.4), we have the factorization

S∗(B; ξ 󸀠, ξ3) = S(−)∗ (B; ξ 󸀠, ξ3)S(+)∗ (B; ξ 󸀠, ξ3),

where
S
(±)
∗ (B; ξ 󸀠, ξ3) = S(±)(B; (1 + |ξ 󸀠|)ω, ξ3) with ω = ξ 󸀠

|ξ 󸀠| .

Denote by Π+ the Cauchy type integral operator

Π+h(ξ) := i
2π lim

t→0+

+∞

∫
−∞

h(ξ 󸀠, η3)dη3
ξ3 + it − η3

, ξ ∈ ℝ3, (3.8)

which is well defined for a bounded smooth function h(ξ 󸀠, ⋅ ) satisfying the decay condition at infinity
h(ξ 󸀠, η3) = O(1 + |η3|)−ε with some ε > 0.

Let
∘
E+ be the extension operator by zero from ℝ3+ onto the whole space ℝ3 and let r+ be the restriction

operator to the half-spaceℝ3+.
The following lemmas are proved in [11].

Lemma 3.1. The operator r+B̃∗
∘
E+ : [Hs(ℝ3+)]3 → [Hs(ℝ3+)]3 is invertible for all s ≥ 0.

Moreover, for f ∈ [Hs(ℝ3+)]3, a unique solution u ∈ [Hs(ℝ3+)]3 of the equation r+B∗
∘
E+u = f in ℝ3+ can be

written in the form u = r+u+, where

u+ :=
∘
E+u = F−1{[S(+)∗ (B̃)]−1Π+([S(−)∗ (B̃)]−1 f̂∗)}, (3.9)

and f∗ ∈ [Hs(ℝ3)]3 is an extension of f ∈ [Hs(ℝ3+)]3 such that

‖f∗‖[Hs(ℝ3)[3 ≤ 2‖f‖[Hs(ℝ3+)]3 ,

while f̂∗(ξ) = Fx→ξ (f∗) is the Fourier transform of f∗. Representation (3.9) does not depend on a choice of the
extension operator of f to f∗.

Lemma 3.2. Let χ ∈ Xk+2 with an integer k ≥ 3. Then the operator rΩB
∘
E : [Hs(Ω)]3 → [Hs(Ω)]3 is Fredholm

with zero index for 0 ≤ s < k − 1
2 .

Lemma 3.3. Let the factor matrix Ã(+)(ξ 󸀠, τ) be as in (3.5), and let a(+) and c(+)ij be as in (3.6) and (3.7),
respectively. Then the following equality holds:

1
2πi ∫
ℓ−

[Ã(+)(ξ 󸀠, τ)]−1 dτ = 1
a(+)(ξ 󸀠)

C(+)(ξ 󸀠),

where C(+)(ξ 󸀠) = [c(+)ij (ξ
󸀠)]3i,j=1 and det[C(+)(ξ 󸀠)] ̸= 0 for ξ 󸀠 ̸= 0. Here ℓ− is an anticlockwise orientated contour

in the lower complex half-plane enclosing all roots of the polynomial det Ã(+)(ξ 󸀠, τ) with respect to τ.

Introduce the notation
(K
∘
Eu)(y) := (b(y) − I3)u(y) + (N

∘
Eu)(y) for y ∈ Ω, (3.10)

whereb is defined in (2.8),N is defined in (2.12), and
∘
E again stands for the extension operator by zero fromΩ

onto Ω−. Rewrite Green’s third formula (2.7) in a form more convenient for our further purposes:

[I + K]
∘
Eu(y) − V(T+u)(y) +W(γ+u)(y) = P(A(x, ∂x)u)(y), y ∈ Ω, (3.11)

where I stands for the unit operator.
Relation (3.3) implies that the principal homogeneous symbols of the singular integral operators K and

I + K have the form

S(K; y, ξ) = |ξ|−2A(y, ξ) − I3, S(I + K; y, ξ) = |ξ|−2A(y, ξ) for all y ∈ Ω and all ξ ∈ ℝ3 \ {0},
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where A(y, ξ) = [apqkj (y)ξkξj]3×3 is the positive definite matrix due to (2.1), implying the positive definiteness
of the symbol matrixS(I + K; y, ξ).

Note that K = B − I, where B is defined in (3.2). Therefore, from the mapping property (2.14) it follows
that if χ ∈ Xk with an integer k ≥ 2, then the operator

rΩK
∘
E : [Hr(Ω)]3 → [Hr(Ω)]3, 0 ≤ r ≤ k − 2,

is bounded.
Assuming that u ∈ [H2(Ω)]3, by Theorem B.1 we see that all summands in (3.11) belong to the space

[H2(Ω)]3. Applying the co-normal differential operator T(x, ∂x) to Green’s identity (3.11) and using the prop-
erties of localized potentials, we arrive at the relation

T+K
∘
Eu + (I3 − d)(T+u) −W󸀠(T+u) +L(γ+u) = T+P(A(x, ∂x)u) on S, (3.12)

where the localized boundary integral operatorsW󸀠 and L := L+ are generated by the localized single and
double layer potentials and are defined in (2.17), and the matrix d is defined by B.2.

4 LBDSIE formulation of the Robin type problem and the
equivalence theorem

Let u ∈ [H2(Ω)]3 be a solution to the Robin type BVP (2.4)–(2.5) with ψ0 ∈ [H1/2(S)]3 and f ∈ [H0(Ω)]3. As
we have shown above, there hold relations (3.11) and (3.12), which now can be rewritten in the form

(I + K)
∘
Eu +Wφ + V(𝜘φ) = Pf + Vψ0 in Ω, (4.1)

T+K
∘
Eu +Lφ + (d − I3)𝜘φ +W󸀠(𝜘φ) = T+P(f) + (d − I3)ψ0 +W󸀠ψ0 on S, (4.2)

where φ := γ+u ∈ [H3/2(S)]3.
Consider these relations as an LBDSIE systemwith respect to the unknown vector functions u and φ. The

following equivalence theorem holds.

Theorem 4.1. Let χ ∈ X41+. The Robin type boundary value problem (2.4)–(2.5) is equivalent to the LBDSIE
system (4.1)–(4.2) in the following sense:
(i) if a vector function u ∈ [H2(Ω)]3 solves the Robin type BVP (2.4)–(2.5), then it is unique and the pair
(u, φ) ∈ [H2(Ω)]3 × [H3/2(S)]3 with

φ = γ+u (4.3)

solves the LBDSIE system (4.1)–(4.2) and, vice versa;
(ii) if a pair (u, φ) ∈ [H2(Ω)]3 × [H3/2(S)]3 solves the LBDSIE system (4.1)–(4.2), then it is unique, the vector

function u solves the Robin type BVP (2.4)–(2.5) and relation (4.3) holds.

Proof. (i) The first part of the theorem directly follows form relations (3.11), (3.12), (4.3) and Remark 2.1.
(ii) Now, let a pair (u, φ) ∈ [H2(Ω)]3 × [H3/2(S)]3 solve the LBDSIE system (4.1)–(4.2). Apply the co-

normal derivative operator T to equation (4.1), take its trace on S, and compare with (4.2) to obtain

T+u + 𝜘φ = ψ0 on S. (4.4)

Further, since u ∈ [H2(Ω)]3, we canwrite Green’s third formula (3.11), which in view of (4.4) can be rewritten
as

(I + K)
∘
Eu + V(𝜘φ) − Vψ0 +W(γ+u) = P(A(x, ∂x)u) in Ω. (4.5)

From (4.1) and (4.5) it follows that W(γ+u − φ) −P(A(x, ∂x)u − f) = 0 in Ω, whence by Lemma 2.2 we get
A(x, ∂x)u = f in Ω, γ+u = φ on S, and T+u + 𝜘γ+u = ψ0 on S due to (4.4). Thus u solves the Robin type BVP
(2.4)–(2.5) and, in addition, equation (4.3) holds.



10 | O. Chkadua, S. Mikhailov and D. Natroshvili, The Robin type problem

The uniqueness of a solution to the LBDSIE system (4.1)–(4.2) in the class [H2(Ω)]3 × [H3/2(S)]3 directly
follows from the equivalence result proved above and the uniqueness theorem for the Robin type problem
(2.4)–(2.5) (see Remark 2.1).

5 Invertibility of the LBDSIE
FromTheorem4.1 it follows that the LBDSIE system (4.1)–(4.2) with special right-hand side vector functions,
is uniquely solvable in the class H2(Ω, A) × H3/2(S). Here we investigate the Fredholm properties of the local-
ized boundary-domain singular integral operator generated by the left-hand side expressions in (4.1)–(4.2)
and prove the corresponding invertibility results in appropriate function spaces.

Now, the LBDSIE system (4.1)–(4.2) with arbitrary right-hand side vector functions from the space
[H2(Ω)]3 × [H1/2(S)]3 can be written as

(I + K)
∘
Eu +Wφ + V𝜘φ = F1 in Ω, (5.1)

T+K
∘
Eu +Lφ + (d − I3)𝜘φ +W󸀠𝜘φ = F2 on S, (5.2)

where F1 ∈ [H2(Ω)]3 and F2 ∈ [H1/2(S)]3, and

V𝜘φ := V(𝜘φ), W󸀠𝜘φ :=W󸀠(𝜘φ). (5.3)

It is well known that for the differential operator A(x, ∂x) the co-normal derivative operator T(x, ∂x) generates
a complementing boundary condition (see, e.g., [1, 6]), so that the following boundary value problem for the
system of ordinary differential equations

Ã(ξ 󸀠, i ddt )v(ξ
󸀠, t) = 0, t ∈ ℝ+ = (0,∞), (5.4)

T̃(ξ 󸀠, i ddt )v(ξ
󸀠, t)
󵄨󵄨󵄨󵄨󵄨󵄨t=0 = 0 (5.5)

has only the trivial solution in the Schwartz space [S(ℝ+)]3 of infinitely smooth, rapidly decreasing vector
functions at infinity. The differential operators

Ã(ξ 󸀠, i ddt ) := Ã(ỹ,ξ
󸀠, i ddt ) and T̃(ξ 󸀠, i ddt ) := T̃(ỹ, ξ

󸀠, i ddt )

correspond to the “frozen” differential and co-normal operators Ã(ỹ, ∂) and T̃(ỹ, ∂), respectively, at the point
ỹ ∈ ∂Ω written in the local co-ordinate system.

Note that, in view of decomposition (3.5) of the matrix Ã(ξ 󸀠, ξ3), we have a similar decomposition of the
matrix ordinary differential operator Ã(ξ 󸀠, i ddt ):

Ã(ξ 󸀠, i ddt ) = Ã
(−)(ξ 󸀠, i ddt )Ã

(+)(ξ 󸀠, i ddt ), (5.6)

where the entries of the matrix Ã(∓)(ξ 󸀠, i ddt ) are first-order ordinary differential operators.
The above formulated unique solvability condition for problem (5.4)–(5.5) is equivalent to the algebraic

covering condition for A(x, ∂) and the corresponding conormal derivative operator T(x, ∂) (for details see [1,
16, 24]). The latter condition implies the following assertion.

Lemma 5.1. Let ℓ− be the same as in Lemma 3.3. Then the matrix

∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ

is non-degenerate for all ξ 󸀠 ̸= 0.

Proof. Let us introduce the matrix

Q(t) := ∫
ℓ−

e−iτt[Ã(+)(ξ 󸀠, τ)]−1 dτ, 0 < t < ∞, (5.7)

and denote its columns by v(1)(ξ 󸀠, t), v(2)(ξ 󸀠, t) and v(3)(ξ 󸀠, t). Clearly, v(k)(ξ 󸀠, ⋅ ) ∈ [S(ℝ+)]3, k = 1, 2, 3.
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First, let us prove that the vectors v(k)(ξ 󸀠, ⋅ ), k = 1, 2, 3, are linearly independent solutions of equa-
tion (5.4). Indeed, by direct differentiation one can show that the vector functions solve the following system
of ordinary differential equations:

Ã(+)(ξ 󸀠, i ddt )v
(k)(ξ 󸀠, t) = 0, 0 < t < ∞.

Consequently, due to decomposition (5.6), they are solutions of equation (5.4) as well.
Assume that for some scalar constants αk, k = 1, 2, 3, the following equality holds:

α1v(1)(ξ 󸀠, t) + α2v(2)(ξ 󸀠, t) + α3v(3)(ξ 󸀠, t) = 0, t ∈ ℝ+. (5.8)

Note that the matrix-function Q(t) defined by (5.7) is continuous at t = 0. Therefore, passing to the limit as
t→ 0, from (5.8)weobtain the following linear algebraic systemof equationswith respect to α = (α1, α2, α3)⊤:
Q(0)α = 0. Due to Lemma 3.3,

detQ(0) = det( ∫
ℓ−

[Ã(+)(ξ 󸀠, τ)]−1 dτ) ̸= 0 for all ξ 󸀠 ̸= 0,

implying α = (α1, α2, α3)⊤ = 0. Thus the vectors v(k)(ξ 󸀠, t), k = 1, 2, 3, are linearly independent solutions of
equation (5.4) and an arbitrary solution of equation (5.4) belonging to the class [S(ℝ+)]3 is representable in
the form

v(ξ 󸀠, t) =
3
∑
k=1

akv(k)(ξ 󸀠, t), (5.9)

where a1, a2, a3 are some scalar constants. On the other hand, due to the above-mentioned covering condi-
tion, the problem (5.4)–(5.5) possesses only the trivial solution.

Substituting (5.9) into (5.5) leads to the following system of linear algebraic equations with respect to
the vector a = (a1, a2, a3)⊤:

( ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ)a = 0.

Due to the covering condition, we deduce

det( ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ) ̸= 0 for all ξ 󸀠 ̸= 0,

which completes the proof.

Now, with the above auxiliary results in hand, we can investigate the invertibility of the localized boundary-
domain singular integral operator generated by the left-hand side expressions in system (5.1)–(5.2). Denote
this operator by

R := [ rΩB
∘
E rΩW + rΩV𝜘

T+K
∘
E L + (d − I3)𝜘 +W󸀠𝜘

] ,

where B = I + K, and the operators B, K,W,L := L+, V𝜘 andW󸀠𝜘 are defined in (3.2), (3.10), (2.10), (2.17),
and (5.3), respectively, and the matrix d is given by (B.2).

Note that the double layer potential can be represented as

Wφ(y) = −∫
S

[T(x, ∂x)Φ(x − y)]⊤φ(x) dSx

= ∫
S

[T(x, ∂y)Φ(x − y)]⊤φ(x) dSx

= ∫
S

T⊤(y, ∂y)Φ(x − y)φ(x) dSx + ∫
S

[T⊤(x, ∂y) − T⊤(y, ∂y)]Φ(x − y)φ(x) dSx

= −T⊤(y, ∂y)Vφ(y) + ∫
S

k(x, x − y)φ(x) dSx ,
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where
k(x, x − y) = [T⊤(x, ∂y) − T⊤(y, ∂y)]Φ(x − y) = O(|x − y|−1).

This implies that the main part W(0)φ of the potential Wφ can be written in the following form (see [10,
Appendix B, (B.5)]):

W(0)φ(y) := −T⊤(y, ∂y)Vφ(y) = T⊤(y, ∂y)P(γ∗φ)(y), (5.10)

where γ∗ is the operator adjoint to the trace operator γ on S.
Let us introduce the following boundary operator depending on the parameter t ∈ [0, 1]:

Tt ≡ Tt(x, ∂x) := (1 − t)I∂n + tT(x, ∂x). (5.11)

Theorem 5.2. Let a cut-off function χ ∈ Xk+21+ , k ≥ 3, and the following condition be satisfied

det T̃t(ξ 󸀠, −i|ξ 󸀠|) ̸= 0 for all ξ 󸀠 ̸= 0 and all t ∈ [0, 1], (5.12)

where the matrix T̃t(ξ 󸀠, ξ3) is defined by

T̃t(ξ 󸀠, ξ3) = (1 − t)ξ3I + tT̃(ξ 󸀠, ξ3). (5.13)

Then the operator
R : Hr+1(Ω) × Hr+

1
2 (S) → Hr+1(Ω) × Hr−

1
2 (S), 1

2 < r < k −
3
2 , (5.14)

is invertible.

Proof. We prove the theorem in three steps. First we show that the operator R given in (5.14) is Fredholm
(step 1), then we establish that IndR = 0 (step 2), and finally we prove that the operator R is invertible
(step 3).

Step 1. To investigate the Fredholm properties of the operatorR, we again apply the local principal (cf., e.g.,
[14, Sections 19 and 22]). Due to this principal, we have to check that the Šapiro–Lopatinskiĭ condition for
the operator R holds at an arbitrary “frozen” point ỹ ∈ S. To obtain the explicit form of this condition, we
proceed as follows. Let Ũ be a neighborhood of a fixed point ỹ ∈ Ω and let ψ̃0, φ̃0 ∈ D(Ũ) such that

supp ψ̃0 ∩ supp φ̃0 ̸= ⌀, ỹ ∈ supp ψ̃0 ∩ supp φ̃0,

and consider the operator ψ̃0Rφ̃0. We separate two possible cases: (a) ỹ ∈ Ω and (b) ỹ ∈ S.

Case (a). If ỹ ∈ Ω, then we can choose a neighborhood Ũ of the point ỹ such that Ũ ⊂ Ω. Then

ψ̃0Rφ̃0 = ψ̃0Bφ̃0,

where B is the operator defined by (3.2). As we have already shown in Lemma 3.2, the operator

rΩB
∘
E : [Hr+1(Ω)]3 → [Hr+1(Ω)]3

is Fredholm with zero index.

Case (b). If ỹ ∈ S, then at the point ỹ we have to “freeze” the operator ψ̃0Rφ̃0, which means that we can
choose sufficiently small neighborhood Ũ of this point such that, at the chosen local co-ordinate systemwith
the origin at point ỹ and the third axis coinciding with the normal vector at the point ỹ ∈ S, the following
decomposition holds:

ψ̃0Rφ̃0 = ψ̃0(R̃∗ + K1 + T1)φ̃0, (5.15)

where K1 is a bounded operator with a small norm

K1 : Hr+1(ℝ3+) × Hr+
1
2 (ℝ2) → Hr+1(ℝ3+) × Hr−

1
2 (ℝ2),

T1 is a bounded smoothing operator

T1 : Hr+1(ℝ3+) × Hr+
1
2 (ℝ2) → Hr+2(ℝ3+) × Hr+

1
2 (ℝ2),
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and the operator R̃∗ is defined in the upper half-spaceℝ3+ by

R̃∗ := [
r+B∗
∘
E+ r+W̃(0)∗

γ+(T̃K)∗
∘
E+ L̃∗

]

and possesses the following mapping property:

R̃∗ : [Hr+1(ℝ3+)]3 × [Hr+
1
2 (ℝ2)]3 → [Hr+1(ℝ3+)]3 × [Hr−

1
2 (ℝ2)]3. (5.16)

The operators involved in the expression of R̃∗ are defined as follows: for a given operator M̃ with the symbol
S(M̃; ξ), by M̃∗ we denote the operator inℝn, n = 2, 3, constructed by the symbol

S∗(M̃; ξ) = S(M̃; (1 + |ξ 󸀠|)ω, ξ3) for n = 3, S∗(M̃; ξ) = S(M̃; (1 + |ξ 󸀠|)ω) for n = 2,

where ω = ξ 󸀠/|ξ 󸀠|, ξ = (ξ 󸀠, ξ3), ξ 󸀠 = (ξ1, ξ2).
The generalized Šapiro–Lopatinskiĭ condition is related to the invertibility of operator (5.16). Let uswrite

the system corresponding to the operator R̃∗:

r+B∗
∘
E+ũ + r+W̃(0)∗ φ̃ = F̃1 inℝ3+, (5.17)

γ+(T̃K)∗
∘
E+ũ + L̃∗φ̃ = F̃2 onℝ2, (5.18)

where ũ ∈ [Hr+1(ℝ3+)]3 and φ̃ ∈ [Hr+1/2(ℝ2)]3 are the sought vector functions and F̃1 ∈ [Hr+1(ℝ3+)]3 and
F̃2 ∈ [Hr−1/2(ℝ2)]3 for 1

2 < r < k −
3
2 are the known right-hand sides.

Let us introduce the notation

f̃ := F̃1 − r+W̃(0)∗ φ̃ ∈ [Hr+1(ℝ3+)]3, f̃∗ := F̃1∗ − W̃(0)∗ φ̃ ∈ [L2(ℝ3)]3, (5.19)

where F̃1∗ ∈ [Hr+1(ℝ3)]3 is the extension of the vector function F̃1 from ℝ3+ to ℝ3 preserving the function
space.

Due to Lemma 3.1, the operator r+B∗
∘
E+ : [Hr+1(ℝ3+)]3 → [Hr+1(ℝ3+)]3 is invertible. Therefore, from equa-

tion (5.17) in view of the inclusions (5.19), we can define
∘
E+ũ and ũ (see (3.9)):

∘
E+ũ = F−1[[S(+)∗ (B)]−1Π+([S(−)∗ (B)]−1F(f̃∗))] ∈ L2(ℝ3), (5.20)

ũ = [r+B∗
∘
E+]−1 f̃ ∈ Hr+1(ℝ3+),

where the operator Π+ is defined in (3.8); here S±∗(B; ξ) denote the so called “plus” and “minus” factors in
the factorization of the symbolS∗(B; ξ) with respect to the variable ξ3.

Substituting (5.20) into (5.18) leads to the following pseudodifferential equation for the unknown vector
function φ̃:

− γ+(T̃K)∗F−1[[S(+)∗ (B)]−1Π+([S(−)∗ (B)]−1F(W̃(0)∗ φ̃))] + L̃∗φ̃ = F̃ onℝ2, (5.21)

where
F̃ = F̃2 − γ+(T̃K)∗

∘
E+[r+B∗

∘
E+]−1F̃1. (5.22)

Due to the mapping properties of the operators involved in (5.22) and Lemma 3.1, it follows that

F̃ ∈ [Hr−
1
2 (ℝ2)]3.

Note that
γ+(T̃K)v(ỹ󸀠) = [F−1ξ→ỹ[T̃(−iξ)S(K; ξ)v̂(ξ)]]ỹ3=0+ = F

−1
ξ 󸀠→ỹ󸀠[Π

󸀠[T̃(−iξ)S(K; ξ)v̂(ξ)]], (5.23)

with the operator Π󸀠 defined as follows (for details see [10, Appendix C]):

Π󸀠(g)(ξ 󸀠) = lim
x3→0+

r+F−1ξ3→x3 [g(ξ
󸀠, ξ3)] = −

1
2π ∫
ℓ−

g(ξ 󸀠, ζ)dζ,

where g(ξ 󸀠, ξ3) is rational in ξ3, does not have real poles for ξ = (ξ 󸀠, ξ3) ∈ ℝ3 \ {0}, is homogeneous of order
m ∈ ℤ := {0, ±1, ±2, . . . } in ξ = (ξ 󸀠, ξ3) and infinitely differentiable with respect to real ξ = (ξ 󸀠, ξ3) for ξ 󸀠 ̸= 0;
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here ℓ− is a contour in the lower complex half-plane orientated counterclockwise and enclosing all poles of
the rational function g.

In the casewhen S = ℝ2 is theboundary of thehalf-space, thedistribution γ∗φ represents adirect product
γ∗φ = φ(x1, x2) × δ(x3). Therefore, in view of (5.23) and (5.10), using the equality

F(W̃(0)∗ φ̃))(ξ) = T̃⊤∗ (ξ)S∗(P; ξ)̂̃φ(ξ 󸀠) = S∗(P; ξ)T̃⊤∗ (ξ)̂̃φ(ξ 󸀠),

we find

γ+(T̃K)∗F−1ξ→x̃[[S
(+)
∗ (B)(ξ)]−1Π+([S(−)∗ (B)]−1F(W̃(0)∗ φ̃))(ξ)](ỹ󸀠)

= F−1ξ 󸀠→ỹ󸀠{Π
󸀠[T̃∗S∗(K)[S(+)∗ (B)]−1Π+([S(−)∗ (B)]−1S∗(P)T̃⊤∗ )]̂̃φ(ξ 󸀠)}.

By the above relation, equation (5.21) can be rewritten in the form

F−1ξ 󸀠→ỹ󸀠 [SR∗(ξ
󸀠)̂̃φ(ξ 󸀠)] = F̃(ỹ󸀠) onℝ2, (5.24)

where SR∗(ξ 󸀠) = SR((1 + |ξ 󸀠|)ω), ω = ξ 󸀠/|ξ 󸀠|, with SR being a homogeneous function of order 1 given by the
equality

SR(ξ 󸀠) = −Π󸀠[T̃S(K)[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠) +S(L̃; ξ 󸀠) for all ξ 󸀠 ̸= 0. (5.25)

If the function det SR(ξ 󸀠) is different from zero for all ξ 󸀠 ̸= 0, then det SR∗(ξ 󸀠) ̸= 0 for all ξ 󸀠 ∈ ℝ2, and the
corresponding pseudodifferential operator R∗ generated by the left-hand side expression in (5.24), i.e.,

R∗ : Hs(ℝ2) → Hs−1(ℝ2) for all s ∈ ℝ,

is invertible, implying that equation (5.24) is uniquely solvable in the space [Hr+1/2(ℝ2)]3 for 1
2 < r < k −

3
2 .

In particular, it follows that the system of equations (5.17)–(5.18) is uniquely solvable with respect to
(ũ, φ̃) in the space

[Hr+1(ℝ3+)]3 × [Hr+
1
2 (ℝ2)]3

for arbitrary right-hand sides F̃1 ∈ [Hr+1(ℝ3+)]3 and F̃2 ∈ [Hr−1/2(ℝ2)]3 with 1
2 < r < k −

3
2 .

Consequently, the operator R̃∗ in (5.16) is invertible, which implies that operator (5.15) possesses left
and right regularizers. This in turn yields that operator (5.14) possesses left and right regularizers as well.
Thus operator (5.14) is Fredholm if the following Šapiro–Lopatinskiĭ condition is satisfied:

SR(ξ 󸀠) = −Π󸀠{T̃S(K)[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)}(ξ 󸀠) +S(L̃; ξ 󸀠) ̸= 0 for all ξ 󸀠 ̸= 0. (5.26)

Let us show that condition (5.26) holds true. To this end, let us note that the principal homogeneous symbols
S(K), S(B), S(P) and S(L̃) of the operators K, B, P and L̃ in the chosen local co-ordinate system involved
in (5.26) read as

{{{{{{{{{
{{{{{{{{{
{

S(K; ξ) = |ξ|−2Ã(ξ) − I3,

S(B; ξ) = |ξ|−2Ã(ξ),

S(P; ξ) = −|ξ|−2I3,

S(L̃; ξ 󸀠) = 1
2|ξ 󸀠| T̃(ξ

󸀠, −i|ξ 󸀠|)T̃⊤(ξ 󸀠, −i|ξ 󸀠|),

ξ = (ξ 󸀠, ξ3), ξ 󸀠 = (ξ1, ξ2). (5.27)

Recall that the matricesS(+)(B) andS(−)(B) are the so called “plus” and “minus” factors in the factorization
of the symbolS(B) with respect to the variable ξ3 and relations (3.4) hold.

Rewrite (5.25) in the form

SR(ξ 󸀠) = −Π󸀠[T̃(S(B) − I3)[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠) +S(L̃; ξ 󸀠)

= S(1)R (ξ
󸀠) + S(2)R (ξ

󸀠) +S(L̃; ξ 󸀠), (5.28)
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where

S(1)R (ξ
󸀠) = −Π󸀠[T̃S(B)[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠), (5.29)

S(2)R (ξ
󸀠) = Π󸀠[[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠), (5.30)

S(L̃; ξ 󸀠) = 1
2|ξ 󸀠| T̃(ξ

󸀠, −i|ξ 󸀠|)T̃⊤(ξ 󸀠, −i|ξ 󸀠|). (5.31)

By direct calculations, we find

Π+([S(−)(B)]−1S(P)T̃⊤)(ξ 󸀠) = i
2π lim

t→0+

+∞

∫
−∞

[S(−)(B; ξ 󸀠, η3)]−1S(P; ξ 󸀠, η3)T̃⊤(−iξ 󸀠, −iη3)dη3
ξ3 + it − η3

= −
1
2π lim

t→0+

+∞

∫
−∞

[S(−)(B; ξ 󸀠, η3)]−1T̃⊤(ξ 󸀠, η3)dη3
(ξ3 + it − η3)(|ξ 󸀠|2 + η23)

=
1
2π lim

t→0+
∫
ℓ−

[S(−)(B; ξ 󸀠, τ)]−1T̃⊤(ξ 󸀠, τ) dτ
(ξ3 + it − τ)(|ξ 󸀠|2 + τ2)

=
1
2π lim

t→0+

2πi[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)
(ξ3 + it + i|ξ 󸀠|)2(−i|ξ 󸀠|)

= −
[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠|(ξ3 + i|ξ 󸀠|)
. (5.32)

Now, using (5.32), from (5.29) we derive

S(1)R (ξ
󸀠) = −Π󸀠[T̃S(−)(B)S(+)(B)[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠)
= −Π󸀠[T̃S(−)(B)Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠)

= Π󸀠[T̃(−iξ 󸀠, −iξ3)S(−)(B; ξ 󸀠, ξ3)(
[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠|(ξ3 + i|ξ 󸀠|)
)]

= −iΠ󸀠[ T̃(ξ
󸀠, ξ3)S(−)(B; ξ 󸀠, ξ3)

ξ3 + i|ξ 󸀠|
](
[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠| )

=
i
2π ∫
ℓ−

T̃(ξ 󸀠, τ)S(−)(B; ξ 󸀠, τ)
τ + i|ξ 󸀠| dτ([S

(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)
2|ξ 󸀠| )

= −T̃(ξ 󸀠, −i|ξ 󸀠|)S(−)(B; ξ 󸀠, −i|ξ 󸀠|) [S
(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠|

= −
1

2|ξ 󸀠| T̃(ξ
󸀠, −i|ξ 󸀠|)T̃⊤(ξ 󸀠, −i|ξ 󸀠|). (5.33)

Similarly, using (5.32) and Lemma 3.3, from (5.30) we get

S(2)R (ξ
󸀠) = Π󸀠[T̃[S(+)(B)]−1Π+([S(−)(B)]−1S(P)T̃⊤)](ξ 󸀠)

= −Π󸀠{T̃(−iξ 󸀠, −iξ3)[S(+)(B; ξ 󸀠, ξ3)]−1(
[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠|(ξ3 + i|ξ 󸀠|)
)}(ξ 󸀠)

= iΠ󸀠[T̃(ξ 󸀠, ξ3)
[S(+)(B; ξ 󸀠, ξ3)]−1

ξ3 + i|ξ 󸀠|
](ξ 󸀠)( [S

(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)
2|ξ 󸀠| )

=
i

2|ξ 󸀠| (−
1
2π ∫
ℓ−

T̃(ξ 󸀠, τ)[S(+)(B; ξ 󸀠, τ)]−1
τ + i|ξ 󸀠| dτ)[S(−)(B; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

= −
i

4π|ξ 󸀠| ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ(−2i|ξ 󸀠|)[Ã(−)(ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|)

= −(
1
2π ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ)[Ã(−)(ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|). (5.34)
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Therefore, in view of relations (5.27), (5.28), (5.31), (5.33) and (5.34), we finally obtain

SR(ξ 󸀠) = S(2)R (ξ
󸀠) = −(

1
2π ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ)[Ã(−)(ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤(ξ 󸀠, −i|ξ 󸀠|).

Since det Ã(−)(ξ 󸀠, −i|ξ 󸀠|) ̸= 0 and det T̃(ξ 󸀠, −i|ξ 󸀠|) ̸= 0 for all ξ 󸀠 ̸= 0, by (3.5) and (5.12) and since due to
Lemma 5.1 we have

det( ∫
ℓ−

T̃(ξ 󸀠, τ)[Ã(+)(ξ 󸀠, τ)]−1 dτ) ̸= 0 for all ξ 󸀠 ̸= 0,

we deduce that
det SR(ξ 󸀠) ̸= 0 for all ξ 󸀠 ̸= 0.

Thus we have obtained that for the operator R the Šapiro–Lopatinskiĭ condition holds. Therefore, the
operator

R : [Hr+1(Ω)]3 × [Hr+
1
2 (S)]3 → [Hr+1(Ω)]3 × [Hr−

1
2 (S)]3

is Fredholm for 1
2 < r < k −

3
2 .

Step 2. Here we will show that IndR = 0. To this end, for t ∈ [0, 1] let us consider the operator

Rt := [
rΩBt
∘
E rΩWt + rΩV𝜘

tγ+(TtK)
∘
E Lt + (d − I3)𝜘 +W󸀠𝜘

] ,

where Bt = I + tK and

Wt(g)(y) = −∫
S

[Tt(x, ∂x)P(x − y)]⊤g(x) dSx , Lt(g)(y) = [Tt(y, ∂y)Wt(g)(y)]+, y ∈ S, t ∈ [0, 1],

with Tt(y, ∂y) defined in (5.11). Clearly,L = L1.
Now we prove that Rt is homotopic to the operator R = R1. We have to check that for the operator Rt

the Šapiro–Lopatinskiĭ condition is satisfied for all t ∈ [0, 1]. Indeed, in this case the Šapiro–Lopatinskiĭ
condition reads as (cf. (5.25))

SRt (ξ 󸀠) = −Π󸀠[T̃t(S(Bt) − I3)[S(+)(Bt)]−1Π+([S(−)(Bt)]−1S(P)T̃⊤t )](ξ 󸀠) +S(L̃t; ξ 󸀠)

= S(1)Rt
(ξ 󸀠) + S(2)Rt

(ξ 󸀠) +S(L̃t; ξ 󸀠) ̸= 0 for all ξ 󸀠 ̸= 0, (5.35)

where

S(1)Rt
(ξ 󸀠) = −Π󸀠[T̃tS(Bt)[S(+)(Bt)]−1Π+([S(−)(Bt)]−1S(P)T̃⊤t )](ξ 󸀠) = −

1
2|ξ 󸀠| T̃t(ξ

󸀠, −i|ξ 󸀠|)T̃⊤t (ξ 󸀠, −i|ξ 󸀠|),

S(2)Rt
(ξ 󸀠) = Π󸀠[[S(+)(Bt)]−1Π+([S(−)(Bt)]−1S(P))}(ξ 󸀠),

S(L̃t; ξ 󸀠) =
1

2|ξ 󸀠| T̃t(ξ
󸀠, −i|ξ 󸀠|)T̃⊤t (ξ 󸀠, −i|ξ 󸀠|).

By direct calculations, we find

S(2)Rt
(ξ 󸀠) = Π󸀠[T̃t[S(+)(Bt)]−1Π+([S(−)(Bt)]−1S(P)T̃⊤t )](ξ 󸀠)

= −Π󸀠[T̃t(−iξ 󸀠, −iξ3)[S(+)(Bt; ξ 󸀠, ξ3)]−1(
[S(−)(Bt; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤t (ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠|(ξ3 + i|ξ 󸀠|)
)]

= iΠ󸀠[ T̃t(ξ
󸀠, ξ3)[S(+)(Bt; ξ 󸀠, ξ3)]−1

ξ3 + i|ξ 󸀠|
](
[S(−)(Bt; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤t (ξ 󸀠, −i|ξ 󸀠|)

2|ξ 󸀠| )

=
i

2|ξ 󸀠| (−
1
2π ∫
ℓ−

T̃t(ξ 󸀠, τ)[S(+)(Bt; ξ 󸀠, τ)]−1
τ + i|ξ 󸀠| dτ)[S(−)(Bt; ξ 󸀠, −i|ξ 󸀠|)]−1T̃⊤t (ξ 󸀠, −i|ξ 󸀠|)

= −
i

4π|ξ 󸀠| ∫
ℓ−

T̃t(ξ 󸀠, τ)[Ã(+)t (ξ 󸀠, τ)]−1 dτ(−2i|ξ 󸀠|)[Ã
(−)
t (ξ
󸀠, −i|ξ 󸀠|)]−1T̃⊤t (ξ 󸀠, −i|ξ 󸀠|)

= −(
1
2π ∫
ℓ−

T̃t(ξ 󸀠, τ)[Ã(+)t (ξ 󸀠, τ)]−1 dτ)[Ã
(−)
t (ξ
󸀠, −i|ξ 󸀠|)]−1T̃⊤t (ξ 󸀠, −i|ξ 󸀠|), (5.36)
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where
At(ξ) = (1 − t)|ξ|2I + tA(ξ) and At(ξ 󸀠, ξ3) = A−t (ξ 󸀠, ξ3)A+t (ξ 󸀠, ξ3),

and A±t (ξ 󸀠, ξ3) are the “plus” and “minus” polynomial matrix factors in ξ3 of the positive definite polynomial
symbol matrix At(ξ 󸀠, ξ3).

By the same approach as in the proof of Lemma 5.1, it can be shown that the first matrix in (5.36) is
non-singular for all ξ 󸀠 ̸= 0. Therefore, by (5.35), (5.36) and (5.12) we have

SRt (ξ 󸀠) = S
(2)
Rt
(ξ 󸀠) ̸= 0 for all ξ 󸀠 ̸= 0 and for all t ∈ [0, 1],

which implies that for the operatorRt the Šapiro–Lopatinskiĭ condition is satisfied. Therefore, the operator

Rt : [Hr+1(Ω)]3 × [Hr+
1
2 (S)]3 → [Hr+1(Ω)]3 × [Hr−

1
2 (S)]3

is Fredholm for all 12 < r < k −
3
2 and for all t ∈ [0, 1].

Further, we show that the index of the operator

R0 = [
rΩ I
∘
E rΩW0 + rΩV𝜘

0 L0 + (d − I) +W󸀠𝜘
] : Hr+1(Ω) × Hr+

1
2 (S) → Hr+1(Ω) × Hr−

1
2 (S)

is zero. First, we show that the index of the operatorLt equals zero for all t ∈ [0, 1].
The principal homogeneous symbol matrix of the operatorLt reads as

S(L̃t; ξ 󸀠) =
1

2|ξ 󸀠| T̃t(ξ
󸀠, −i|ξ 󸀠|)T̃⊤t (ξ 󸀠, −i|ξ 󸀠|)

and is elliptic due to (5.12). Consequently, the operator Lt : [Hr+1/2(S)]3 → [Hr−1/2(S)]3 is Fredholm for all
t ∈ [0, 1]. Moreover, it is evident that the principal part of the operatorL0 : [H1/2(S)]3 → [H−1/2(S)]3 is self-
adjoint due to the representation L0g = L∆g, where L∆ stands for the trace of the normal derivative of the
localized harmonic double layer potential:

L∆g(y) = −γ+{
∂

∂n(y) ∫
S

∂Φ(x − y)
∂n(x) g(x) dSx}.

Therefore, IndL = IndLt = IndL0 = 0 for all t ∈ [0, 1], implying that the index of the operator R0 equals
zero. Since the operatorRt is homotopic toR0 for all t ∈ [0, 1], we conclude that

IndR = IndR1 = IndRt = IndR0 = 0

for all t ∈ [0, 1] and for all 12 < r < k −
3
2 .

Step 3. From the equivalence theorem (Theorem 4.1) it follows that the null space of the operator R in the
class H2(Ω) × H3/2(S) is trivial. Therefore, the same is valid also for all 12 < r < k −

3
2 (see [2, Assertion 10.6])

implying that operator (5.14) is invertible for all 12 < r < k −
3
2 .

Remark 5.3. Note that condition (5.12) with t = 1 is necessary for the operator R to be Fredholm (cf. [2,
Theorem 12.1]). Further, we consider two particular examples for the elasticity models and show that in the
case of isotropic bodies condition (5.12) is satisfied automatically, while in the case of transversally isotropic
bodies it is not satisfied in general.

Suppose that the domain Ω is filled with an isotropic inhomogeneous elastic material. The matrix differ-
ential operator of elasticity for isotropic inhomogeneous media reads as

A(x, ∂x) = [Apq(x, ∂x)]3×3 := [δpq{∂i(μ(x)∂i)} + ∂p((λ(x) + μ(x))∂q)]3×3.

The corresponding stress operator has the form T = T(x, ∂x) = [Tpq(x, ∂x)]3×3, p, q = 1, 2, 3:

T11 = (λ + 2μ)n1∂1 + μn2∂2 + μn3∂3, T12 = λn1∂2 + μn2∂1, T13 = λn1∂3 + μn3∂1,
T21 = μn1∂2 + λn2∂1, T22 = μn1∂1 + (λ + 2μ)n2∂2 + μn3∂3, T23 = λn2∂3 + μn3∂2,
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and
T31 = μn1∂3 + λn3∂1, T32 = μn2∂3 + λn3∂2, T33 = μn1∂1 + μn2∂2 + (λ + 2μ)n3∂3,

where λ, μ ∈ C∞(ℝ3) are variable Lame’s coefficients satisfying the inequalities μ > 0 and 3λ + 2μ > 0.
In this case, for the matrix T̃(ξ 󸀠, ξ3) we have

T̃(ξ 󸀠, ξ3) = [[
[

μξ3 0 μξ1
0 μξ3 μξ2
λξ1 λξ2 (λ + 2μ)ξ3

]]

]

,

while the matrix T̃t(ξ 󸀠, ξ3) for t ∈ [0, 1] reads as (see (5.13))

T̃t(ξ 󸀠, ξ3) = [[
[

(1 − t)ξ3 + tμξ3 0 tμξ1
0 (1 − t)ξ3 + tμξ3 tμξ2
tλξ1 tλξ2 (1 − t)ξ3 + t(λ + 2μ)ξ3

]]

]

.

Then it is easy to show that

det T̃t(ξ 󸀠, −i|ξ 󸀠|)
= i|ξ 󸀠|3(1 − t + μt)[(1 − t)2 + (1 − t)t(λ + 3μ) + 2μ(λ + μ)t2] ̸= 0 for all ξ 󸀠 ̸= 0 and all t ∈ [0, 1].

Therefore, in the isotropic case, condition (5.12) in Theorem 5.2 is satisfied automatically.
Now suppose that the domain Ω is filled with a transversally isotropic inhomogeneous elastic material.

The system of differential equations of elasticity for transversally isotropic inhomogeneous media is written
in the form

[∂1(c11∂1u1) + ∂2(c66∂2u1) + ∂3(c44∂3u1)] + ∂1((c11 − c66)∂2u2) + ∂1((c13 + c44)∂3u3) = F1,
∂2((c11 − c66)∂1u1) + [∂1(c11∂1u2) + ∂2(c66∂2u2) + ∂3(c44∂3u2)] + ∂2((c13 + c44)∂3u3) = F2,
∂3((c13 + c44)∂1u1) + ∂3((c13 + c44)∂2u2) + [∂1(c44∂1u3) + ∂2(c44∂2u3) + ∂3(c33∂3u3)] = F3,

and the corresponding stress operator has the form T = T(x, ∂x) = [Tpq(x, ∂x)]3×3, p, q = 1, 2, 3:

T11 = c11n1∂1 + c66n2∂2 + c44n3∂3, T12 = (c11 − 2c66)n1∂2 + c66n2∂1, T13 = c13n1∂3 + c44n3∂1,
T21 = c66n1∂2 + (c11 − 2c66)n2∂1, T22 = c66n1∂1 + c11n2∂2 + c44n3∂3, T23 = c13n2∂3 + c44n3∂2,

and

T31 = c44n1∂3 + c13n3∂1, T32 = c44n2∂3 + c13n3∂2, T33 = c44n1∂1 + c44n2∂2 + c33n3∂3,

where c11, c33, c44, c66, c13 ∈ C∞(ℝ3) are variable elastic coefficients satisfying the inequalities

c11 > 0, c33 > 0, c44 > 0, c66 > 0, c213 < c33(c11 − c66).

Further, let us assume that a neighborhood of some point ỹ ∈ S is a part of the plane which is parallel to
the plane of isotropy. In this case, the matrix T̃t(ξ 󸀠, ξ3) is written as

T̃t(ξ 󸀠, ξ3) = (1 − t)Iξ3 + tT̃(ξ 󸀠, ξ3) for t ∈ [0, 1],

where

T̃(ξ 󸀠, ξ3) = [[
[

c44ξ3 0 c44ξ1
0 c44ξ3 c44ξ2

c13ξ1 c13ξ2 c33ξ3

]]

]

.

Then, for ξ 󸀠 ̸= 0 and t ∈ [0, 1], we have

det T̃t(ξ 󸀠, −i|ξ 󸀠|) = i|ξ 󸀠|3(1 − t + c44t)[(1 − t + c44t)(1 − t + c33t) + c13c44t2],

which implies that condition (5.12) is not satisfied in general.
Indeed, for t = 1 and ξ 󸀠 ̸= 0 we get

det T̃1(ξ 󸀠, −i|ξ 󸀠|) = det T̃(ξ 󸀠, −i|ξ 󸀠|) = i|ξ 󸀠|3c244(c33 + c13),

and if c13 = −c33, then det T̃1(ξ 󸀠, −i|ξ 󸀠|) = 0.
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A Classes of cut-off functions
Definition A.1. We say χ ∈ Xk for an integer k ≥ 0 if

χ(x) = χ̆(|x|),
χ(0) = 1,
χ̆ ∈ Wk

1(0,∞),
ϱχ̆(ϱ) ∈ L1(0,∞).

We say χ ∈ Xk+ for an integer k ≥ 1 if χ ∈ Xk and σχ(ω) > 0 for all ω ∈ ℝ, where

σχ(ω) :=

{{{{{
{{{{{
{

χ̂s(ω)
ω > 0 for ω ∈ ℝ \ {0},
∞

∫
0

ϱχ̆(ϱ) dϱ for ω = 0,
χ̂s(ω) :=

∞

∫
0

χ̆(ϱ) sin(ϱω) dϱ.

We say χ ∈ Xk1+ for an integer k ≥ 1 if χ ∈ X
k
+ and ωχ̂s(ω) ≤ 1 for all ω ∈ ℝ.

Evidently, we have the following imbeddings: Xk1 ⊂ Xk2 , Xk1+ ⊂ X
k2
+ and Xk11+ ⊂ X

k2
1+ for k1 > k2 (for details

see [9]). An example of a cut-off function χ1k ∈ Xk1+ for k ≥ 2 is

χ1k(x) =
{{
{{
{

[1 − |x|ε ]
k

for |x| < ε,

0 for |x| ≥ ε.

B Properties of localized potentials
Here we collect some theorems describing the mapping properties of the localized potentials (2.10), (2.11)
and (2.15)–(2.17). The proofs can be found in [9].

Theorem B.1. Let χ ∈ Xk with k ≥ 3 have a compact support, and let t < k − 1, and −12 < s < k −
1
2 . Then the

following localized operators are continuous:

V : [H t(S)]3 → [H t+
3
2 (Ω±)]3, W : [H t(S)]3 → [H t+

1
2 (Ω±)]3, P : [Hs(Ω)]3 → [Hs+2(Ω)]3.

Moreover, if χ ∈ X31+, then the operator P : [Hr(ℝ3)]3 → [Hr+2(ℝ3)]3 is invertible for all r ∈ ℝ and the inverse
operator P−1 is representable in the form

P−1 = ∆I −MχI,

where ∆ is the Laplace operator, I is the unit operator andMχ is a scalar pseudodifferential operator with the
symbol m̂χ(ξ) satisfying the inequality

0 ≤ m̂χ(ξ) ≤ C < ∞ for all ξ ∈ ℝ3, (B.1)

with some positive constant C.

Theorem B.2. Let χ ∈ X3, ψ ∈ H−1/2(S), and φ ∈ H1/2(S). Then the following jump relations hold on S:

γ+Vψ = γ−Vψ = Vψ, γ±Wφ = ∓dφ +Wφ, T±Vψ = ±dψ +W󸀠ψ,

where
d(y) = [dpq(y)]3×3 :=

1
2 [a

pq
kj (y)nk(y)nj(y)]3×3, y ∈ S, (B.2)

and d(y) is positive definite due to (2.1).
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Theorem B.3. Let χ ∈ Xk with k ≥ 3 and 1 < t < k − 1. Then the following operators are continuous:

V : [H t(S)]3 → [H t+1(S)]3,
W : H t(S) → H t(S),

W󸀠 : [H t(S)]3 → [H t(S)]3,
L± : [H t(S)]3 → [H t−1(S)]3.
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