
Abstract— This paper deals with black-box modeling of 
synchronous generators based on artificial neural 
networks (ANN). ANN is applied to define the relationship 
between the excitation and terminal generator voltage 
values, while the Levenberg-Marquardt algorithm is used 
for determining the ANN’s weight coefficients. The relation 
is made based on generator response on reference voltage 
step changes. The proposed approach is checked using the 
experimental results obtained from the measurements on a 
real 120 MVA generator from hydroelectric power plant Piva 
in Montenegro. Further, a fair comparison with the 
nonlinear auto-regression model with the exogenous input 
(NARX) and Hammerstein-Wiener (H-W) model is made. For 
the validation, different experiments were conducted – 
different values of step disturbances, other controller 
parameters, and different rotating speeds. Based on the 
presented results, it can be noted that the proposed ANN 
model is very accurate and provides a very high degree of 
matching with the experimental results and outperforms 
the other considered nonlinear models. Furthermore, the 
proposed test procedure and model is easy to implement 
and do not require disconnection of the generator from the 
grid or additional equipment for experimental realization. 
Such obtained models can be used for different testing 
types related to the excitation system. 

Index Terms— artificial neural networks, automatic voltage 
regulation, experimental measurements, Levenberg-
Marquardt algorithm, nonlinear modeling, parameter 
identification, synchronous generators. 

I. Introduction

A. Background

YNCHRONOUS generators (SGs) are one of the main parts of
the entire electric power system sector. They are the largest

producers of active power, but at the same time, they regulate 
the voltage level of the connection bus in the power system. 
Therefore, there are two control loops for the SG: turbine 
control used to maintain the frequency and active power at the 
desired level, and excitation control, which controls reactive 
power flow and voltage level. The analysis of the generator 
operation, both from the point of view of active power 
production or voltage regulation, requires an accurate and 
reliable model of the generator and an appropriate identification 
method [1]. This paper deals with the relation between the 
excitation and terminal generator voltage. 

From the scientific point of view, the identification methods 
for SG parameters can be divided into time-domain and 
frequency-domain methods. The most important test methods 
from both groups, such as sudden-short circuit, load rejection, 
open-circuit, standstill frequency response, etc., are 
summarized in [2]. The time-domain methods comprise certain 
modifications of standardized test procedures [3]-[10], as well 
as the methods based on the phasor measurement unit (PMU) 
data [11]-[15]. Also, many researchers are dedicated to 
developing novel test procedures and methods for extracting the 
generator parameters, which are often based on certain 
modifications of Kalman filters [16]-[24]. In [25], the authors 
deal with the frequency-response identification method. All of 
the mentioned tests are described in detail in Section II. 

The most comprehensive and accepted SG model is based 
on the Park’s transformations. It relies on modeling the 
generator in a two-axis (d and q) frame.  

B. Work motivation

The SG model presented with Park’s transformations is a
model composed of the two electrical circuits (one of the d-axis 
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and the other for the q-axis). These electrical circuits consist of 
many parameters (resistances, reactances, and corresponding 
time constants). In that way, the closed-form model of the SG 
can be obtained. Most of these parameters used to describe the 
generator can be determined only from the sub-transient and 
transient processes, which demand conducting very 
complicated experiments on the generator. To be more precise, 
these experiments require expensive equipment to provide the 
measurements with many samples with a small sampling time. 
The values of the Park’s model parameters can be a few 
hundred times higher than the others, which may cause 
significant accuracy problems during the extraction process.   

The significant characteristic of each identification method 
is whether the generator must be disconnected from the grid or 
the identification procedure can be carried out during the 
generator’s normal operating mode. The disconnection of the 
generator can cause economic losses and problems with 
stability, reliability, and operation of the whole power system 
since the producing capacity is significantly reduced due to the 
removal of the generator. Therefore, so-called online methods, 
conducted while the generator operates on-grid, are highly 
desirable because they do not impact the global function of the 
power system. However, it should be noted that some of the 
existing online methods require information about some 
specific variables, such as power angle [26]. On the other side, 
the identification method should be conducted using the 
equipment already in the power plant. The need for the usage 
of additional equipment for the experiment only increases the 
overall cost of the experimental setup. 

Starting from Park’s model of the SG, the determination of 
the relationship between excitation and terminal voltage is very 
complex. It requires solving a set of highly complex differential 
equations. According to this, such an approach is time-
consuming and inappropriate. Based on all previously 
discussed and noted facts, the necessity of research for a new 
approach for modeling the excitation voltage-terminal voltage 
relation is obvious. 

C. Novelty and contributions

This paper focuses on black-box modeling of the relation
between excitation voltage and the terminal voltage of the SG. 
Hence, in this paper, the output of the black-box model is the 
generator terminal voltage, while the input is the excitation 
voltage. The nonlinear black-box modeling of SGs contrasts 
with other well-known generator models. Black-box models are 
recently prevalent because they show a high degree of accuracy; 
they are easy to optimize and run very rapidly. Also, these 
models do not require high computing power [27]. The black-
box models only aim to provide the mapping of output and input 
of the model without knowing and understanding the model’s 
behavior.  

In this paper, we propose black-box modeling of the SG using 
artificial neural networks (ANNs). Based on the authors’ 
knowledge, this is the first time such a modeling approach has 
been presented. The ANNs are very popular because of their 
numerous advantages, among which the most important is the 
ability to learn and model both linear and non-linear complex 

relations. Also, the ANNs have high generalization ability, 
making them very applicable for modelling unseen relations 
and data. Furthermore, the application of the ANN as the 
controller instead of the conventional PI controller in the AVR 
system significantly improves the system’s dynamic response 
[28]. Moreover, ANNs can work even when input and output 
data are corrupted, i.e., noisy data or missing data samples 
[29,30]. 

Therefore, the main paper contributions are outlined as 
follows: 

 The novel modeling approach, which maps the
excitation and terminal voltage of the SG, is proposed.

 The novel identification test procedure, which does
not require the disconnection of the SG, is
demonstrated. This test procedure introduces a small
step disturbance on the reference generator voltage
and measures the excitation and terminal voltage
waveforms.

 The proposed identification procedure is applicable
for both on-grid and off-grid generator operation
modes.

 The validation is provided on a real 120 MVA SG
from the hydropower plant (HPP) Piva in Montenegro.

 The application of the ANN model is superior
compared to other literature known nonlinear models,
such as the nonlinear auto-regression model with
exogenous input (NARX) and Hammerstein-Wiener
(H-W) models. Note, black-box modeling of the SG
using the NARX model is presented in [12], but
without experimental testing on a real, large-power
SG.

 The proposed approach is generic, which means it can
be applied to SGs of different power and voltage level.

D. Paper organization

This paper is organized as follows. Section II provides details
about the existing methods for determining SG parameters. In 
Section III, a brief description of neural networks is presented. 
Afterward, Section IV describes the test procedure for 
identifying neural network weight coefficients. As depicted in 
Section V, the real validation is provided with the experimental 
testing of the proposed method on a real SG. Section VI 
presents the validation through the simulations. The final 
concluding comments of this work are given in the Conclusion 
section. 

II. RELATED WORKS

This section presents a brief overview of the recently 
proposed identification methods of SG parameters. Regarding 
the existing test procedures for determining SG parameters, the 
most relevant ones are sublimed in [2]. The modifications of the 
standardized test procedures are presented in [3]-[10]. Three 
modified standard tests are combined to determine SG 
parameters in [3]. The load rejection test is applied to SGs in 
[4] and [5], where the parameters are extracted by the interior
point method [4] and the graphical method [5]. The research
presented in [5] expands the load rejection test to consider the
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effect of saturation. Furthermore, the short-circuit test has been 
presented in [6], considering field voltage variations. The 
authors in [7] and [8] identified the SG’s parameters using 
simplified analytical waveforms of the field and armature short-
circuit current, respectively. In [9], the simplified expressions 
are substituted by the full field and armature current 
expressions, which do not neglect any parameter of the 
generator, and therefore it needs to be expressed by the inverse 
Laplace transformation. Different tests are demonstrated in [10] 
– short-circuit test along with decrement of field, slip test, and
voltage test. Unfortunately, despite the presence of standardized
tests, many authors insist on developing non-standardized test
procedures for determining the generator’s parameters.

It is worth mentioning the methods that use the data obtained 
from the PMU (active and reactive power, voltage magnitude, 
and phase) for identifying the generator parameters [11]-[15]. 
Additionally, the identification methods presented in [16]-[19] 
are based on applying different signals to the stator windings 
while the field winding is short-circuited. The signals that can 
be applied to the stator windings are Pseudo-Random Binary 
Sequence (PRBS) [16], chirp signal [17], sine cardinal signal 
[18], and step signal [19]. The previously presented methods 
have a significantly higher cost since the PMUs and the 
equipment needed for generating the different signals are 
expensive. The identification method presented in [20] defines 
the load conditions required to obtain pure q-axis armature 
current and therefore determine q-axis parameters. Specific 
current and voltage waveforms during the power system’s 
remote line-to-line fault can be used to determine the generator 
parameters, as depicted in [21]. The authors in [22] proposed an 
efficient three-stage algorithm for identifying the turbine-
governor and SG parameters using their precise models. The 
Unscented Kalman Filter (UKF) application to estimate the 
parameters of the SG during unbalanced operating conditions is 
presented in [23]. In [24], the Constrained Iterative Unscented 
Kalman Filter (CIUKF) is used to determine the generator 
parameters using the data obtained by a digital protective relay 
(DPR). 

Unlike the time-domain methods, the original standstill 
frequency response (SSFR) test and its modifications [25] 
generate multiple sinusoidal voltages with various frequencies. 
Therefore, the frequency-domain tests are somewhat 
complicated, time-consuming, and require complex 
mathematical analysis. Due to this, the time-domain tests are 
more applicable than the frequency-domain tests. 

III. ARTIFICIAL NEURAL NETWORKS

ANNs are trendy computational modeling facilities that have 
recently engaged in many applications. They can be explored 
as complex structures consisting of interconnected adaptive 
simple processing elements and artificial neurons. ANNs 
represent the analogy with the human nervous system, whose 
basing building block is the biological neuron (dendrites, cell 
body, and axon). The dendrites collect signals from other 
neurons and send them to the cell body. Afterward, the axon 
gets signals from the cell body and transfers them to other 
neurons through the synapse. Since each neuron has many 

dendrites and synapses, it can transmit many signals 
simultaneously. Such a mechanism represents the basis that led 
to the creation and development of ANNs. Fig. 1 illustrates a 
straightforward system of artificial neurons – a system of 
biological neurons. 

In Fig. 1, n denotes the number of neurons, and x and w 
denote the intensity and synaptic strengths, respectively [29]. 
Mathematically, n denotes artificial neurons, xi represents the 
input signals, w stands for weight coefficients, and y represents 
the output signal. 
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Fig. 1.  System of artificial neurons. 

The linear combination of input signals is fed into the neuron 
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the neuron becomes activated, which can be mathematically 
expressed as follows [29]: 
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where f is called the activation function; in this case, the 
activation function is the well-known step function. 
Alternatively, in the literature, the neuron threshold might 
function as an additional input node whose value is x=1 and 
weight coefficient w=b. 

In order to be able to deal with nonlinear problems, the 
simple neural network presented in Fig. 1 is expanded with 
more additional layers of neurons, which are located between 
the input and the output layers. The intermediate layers are so-
called hidden layers. In this way, a multi-layer neural network 
or multi-layer perceptron (MLP) network is obtained. The 
neurons from the hidden layer receive the information from 
input neurons, process them, and forward them to the output 
layer. The structure of a multi-layer network with four input 
neurons, three neurons in a hidden layer, and two output 
neurons is illustrated in Fig. 2. 
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Fig. 2.  The structure of a 3-layer MLP. 

According to Fig. 2, the output yi (i={1,2}) of the neural 
network can be represented as follows [29,30]: 
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where q denotes the number of neurons in the hidden layer, 
while m denotes the number of inputs, and the activation 
functions are denoted as F and f. The weight coefficients, 
specified by the matrices w and W, are adjustable parameters of 
the network obtained throughout the process named training of 
the network. The training procedure is carried out with the help 
of the training data, which consists of a set of inputs u(t) and the 
corresponding desired outputs y(t). If the training set is denoted 
ZN, it can be formulated as follows: 

    , ; 1,2,...,NZ u t y t t N    (3) 

where N stands for the number of samples, the training process 
aims to decide the weights w and W so the outputs of the neural 

network, also called predicted outputs,  ˆ ,y t are likely close to

the real outputs y(t). 
The prediction error strategy used in this paper is based on 

determining the weight coefficients, so the mean-square-error 
function (VN) is minimized [30], thus: 

         
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In this work, the weight coefficients are determined by the 
modified Levenberg–Marquardt (LM) algorithm, which is very 
popular for solving nonlinear least-squares problems. This 
algorithm is an iteration-based algorithm, where the weight 
coefficients, summarized in vector θ, are updated as expressed 
in (5). 

     1i i if     (5) 

where i stands for the current iteration and f denotes the search 
direction. 

This algorithm combines two numerical minimization 
algorithms: the gradient descent method and the Gauss-Newton 
(GN) method. The LM method behaves like a gradient–descent 
method when the parameters are far from their optimal values, 
while it behaves like the GN method when the parameters are 
close to the optimal value. The behavior of the LM algorithm is 
defined by the ratio between actual and predicted lessening of 
the fitness function VN, denoted as r(i). Thus; 
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where L is expressed as follows: 
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By introducing G as the gradient of the fitness function VN 
with respect to the weights θ, and R as the GN approximation 
of the Hessian: 
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Hence, (7) can be rewritten as follows: 
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The steps of the LM algorithm are given as follows: 
1) Initialize the values of weight coefficients θ(0) and step size

λ(0).
2) Govern the search direction f from the following expression:

      λi i iR I f G      (10) 

where I denotes the unity matrix. 

3) Calculate the value of ratio r(i) using (6) to determine the
search direction approach:

 If r(i)>0.75⇒λ(i)=λ(i)/2 – the foreseen reduction of the fitness
function value is close to the actual decrease, which means
the LM algorithm should behave as a GN algorithm.

 If r(i)<0.25⇒λ(i)=2λ(i) – the foreseen reduction of the fitness
function value is far from the actual decrease, and therefore
the LM algorithm should act as a gradient descent
algorithm.

4) Update the vector of weight coefficients θ(i+1)=θ(0)+f(i) and
increase the iteration counter: i=i+1.

5) Check the stopping criterion, and if it is not met, return to
step 2). If it is met, the obtained vector θ holds the optimal
values of the weight coefficients.

IV. IDENTIFICATION PROCEDURE

As stated previously, the neural network is trained, i.e., the 
weight coefficients are determined with the help of training set 
data. Training set ZN comprises a set of inputs u(t) and 
corresponding outputs y(t). Considering that the neural network 
is used to model the SG in this paper, the input signal u for the 
neural network is the excitation voltage Vf of the generator, 
while the output signal of the neural network y is the voltage at 
the generator’s terminals Vt. 

The input-output dataset, represented by the excitation and 
the generator’s terminal voltage, is experimentally obtained 
during the no-load operation mode of a real SG (120 MVA, 
15.75 kV) in a hydroelectric power plant (HPP) Piva in 
Montenegro. The photo of the SG used for experiments done in 
this work is presented in Fig. 3. The experimental tests and the 
measurements of the voltage waveforms were realized in July 
2020. The excitation system of this generator is the static 
excitation system UNITROL 6000, which is realized as a self-
excited thyristor-controlled system manufactured by ABB. This 
system provides the excitation voltage to the generator’s field 
winding and enables safe and secure control of all variables. 
The microprocessor technique realizes the control of the 
system. The block diagram of the AVR system used for the 120 
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MVA SG voltage regulation is given in Fig. 4. 

Fig. 3.  The used SG in the experiments in HPP Piva. 
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Fig. 4.  The block diagram of the experimental setup. 

The controller in the AVR system is realized as a combination 
of lead-lag compensators, including anti-windup protection and 
proportional gain KR. The values of the controller parameters 
are: TC1=3.5, TB1=11.67, TC2=0.1, TB2=0.1, KR=500, 
VRmin=−6.4, VRmax=7.27, Vmin=−0.0912, Vmax=0.0912. The error 
signal, which represents the input to the controller, is formed 
from many different signals: reference voltage, measured 
terminal voltage, power system stabilizer (PSS) signal, a soft 
start signal, V/Hz limiter signal, and signals from 
overexcitation and under-excitation limiters. Under-excitation 
limiters include a PQ limiter that prevents the generator from 
operating beyond practical stability limits, a minimum field 
current limiter and a capacitive stator current limiter. 
Overexcitation limiters comprise the maximum field current 
limiter and inductive stator current limiter. The AVR controller 
defines the control signal Vc based on the error signal, which is 
converted to the thyristor bridge control angle (α).  

The experiments conducted for this paper comprise the SG 
and the AVR system of the generator. The central role of the 
AVR system is to keep the voltage at the generator’s terminals 
at the desired value, which is dictated by the reference voltage 
signal Vref, which represents the input of the AVR system. The 
test procedure for identifying the neural network weight 
coefficients consists of measuring the field and the generator’s 
terminal voltage when there are step changes in the reference 
voltage value of the AVR system. Such described test 
procedure can produce the dynamic processes of the generator, 
but does not impact the normal operation of the power system 
in terms of active power injection. The complete block diagram 
of the test procedure applied in this paper is depicted in Fig. 5. 

Precisely, the experimental measurements for obtaining the 
dataset for neural network training are carried out by setting the 

AVR system reference voltage at the rated value (1 p.u, where 
p.u stands for per unit). Afterward, the reference voltage is
reduced by 5% to 0.95 p.u, while after a particular time, it gets
increased to the final value of 1.05 p.u. During such operation
mode, which is very safe for the generator itself and the whole
power system, the excitation and terminal voltage are measured
and serve as the training dataset. The measured excitation
voltage is given in Fig. 6, while the generator terminal voltage
and the reference voltage are depicted in Fig. 7. The exact
values of experimental measurements for some samples are
given in the Appendix. Also, the flowchart of the ANN training
procedure is depicted in the Appendix.

AVR 

SG

Vref

Vf

Vt

ANN

+

-

LM algorithm

weight
coefficients

grid

Fig. 5.  Complete block diagram of the proposed identification procedure. 

V. EXPERIMENTAL RESULTS

The voltage waveforms represented in Figs. 6 and 7, as 
stated before, serve as the input-output dataset for the training 
of neural networks using the described LM algorithm. 

Fig. 6.  Experimental excitation voltage – input training data. 
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Fig. 7.  Experimental terminal voltage – output training data. 

This paper uses the ARX (auto-regression model with the 
exogenous input) architecture of the neural network. It means 
that the neural network inputs are past values of input and 
output data, i.e., excitation and terminal voltage. The neural 
network used in this work has four neurons in the input layer, 
which means the inputs are two past values of input and output 
data: u(t−2), u(t−1), y(t−2), y(t−1). Additionally, there is one 
bias neuron in the input layer, denoted with “1” in Fig. 2. The 
hidden layer consists of five neurons, with an additional bias 
neuron, as in the input layer. The activation function for the 
hidden layer is hyperbolic tangents, i.e., f=tanh. The output 
layer consists of one neuron, whose activation function F is 
linear. 

The neural network training process stands for the 
determination of the weight coefficients w (from input to hidden 
layer) and W (from hidden to output layer) with the help of the 
training algorithm and the criterion function defined with (4). 
The training algorithm stops when any criterion of the 
following stoppings criteria is met – (i) the maximum number 
of iterations, which is set to 500 in this work, is reached, (ii) the 
value of criterion function (4) drops below criterion minimum 
value, which is equal to 0, and (iii) change of the criterion 
function is below 10-7, the gradient’s largest element is below 
10-4, and the most prominent change of weight coefficients is
below 10-3. In this paper, several training algorithms are
implemented and mutually compared: Levenberg-Marquardt
(LM), back-propagation (BP), an incremental version of the
back-propagation algorithm, and iterated generalized least
squares (IGLS) algorithm. All algorithms are applied under the
same stopping condition, which is previously defined. The
mentioned algorithms are compared in terms of the execution
time, obtained criterion function (CF) value, and the number of
iterations, as given in Table I.

TABLE I 
COMPARISON OF THE ANN TRAINING ALGORITHMS 

Algorithm LM BP INCBP IGLS 

Time (s) < 1 < 1  35  ~ 2  
CF value 2.8765×10-8 2.652×10-4 6.1×10-4 2.88×10-8 
Iterations 167 500 500 188 

Based on the results presented in the previous table, it is 
evident that the LM algorithm is superior compared to the other 
frequently applied training algorithms. For that reason, in this 

paper, the LM algorithm is applied for training the neural 
network. The convergence curve – the values of the criterion 
function after each iteration – is depicted in Fig. 8. 

Fig. 8.  Convergence curves of compared training algorithms. 

The weight coefficient w is obtained as a 5×5 matrix, while 
the weights W are given in a row vector of 6 elements, as shown 
below. 

 

0.255 0.191 2.9 4 0.0157 0.079

0.36 0.209 0.001 0.002 0.19

,0.03 0.003 0.1543 0.137 0.061

0.33 0.204 0.005 0.002 0.128

0.364 0.203 0.006 0.005 0.168

0.446 0.588 0.041 0.543 0.582 0.202 .

e     
   
    
    
    

  

w

W

(11) 

A graphical comparison of the terminal voltage obtained by 
the trained neural network and the experimentally measured 
voltage is depicted in Fig. 9. 

Fig. 9.  Graphical comparison of ANN voltage and the voltage used for training. 

After the training process is completed, it is crucial to validate 
such a trained neural network. For that purpose, four different 
experiments are carried out, and the corresponding excitation 
and terminal voltage waveforms are measured: 
1) Validation 1 – step disturbances on the reference voltage
value are the same as in Fig. 6 (0.95 p.u-1.05 p.u- 0.95 p.u), but
the parameters of the AVR controller are reduced.
2) Validation 2 – step disturbances on the reference voltage
value are varied: at the beginning, the reference voltage is 1 p.u,
afterward, it drops to 0.97 p.u, and finally, it is set to 1.03 p.u;
parameters of the controller are settled at the normal value.
3) Validation 3 – reference voltage is the same as validation
test 1 (0.95 p.u-1.05 p.u-0.95 p.u), controller parameters are at
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the normal value, but the rotating speed is reduced to 90% of 
the rated speed. 
4) Validation 4 – the reference voltage remains the same as in
the previous test, speed is at 90% of the rated value, but the
controller parameters are reduced.

The validation of the neural network is carried out by 
comparing the terminal voltage obtained by the neural network 
with the corresponding experimentally recorded voltage 
waveform. Furthermore, the proposed neural network (NN)-
based model is compared with the NARX [12] and 
Hammerstein-Wiener (H-W) models. The error signals are 
shown for each validation test. Figs. 10-13 depict the results of 
the validation tests, respectively. 

(a) 

(b) 
Fig. 10. Validation test 1: (a) Graphical comparison of the voltage waveforms, 
and (b) Error signals. 

(a) 

(b) 
Fig. 11. Validation test 2: (a) Graphical comparison of the voltage waveforms, 
and (b) Error signals. 

(a) 

(b) 
Fig. 12. Validation test 3: (a) Graphical comparison of the voltage waveforms, 
and (b) Error signals. 
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(b) 
Fig. 13. Validation test 4: (a) Graphical comparison of the voltage waveforms, 
and (b) Error signals. 

One significant additional advantage of using the ANN model 
is its simplicity and computational speed compared with the 
other two considered models, NARX and H-W. The time 
required to train the neural network and the time to estimate the 
NARX and H-W model parameters are depicted in Table II. 

TABLE II 
TIME COMPLEXITY COMPARISON OF USED MODELS 

Model ANN NARX H-W
Time (s) < 1 7.4 10 

The neural network training is practically instantaneous and 
takes less than 1 second to be completed. Estimating NARX and 
H-W model parameters is much slower, and it can take around
7 seconds for NARX and approximately 10 seconds for the H-
W model. It is essential to mention that the accuracy and
precision of NARX and H-W models are strictly dependent on
the order of these models. Lower orders of these models result
in inadequate and inaccurate results, which are not presented in
the manuscript. In order to obtain any results that are even close
to the experimental ones, we had to adopt NARX and H-W
models of a very high order. This fact makes these two models
very complex, and therefore there are a large number of the
parameters of these models which need to be estimated.

To sum up, all of the validation tests represent different 
operating conditions of the excitation system of the SG. The 
previously presented figures depict the graphical comparison of 
experimentally recorded voltage with the generator voltage 
waveforms obtained by the ANN, NARX, and H-W models, 
respectively.  

Despite the graphical comparison, the degree of matching 
between experimental voltage and the voltage obtained from 
the models can be expressed with the error signal e=Vexp-Vmodel, 
where Vexp stands for the experimentally obtained voltage, and 
Vmodel denotes the voltage calculated by the ANN, NARX, or H-
W model. The more precise and accurate model is the one 
whose error signal has the lowest values. The generator’s 
voltage obtained by the trained neural network closely matches 
the experimentally obtained voltage, proven by the graphical 
comparison of the voltage waveforms. For all the presented 
validation tests, the error between experimental and ANN 
voltage waveforms is lower than 0.1% in the steady-state. 

Relying on the results presented, it was evident that the 

proposed black-box nonlinear ANN-based modeling of the SG 
is very accurate for different conditions, particularly in the 
presence of the AVR system. It was also clear that the accuracy 
and precision of the proposed approach are much higher than 
the literature-known NARX and H-W models. As seen in the 
previous figures, the terminal voltage calculated by the NARX 
and H-W models cannot reach the steady-state reference value. 
Besides, the accuracy in the transient period is also significantly 
lower (worse) than the voltage obtained by the proposed ANN 
model. Additionally, it was also proven that the ANN model is 
considerably less time-consuming since the time required to 
train the ANN is drastically lower than the time required to 
estimate NARX and H-W model parameters. Therefore, it can 
be concluded that the proposed model of the SG can be very 
applicable in practice. Such an SG model can be applied for 
different tests related to the safe operation of SG, including 
examination of field overexcitation and demagnetization, and 
others.  

VI. SIMULATION RESULTS

The modeling approach introduced in this paper is generic, 
i.e., it is applicable not only for a single SG used in experiments
but also for various generators with different rated power and
rated voltage. In order to confirm this, the ANN model of the
SG is verified with simulations conducted in MATLAB
Simulink software on a 40 MVA, 10.5 kV SG from HPP
Perucica in Montenegro. Also, a comparison with NARX and
H-W models is provided. After the corresponding Simulink
model is developed, the excitation voltage, which also
represents the input training data for the ANN, is applied to the
field winding of the SG. In this case, the excitation voltage is
defined as the PRBS signal, and the generator terminal voltage,
which serves as the output training data, is recorded. The input
and output training data are depicted in Fig. 14.

After proper training of the neural network, whose structure 
is the same as the one from the previous section, the output of 
such network should be compared with the output training data. 
Therefore, a graphical comparison of the terminal voltage 
obtained by the trained neural network and the voltage recorded 
from the Simulink model is depicted in Fig. 15. 

Fig. 14.  Input and output training data. 
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Fig. 15.  Graphical comparison of ANN voltage and the voltage used for 
training. 

The validation test is carried out by defining the input signal 
as the PRBS signal whose pulse width is less than the one used 
for training. The input and output validation data are depicted 
in Fig.16. Based on such a defined input signal, the outputs of 
the trained ANN and identified NARX and H-W models are 
calculated and compared with the obtained terminal generator 
voltage from the Simulink model (output validation data). The 
graphical comparison of these voltage waveforms and the error 
signal are depicted in Fig. 17. 

Fig. 16.  Input and output validation data. 

Observing the presented results, it is obvious that the voltage 
of the generator obtained by the ANN model matches perfectly 
with the corresponding voltage recorded from the Simulink 
model of the SG. 

(a) 

(b) 
Fig. 17. Validation test: (a) Graphical comparison of the voltage waveforms, 
and (b) Error signals. 

Once again, it is proven that the ANN model is extremely 
precise and accurate for modelling the relationship between 
excitation and the terminal voltage of the generator, even when 
a different type of excitation voltage signal is applied. Also, the 
superiority of the ANN model in comparison with NARX and 
H-W models is proven again.

VII. CONCLUSION

In this article, an ANN-based model of an SG is presented. 
The neural network is trained with the Levenberg-Marquardt 
algorithm, where the excitation voltage represents the input 
training data, and the generator terminal voltage stands for the 
output training data. The proposed test procedure measures the 
excitation and terminal voltage waveforms when there are step 
disturbances on the AVR system setpoint. During the described 
test, the generator remains in its’ normal on-grid operation 
mode, making it very easy to conduct. Furthermore, the 
validation of the neural network was carried out with the 
experimentally obtained results on a real 120 MVA SG in 
hydropower plant Piva in Montenegro, as well as with the 
results obtained using the NARX and H-W models presented in 
the literature. Also, the simulation analysis for a 40 MVA SG 
from hydropower plant Perucica is provided. The output 
voltage of the neural network well matches the corresponding 
experimentally obtained voltage, which indicates that the neural 
network-based model of the generator is precise, accurate, and 
applicable. Since all of the four validation tests were carried out 
during different operating conditions of the AVR system, it can 
be deduced that the proposed neural network model can 
represent the generator regardless of the operating conditions of 
the power system. Much attention will be paid to extending the 
proposed ANN model for different active power values injected 
into the grid in future works. Besides, we will analyze the 
potential applications of such models in determining the 
optimal parameters of the AVR controller. 

APPENDIX 

The experimentally recorded excitation and terminal voltage 
from Figs. 6 and 7, which are used for training the ANN in this 
paper, are presented in Table III. Due to a large number of 
samples, we provided only some of them. Additionally, the 
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flowchart of the ANN training process is depicted in Fig. 18. 

TABLE III 
EXPERIMENTALLY MEASURED RESULTS 

Sample Vf (pu) Vt (pu) Sample Vf (pu) Vt (pu) 
1 0.4418 0.947 2200 0.5143 1.047 

250 0.4402 0.947 2400 0.5128 1.047 
500 0.4435 0.947 2600 0.5163 1.047 
750 0.4384 0.947 2800 0.5141 1.047 
1000 0.4421 0.947 2820 0.5156 1.046 
1250 0.4394 0.947 2840 -2.3106 1.033 
1500 0.4428 0.947 2860 -1.1204 0.986 
1515 0.4366 0.947 2880 -0.1539 0.955 
1530 0.4395 0.947 2900 0.3843 0.939 
1545 2.3433 0.959 2920 0.5859 0.935 
1560 2.4133 0.987 2940 0.6033 0.937 
1575 1.8889 1.017 2960 0.5566 0.940 
1590 1.1195 1.040 2980 0.4976 0.942 
1605 0.6637 1.052 3000 0.4564 0.943 
1620 0.4365 1.056 3020 0.4382 0.944 
1635 0.3625 1.056 3040 0.4331 0.944 
1650 0.3792 1.055 3060 0.4346 0.944 
1665 0.4225 1.053 3080 0.4372 0.944 
1680 0.4658 1.051 3100 0.4407 0.944 
1695 0.4933 1.050 3120 0.4415 0.944 
1710 0.5124 1.049 3140 0.4426 0.945 
1725 0.5231 1.049 3160 0.4415 0.945 
1740 0.5251 1.049 3180 0.4424 0.945 
1755 0.5177 1.049 3200 0.4419 0.945 
1770 0.519 1.049 3400 0.4402 0.946 
1785 0.52 1.049 3600 0.4403 0.946 
1800 0.51740 1.049 3800 0.4395 0.946 
2000 0.51820 1.048 4000 0.4404 0.947 

Define ANN parameters:
Number of layers and neurons, and activation functions

Define the stopping criterions 
and initialize weight coefficients

Is stopping criterion 
satisfied?

NO

Update weight coefficients using 
Levenberg-Marquardt algorithm

Training is completed-weight 
coefficients are obtained

YES

Start

Load input and output training data

Calculate the output of neural network

Determine the error between ANN 
output and output training data

Calculate performance index and 
indexes of stopping criterions

Increase the iteration counter by 1

End

Fig. 18. Flowchart of the ANN training process. 

The complete experimental measurements presented in Figs. 
6 and 7, along with some of the used Matlab codes and Simulink 
models, are located on the following link: 
https://drive.google.com/file/d/1OlNfo56-

QIgJUaKioGhenOJ28WNt88y3/view?usp=sharing. It can be 
downloaded with the permission of the authors. 
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