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Abstract

As one of the most salient features of China’s economic development, high-speed

rail (HSR) is considered to be an attractive target and travel mode for terror-

ists. Distinguishing potential terrorists from normal passengers is of critical

importance to public security, but very challenging because terrorists constitute

only a very small fraction of HSR passengers, especially when they can disguise

their attributes and behaviors to deceive the classifiers. For this extremely

imbalanced classification problem, we propose a novel evolutionary generative

adversarial network (GAN) ensemble method, where each GAN in the ensemble

simultaneously trains a discriminator to identify abnormal samples from a large

number of passenger profiles and trains a generator to produce abnormal sam-

ples that are disguised as normal ones in a subspace of the sample space, and

the final classifier combines these GANs using an evolutionary fusion method.

Experiments on benchmark problems demonstrate that the proposed ensem-

ble adversarial learning method has very competitive performance compared to

popular imbalanced classifiers. The successful applications in terrorist identi-
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fication for China Railway also demonstrate the feasibility and effectiveness of

our approach.

Keywords: Anti-terrorism, classification, deep learning, ensemble learning,

evolutionary algorithm, generative adversarial network (GAN).

1. Introduction

Since its first high-speed rail (HSR) line opened between Beijing and Tianjin

as one of the key infrastructures of the 2008 Beijing Olympic Games, China has

developed a large-scale HSR network which is now more than 30,000 km long and

carries over fiver million passengers per day, greatly shortening the time-space5

distances between megacities and stimulating the development of second- and

third-tier cities (Zheng & Kahn., 2013). It is expected that HSR will not only

continue to have significant macro effects on the national pattern of activity

(Cao et al., 2013) but also become a key part of the “One Belt, One Road”

strategy for Eurasian integration (Huang, 2016).10

HSR not only greatly benefits normal travelers, but also helps malicious

people in their actions including gathering, maneuvering, absconding, etc. In

particular, the iconic status of HSR makes it an attractive potential target for

terrorists due to the large number of potential victims, “high-value” passen-

gers, significant investments, and other attractive elements (Maurillo, 2012).15

Although HSR has unique built-in safety and security features, performing an

in-depth screening and/or physical inspection for every passenger would be un-

affordable. A trade-off is to first try to identify potential terrorists from pas-

sengers, preferably by using data mining and machine learning techniques, and

then better tailor in-depth inspection efforts to target terrorists and therefore20

deter threats. Such classification approaches have been used in critical areas

such as aviation security management for years (Barnett, 2004, Babu et al.,

2006, McLay et al., 2006, 2010, Majeske & Lauer, 2012, Cavusoglu et al., 2013,

Rudner, 2015, Skorupski & Uchroński, 2016, Zheng et al., 2017, Feng & Huang,

2018). However, there are two major difficulties with existing classifiers. The25
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first is the base-rate fallacy, that is, given that normal passengers constitute a

significantly larger fraction, a small imperfection in classification may result in

a large number of wrongly accused passengers and thus cause the costs of the

systems to outweigh their benefits (Cavusoglu et al., 2013, Rosen, 2007). The

second is the vulnerability, i.e., terrorists may be able to deceive the classifiers30

through trial-and-error sampling and learning (McLay et al., 2010, Tutun et al.,

2017).

Compared to airline security, HSR security can be much more difficult for

the following reasons:

• HSR systems are much more open to the public and therefore more acces-35

sible to terrorists.

• HSR security is often not taken as seriously as airline security. As Barack

Obama touted, one of the benefits of HSR is that “passengers wouldn’t

have to go through a security check that requires taking off their shoes...”

(Gerstein, 2010)40

• HSR addresses significantly larger numbers of passengers. For example,

during the 2018 Chinese Spring Festival, the number of passengers carried

by HSR was over 381 million, while that by airlines was only 65 million.

• As a consequence of the previous reason, the average inspection time in

HSR stations is typically much shorter than that of airports (otherwise,45

crowds standing in long screening lines can also be vulnerable to attack

(Maurillo, 2012)).

Consequently, terrorist identification in HSR security management should

have a much higher feature learning ability as well as higher classification ac-

curacy. Recent advances in deep neural networks provide a powerful tool for50

feature learning by automatically abstracting learned features from raw features

layer by layer (Hinton & Salakhutdinov, 2006). Particularly, in circumstances

where it is difficult or expensive to label sufficient training samples, deep gener-

ative models have been leveraged to synthesize labeled samples to improve the
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classification accuracy (Goodfellow et al., 2014, Kingma et al., 2014, Alam et al.,55

2018, Fajardo et al., 2021). Motivated by these research advances, in this pa-

per, we propose a generative adversarial network (GAN) ensemble approach for

HSR passenger classification. A GAN is formulated as a minimax game between

a discriminator model and a generative model (Goodfellow et al., 2014). The

GAN ensemble consists of a set of individual GANs, each of which concurrently60

trains a generator to produce abnormal passenger profiles that are disguised as

normal ones in a subspace of the sample space, and trains a discriminator to

identify abnormal passenger profiles from normal ones. Our approach exhibits

significant advantages in classification performance over state-of-the-art meth-

ods in experiments and has been successfully applied to improve the efficiency65

of anti-terrorism for the Chinese HSR. The main contributions of this paper are

as follows:

• We propose a novel GAN ensemble method for imbalanced classification

by iteratively constructing multiple GANs that have different classification

accuracies on different training subsets and therefore are complementary70

to each other to improve the overall classification performance.

• We propose a new multi-rule method for fusing multiple individual clas-

sifiers of an ensemble, where the threshold parameters in the fusion rules

are optimized by an evolutionary algorithm.

• Our approach has been successfully applied to identify potential terror-75

ists from HSR passengers and effectively improved the security of China

Railway.

The rest of this paper is organized as follows: Section 2 reviews related work

on GAN-based methods and ensemble methods for imbalanced classification,

Section 3 presents an overview of our decision-making process for passenger80

classification, Section 4 described the proposed GAN ensemble model, Section

5 presents the results of experiments and applications, and Section 6 concludes

with a discussion.
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2. Related Work

Classical machine learning methods for imbalanced classification can be di-85

vided into three groups: 1) modified classification algorithms that reinforce the

learning towards the minority class; 2) cost-sensitive methods that reduce higher

cost among different misclassification costs; 3) undersampling/oversampling

methods that rebalance class distribution. Adversarial learning is a recently

popular approach for training both generative and discriminative models in90

machine learning deployed in non-benign environments. It can be very use-

ful in imbalanced classification by generating artificial data for the minority

class, and its performance has been shown to be superior to various standard

oversampling algorithms (Douzas & Bacao, 2018). Wang et al. (2017) found

that convolutional neural networks (CNNs), although having human-level per-95

formance on image classification, often tend to be biased to large imbalanced

classes. Thus, they proposed a GAN model to tackle the issue by adversatively

learning discriminative features on minority class data. The performance of the

model was validated on imbalanced plankton classification problems. Merdivan

et al. (2017) proposed an energy-based adversarial model that minimizes the100

energy for a given data distribution while maximizing the energy for another

distribution. They demonstrated the effectiveness of the model for positive

and unlabeled learning with imbalanced data. Yin et al. (2018) referred the

widely-used approach that simultaneously attack all features of the classifiers

as a “dense feature attack”, and they proposed a “sparse feature attack” ap-105

proach that only manipulates a small subset of the features and minimize the

manipulation cost at the same time. They also designed an algorithm to im-

prove the robustness of a classifier against such attacks. Zheng et al. (2018)

proposed an adversarial learning method based on deep denoising autoencoder

for telecom fraud detection, which exhibited a high accuracy together with a110

low misclassification rate. Liu et al. (2018) proposed a semi-supervised method

that combines GAN and CNN for image classification, the performance of which

was demonstrated on a highly imbalanced traffic camera dataset. To improve
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classification in credit card fraud detection, Fiore et al. (2019) trained a GAN to

output mimicked minority class examples, which were then merged with training115

data into an augmented training set so as to improve the effectiveness of a classi-

fier. Ren et al. (2019) proposed an oversampling strategy dubbed entropy-based

Wasserstein GAN which, for each class, combines an entropy-weighted label vec-

tor with the original feature vector to train the generator; after being trained,

the generator produces minority data samples from the concatenation of the120

entropy-weighted label vector with random noise feature vectors. In the GAN

approach proposed by Salazar et al. (2021), the generator uses Markov random

fields to synthesize surrogates by the graph Fourier transform, and the discrimi-

nator implements a linear discriminant on features measuring clique similarities

between the synthesized and the original instances. Jo & Kim (2022) proposed125

a method of minority oversampling near the borderline with GAN, which trains

a discriminator for each class to competitively affect the generator, such that

the generator learns the minority class with a focus near the borderline.

As is well known, making a decision based on the single best classifier may

discards the valuable contributions of other classifiers (Zhou et al., 2002). In130

this regard, ensemble methods that try to combine the strengths of multiple

classifiers into an ensemble have become popular approaches for improving clas-

sification performance (Galar et al., 2012). Recent advances along this direction

include EUSBoost (Galar et al., 2013) that uses evolutionary undersampling to

combine and improve random undersampling with Boosting algorithms, BMW-135

SMOTE (Gao et al., 2020) that calculates the weight of each minority class in-

stance by the ratio between the majority class proportion in the neighborhood of

the current instance and the sum of all these proportions, the cost-sensitive de-

cision tree ensembles (Krawczyk et al., 2014) that trains cost-based classifiers on

random feature subspaces to ensure diversity, ClusterBal/SplitBal (Sun et al.,140

2015) that converts an imbalanced dataset into multiple balanced ones and then

builds base classifiers on these multiple data, the supervised clustering ensemble

(Xiao et al., 2016) that partitions the samples of each class into a number of

clusters and then pairwise combines the clusters to construct base classifiers,
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and MSEA (Liu et al., 2020) that decouples model-training and meta-training145

to adaptively resample the training set in iterations to get multiple classifiers in

a cascade ensemble model. These ensemble methods have been used in a number

of highly imbalanced classification problems such as protein prediction (Zhang

et al., 2012), fault detection (Amozegar & Khorasani, 2016), traffic surveillance

(Liu et al., 2017), manufacturing quality assessment (Kim et al., 2018), credit150

classification (Yu et al., 2018), and cancer detection (Yuan et al., 2018).

Some research efforts have also been devoted to ensembles of GANs, using

combination methods like ensemble of other machine learning models. Wang

et al. (2016) investigated two ways to construct ensembles of GANs. In the

first way, different GANs use the same initial network but take models trained155

with different amount of iterations. The second way redirects part of the train-

ing data which is badly modeled by the one GAN to another. Results showed

that the second performs better. Hu et al. (2017) proposed a GAN ensem-

ble method to generate organ motion models from patient images, where each

GAN is trained separately with a pre-disjointed training data set. Tramèr et al.160

(2018) proposed a method that augments a model’s training data with adver-

sarial examples from other models; by decoupling the examples with the model,

minimizing the training loss implies increased robustness to black-box attacks.

Rezaei et al. (2020) proposed a framework composed of a single-generator and

a multi-discriminator variant, where the generator analyzes the input image165

as a condition to predict a corresponding semantic segmentation image using

feedback from the multi-discriminator. Nevertheless, to our knowledge, studies

on ensembles of GANs, especially those fully utilizing multiple generators and

multiple discriminators for imbalanced classification, are still few.

3. The Overall Decision-Making Process170

For the considered HSR passenger classification problem, a large number of

records from governmental and non-governmental databases can be utilized, but

acquiring all relevant records could be very time-consuming and present privacy
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issues. We have suggested the security department of China Railway to adopt a

decision-making process (illustrated in Figure 1) that consists of multiple levels175

defined based on the range of records used as follows:

L1 that only queries passenger name records (PNR) that match criminal

records of the public security department. Special proactive measures

will be taken for those identified as wanted or suspected criminals.

L2 that queries a core set of records associated with each PNR (including the180

passenger’s short-term history of travel by train, and current bookings of

trains, flights, inter-city buses, hotels, and scenic spots), and then employs

a decision-tree based inference tool to identify anomalies (e.g., a passenger

booking multiple flights and trains from the same city in the same day).

L3 that queries a much wider range of records from internal and external185

databases, and then trains a more powerful classifier to discover anomalies

in big data.

In other words, L1 and L2 aim to identify “obviously dangerous” passengers

(including but not limited to terrorists), and L3 is expected to identify more

potential terrorists that have not been detected at L1 and L2. To build a classi-190

fier for the organization, we have tested many popular imbalanced classification

models (Liu et al., 2009, B laszczyński et al., 2010, Galar et al., 2013, Krawczyk

et al., 2014, Sun et al., 2015, Oh et al., 2019, Gao et al., 2020) but observed

that their performance is far from satisfactory, as they often misclassify too

many normal passengers and/or cannot detect terrorists that are well disguised.195

To resolve this issue, we developed a new classifier based on adversarial en-

semble learning to simultaneously improve the accuracy of identifying disguised

terrorists and decrease the misclassification rate of normal passengers.

Considering privacy issues, the organization requires that the use of the

classifier at L3 should be further divided into two cases:200

L3.1 When the current pressure of terrorism is low, the classifier uses a basic

set of records, including the passenger’s short-term history and current
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L1: Query the associated criminal records

Take a PNR

Match?

N

Y

High terrorism pressure? Y

Y

N

N

Dangerous

L2: Query the core set of associated records

Find anomaly?

N

Y

Query the basic set of 
associated records

Query the extensive set 
of associated records

Input to the extended
GAN ensemble 

Input to the basic GAN 
ensemble 

Output  threshold?

Normal

Figure 1: The flowchart of the decision-making process for HSR passenger classification.

bookings of trains, flights, inter-city buses, hotels and scenic spots, along

with cached educational records and tax records;

L3.2 When the pressure is high, the classifier uses an extensive set of records,205

including long-term history and current bookings of travel services, origi-

nal educational records (from educational departments), tax records (from

tax departments and customs), fixed asset records (from housing depart-

ments), consumption records (from banks and e-commerce platforms),

telecommunication records (from telecom operators), and social behav-210

ior records (provided by an Internet social network analysis tool).

For the above two cases we use input feature vectors with different lengths

(currently the former is approximately 1800 while the latter is approximately

20000), which are to be processed by two different versions of GAN ensembles.

9

Electronic copy available at: https://ssrn.com/abstract=4127729



The two versions use the same underlying mechanism described in the next215

section.

4. Evolutionary GAN Ensemble Model

4.1. Building Block: Denoising Autoencoder

Because the input passenger profiles often contain noise and missing values,

the GANS in our ensemble classifier use denoising autoencoders (Vincent et al.,220

2008, 2010) as the building block. As a stochastic machine, a denoising autoen-

coder takes an input vector x ∈ [0, 1]n, corrupts it into x̃ by replacing a small

portion of components with noise, and then transforms (encodes) it to a hidden

representation z:

z = fβ(x̃) = s(Wx̃ + b) (1)

where β = [W,b], W is the matrix of connection weights between the input225

and output neurons, b is the vector of bias of the output neurons, and s is the

mapping (which is the sigmoid function in our GAN).

Then, z is mapped back (decoded) to a reconstructed vector x′:

x′ = gβ′(z) = s(W′z + b′) (2)

The training of denoising autoencoder aims to minimize the reconstruction

error:230

arg min
β,β′

Ex∼X
[
− log p

(
x|gβ′(fβ(x̃))

)
] (3)

where X is the empirical distribution of the input data space defined by the

training set. Note that once the model has been trained, no corruption is applied

to an input profile for classification.

4.2. Outlier Detectable GAN Based on Deep Denoising Autoencoder

As illustrated in Figure 2, each GAN in our model consists of a deep denois-235

ing autoencoder with two hidden layers and a Gaussian mixture model (GMM)
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Encoder

Encoder Decoder

f(1)

f(2)

x

z

g(2)

Decoder
g(1)

x’

GMM

(x) 

Discriminator

Generator

Figure 2: The architecture of the basic GAN classifier.

(Gauvain & Lee, 1994, Cardinaux et al., 2003) on the top of the second layer to

produce the output Φ(x) from the latent vector z:

Φ(x) = Φ′(z) =
1

|z|

|z|∑
i=1

log
( NG∑
j=1

wjN (zi;µj , σj)
)

(4)

where N (zi;µj , σj) is a high-dimensional Gaussian function with mean µj and

diagonal covariance matrix σj , NG is the number of Gaussians, and wj is the240

weight for Gaussian j subject to
(∑NG

j=1 wj
)

= 1.

In the adversarial game, the two-layer decoder acts as the generator G for

generating false samples from the prior distribution Z of the hidden space to

the data space to deceive the discriminator, while the two-layer encoder to-

gether with GMM act as the discriminator D for discriminating positive sam-245

ples (including terrorist profiles and generated samples) from normal ones. The

discriminator and the generator are simultaneously trained using iterative gradi-

ent descent that alternates between D and G to optimize the following minimax

objective function (Goodfellow et al., 2014):

arg min
G

arg max
D

Ex∼X+ logD(x) + Ez∼Z log(1−D(G(z)))) (5)

Because the majority class of normal passengers can have some outliers that250

appear to be inconsistent with the rest of the data and therefore would degrade
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the classification performance, we employ the outlier detectable GAN (OD-

GAN) for adversarial learning (Oh et al., 2019), which considers a discriminator

output value of around 0.5 as that the input is real data, and an output value far

from 0.5 as that the input is artificial data. OD-GAN calculates the dissimilarity255

with the minority class, denoted by Ψ, as follows:

Ψ(x) = 2|0.5− Φ(x)| (6)

A Ψ value closer to 0 implies that the input is similar to the minority class.

To detect and eliminate outliers from the majority data, we sort data in in-

creasing order of Ψ values, and determine the outlier set based on the elbow

point where the Ψ values changes rapidly from near 0 to near 1. After removing260

the outliers, the generator produces artificial data to fill insufficient data in the

minority class.

4.3. Ensemble Construction

As a single classifier developed to minimize a global measure of error can be

strongly biased towards the majority class in imbalanced classification, we adopt265

the classifier ensemble approach to mitigate the biases. Let N be the number

of GANs used in the ensemble, X+ be the set of terrorists and X− be the set

of normal passengers in the training set, our aim is to construct N GANs, each

achieving high classification performance on a distinct training subset. A simple

way is to divide the training set into N subset and then construct a GAN on each270

subset. However, a random or equal division would impair the complementarity

among the individual GANs and the generality of the ensemble.

We propose a procedure that uses N iterations of training-and-testing. At

each iteration, we tentatively train K GANs on K subsets, each of which consists

of all samples of X+ and 1/K samples of X− (where K decrease from N to275

1 with iteration), and select the GAN with the best test performance into the

ensemble; the first 1/K of samples that are with the highest confidence in the

current selected GAN are removed from X− for the next iteration, such that

the remaining GANs can focus on samples that are not well classified by the
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Algorithm 1: The procedure for constructing an ensemble of N GANs

on the minority (positive) set X+ and the majority (negative) set X−.

1 Initialize an empty ensemble, and let K=N ;

2 while K > 0 do

3 Equally divide X− into K parts, and then construct K training subsets,

each of which is the union of X+ and one part of X−;

4 Construct K GANs, each being trained on one of the K training subsets

(the training consists of two phases, one for minimizing the

reconstruction error (3) and the other for minimizing the minimax

function (5));

5 Use X− to test each GAN, and select the GAN with the best

classification accuracy into the ensemble;

6 Sort the samples in X− in increasing order of the probability of being

identified as positive by the selected GAN;

7 Remove the first 1/K of samples from X−;

8 K=K−1;

9 return the ensemble of N GANs.

selected GAN. Algorithm 1 presents the procedure for constructing the GAN280

ensemble. After N iterations, the ensemble has N GANs that have different

classification performance on different training subsets.

4.4. Multi-Rule Fusion of Individual GANs

Based on the above iterative construction procedure, the ensemble consists

of N GANs that are well complementary to each other. However, the popular

voting or weighted voting approaches cannot fully utilize the complementarity

among the individual GANs (Wozniak & Jackowski, 2009, Krawczyk et al.,

2014). We propose a new multi-rule fusion method to promote the classification

rate of the minority class while limiting the misclassification rate of the majority

class. Given an input vector x to be classified, let Ψ1(x),Ψ2(x), . . . ,ΨN (x) be

the output probabilities of the N GANs sorted in non-decreasing order, the
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ensemble makes the decision according to the rule defined as follows:

IF (Ψ1(x)≤θ1) ∨ (Ψ2(x)≤θ2) ∨ . . . ∨ (ΨN/2(x)≤θN/2)

THEN x ∈ X+

ELSE x ∈ X−

where θ1, θ2, . . . , θN/2 are thresholds satisfying 0≤θ1 ≤θ2≤ . . .≤θN/2≤ θ̂, where

θ̂ is an upper limit such that, if Ψ(x)≤ θ̂, then x is classified as the minority285

class. This rule can be interpreted as a set of sub-rules as follows:

R1: If there is at least one GAN identifying x as a positive sample with the

first-level (largest) confidence, then classify x as positive.

R2: If there are at least two GANs identifying x as a positive sample with the

second-level (second largest) confidence, then classify x as positive.290

...

RN/2: If there are at least N/2 GANs identifying x as a positive sample with the

(N/2)st-level (smallest) confidence, then classify x as positive.

R⊥: Otherwise, classify x as negative.

The popular voting (or weighted voting) method can be interpreted as the295

special sub-rule RN/2 of our multi-rule fusion method.

4.5. Evolutionary Optimization of Fusion Parameters

Obviously, the effectiveness of the multi-rule fusion fusion depends on the

threshold parameters θ1, θ2, . . . , θN/2. The parameter selection problem can be

regarded as a high-dimensional global optimization problem, which is difficult300

to solve when N is relatively large. We employ an evolutionary optimization

method to efficiently explore the (N/2)-dimensional parameter space to search

for an optimal or near-optimal threshold setting. In the evolutionary algorithm,

each chromosome represents a threshold parameter ~θ = [θ1, θ2, . . . , θN/2]. The

algorithm randomly initializes a population of chromosomes, and then continu-305

ally evolves them by crossover and mutation.
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Given two parents ~θ = [θ1, θ2, . . . , θN/2] and ~θ′ = [θ′1, θ
′
2, . . . , θ

′
N/2], the

crossover operation produces two offsprings ~θa and ~θb. The components of

the first offspring ~θa are iteratively calculated from front to back as follows:

θa1 = αθ1 + (1−α)θ′1 (7)

θaj =

 αθj + (1−α)θ′j , θaj−1 ≤ min(θj , θ
′
j)

αθaj−1 + (1−α) max(θj , θ
′
j), otherwise

j = 2, . . . , N/2 (8)

where α is a random number between [0,1]. The components of the second

offspring ~θb are iteratively calculated from back to front as follows:

θbN/2 = αθN/2 + (1−α)θ′N/2 (9)

θbj =

 αθj + (1−α)θ′j , θbj+1 ≥ max(θj , θ
′
j)

αθbj+1 + (1−α) min(θj , θ
′
j), otherwise

j = N/2−1, . . . , 1 (10)

The mutation operation modifies a chromosome ~θ = [θ1, θ2, . . . , θN/2] by

randomly selecting a dimension j and setting θj to be a random value. When

j = 1, the random value is uniformly distributed in [0, θ1); when 1< j <N/2,

the random value is in (θj−1, θj+1); when j = N/2, the random value is in310

(θN/2−1, θ̂].

To avoid premature convergence, we also employ a random local topology

for the population, where each solution is randomly assigned with probably KN

neighbors (where KN is a parameter for controlling the neighborhood size).

When selecting two chromosomes for crossover, we have a probability of η of se-315

lecting two neighbors and a probability of (1−η) of selecting two non-neighbors,

where η is a parameter increasing from a lower limit ηmin to an upper ηmax, such

that crossover among non-neighbors is preferred to facilitate global exploration

in early stages and crossover among neighbors is preferred to enhance local

exploitation in late stages of the algorithm (Zheng et al., 2014).320

Algorithm 2 presents the framework of the algorithm, where rand() produces
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a random number uniformly distributed in [0,1], cr is the crossover rate, mr is

the mutation rate, and ĝ is a control parameter for avoiding search stagnation.

5. Results

We first test the proposed OD-GAN ensemble method on selected benchmark325

classification problems, and then test it on the HSR passenger classification

problem. Finally, we report a 30-week application of the GAN ensemble in

China Railway.

5.1. Experiments on Benchmark Problems

We select 15 benchmark datasets, including 11 KEEL data sets from Alcala-330

Fdez et al. (2011) and 4 DNA microarray data sets from Bullinger et al. (2004)

and Yang et al. (2006), which are summarized in Table 1. Because the proposed

GAN ensemble classifier targets highly imbalanced problems, we remove some

minority samples from the original data sets to increase the imbalance ratio.

We compare the proposed OD-GAN-Ensemble model with 11 comparative335

classification models, including four single-classifier models and seven ensemble

models:

• The synthetic minority oversampling technique combined with neural net-

work (SMOTE-NN) classifier (Jeatrakul et al., 2010);

• The single basic GAN model as described in Section 4.2 but without outlier340

detection;

• The entropy-based Wasserstein GAN (EWGAN) (Ren et al., 2019);

• The single OD-GAN model (Oh et al., 2019) as described in Section 4.2;

• EasyEnsemble (Liu et al., 2009), an ensemble-based undersampling that

samples several subsets from the majority class and trains a learner on345

each of them.
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Algorithm 2: The evolutionary algorithm for optimizing the fusion

Parameters of the GAN ensemble.

1 Randomly initialize a population P of NP solution vectors of thresholds;

2 foreach solution vector ~θ in the population do

3 foreach other solution vector ~θ′ in the population do

4 if rand() < KN/(NP − 1) then set ~θ′ as a neighbor of ~θ;

5 while the stopping criterion is not satisfied do

6 foreach solution vector ~θ in the population do

7 Construct a set of subrules R1, R2,. . . ,RN/2 from ~θ;

8 Evaluate the solution fitness based on the accuracy of ensemble

defined by the rule on the training set;

9 Update η and the best solution found so far;

10 if the best solution has not been update for ĝ successive generations then

11 Reset the neighborhood structure as Lines 2–4;

12 Create an empty population P′;

13 while |P′| < NP do

14 Select a solution ~θ from P with a probability proportional to its

fitness;

15 if rand() < cr then

16 if rand() < η then

17 Select a neighboring solution ~θ′ with a probability

proportional to its fitness;

18 else

19 Select a non-neighboring solution ~θ′ with a probability

proportional to its fitness;

20 Perform crossover on ~θ and ~θ′;

21 Add the two offsprings to P′;

22 else

23 if rand() < mr then perform mutation on ~θ;

24 Add ~θ to P′;

25 return the best solution found so far.
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Table 1: Summary of the selected benchmark imbalanced datasets.

Dataset
Number of

samples

Number of

attributes

Imbalance

ratio

yeast-0-5-6-7-9 vs 4 498 8 22.71

yeast2vs8 474 8 38.50

yeast6 1474 8 57.96

abalone19 4174 8 129.44

vowel0 936 13 23.63

vehicle0 666 18 34.05

segment0 2008 19 68.24

autos 153 25 50.00

dermatology-6 344 34 56.33

kddcup-buffer overflow vs back 2212 41 244.78

kddcup-rootkit-imap vs back 2205 41 1101.5

SRBCT 75 2308 24.00

LUNG2 187 3312 45.75

CAR 165 9182 81.50

BULL 92 17404 45.00

• IIvotes (B laszczyński et al., 2010), a rule-based ensemble with selective

data pre-processing.

• EUSBoost (Galar et al., 2013), an ensemble construction technique that

improves RUSBoost by using evolutionary undersampling.350

• An ensemble of cost-sensitive decision trees (CSTrees) which are trained

on random feature subspaces (Krawczyk et al., 2014).

• Bal-Ensemble, an ensemble method that converts an imbalanced dataset

into multiple balanced ones and builds multiple classifiers on them (Sun

et al., 2015).355

• BMW-SMOTE based on model dynamic selection in an ensemble driven

by data partition hybrid sampling (Gao et al., 2020);

• GAN-Ensemble, the ensemble of basic GANs (instead of OD-GAN) but

using the same ensemble construction and evolutionary fusion methods as
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described in Section 4.3 and Section 4.4.360

For each of the ensemble models, we fine tune the number of ensemble mem-

bers between [5,30] on each benchmark problem. For our evolutionary algo-

rithm for GAN ensemble fusion, we set cr = 0.95, mr = 0.015, ηmin = 0.35,

ηmax = 0.75, ĝ = 12, NP = 30, and maximum number of generations to 200.

Other control parameters of the comparative models are typically set as sug-365

gested in the literature and then fine tuned on the whole test set. We uses

a five-fold cross-validation strategy on each data set. The datasets are stored

in an IBM Storwize V7000 storage server (with 24×600G 15K SAS disk, a

300G STEC SSD, and 64GB cache), and the computational environment is a

LenovoSystem x3850 X6 server (with 4×Intel Xeon 4830 CPU, 32GB DDR4370

memory, and Windows Server NT 6.2 operating system).

The experimental results are evaluated based on the sensitivity measure

that denotes what percentage of minority samples are identified as such and

the specificity measure that denotes what percentage of majority samples are

identified as such:375

sensitivity =
TP

TP + FN
(11)

specificity =
TN

FP + TN
(12)

where TP, FP, TN and FN refer to true positives, false positives, true negatives

and false negatives, respectively.

We also use a combined measure, the Area Under the receiver operating

characteristic Curve (AUC) (Huang & Ling, 2005), which evidences that in-

creasing the number of TP without also increasing the number of FP and thus380

is widely used in imbalanced problems:

AUC =
sensitivity + specificity

2
(13)

Tables 2, 3, and 4 present the sensitivity, specificity, and AUC results of the

comparative classification methods on the benchmark problems, respectively.

On each benchmark problem, the best result(s) among the 12 methods is shown

in boldface.385
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As we can observe From Table 2, among the 15 benchmark problems the

proposed OD-GAN-Ensemble method achieves the best sensitivity values on

12 problems, which is the largest among the 12 methods; on the remaining

three problems (which typically have relatively low dimensions and/or imbal-

ance ratios), the sensitivity values of OD-GAN-Ensemble are always the second390

best. Note that all 12 methods obtains the same best sensitivity values on five

problems including autos, kddcup-rootkit-imap vs back, SRBCT, LUNG2, and

CAR. On the remaining ten problems, the overall sensitivity performance of the

first four non-ensemble methods are significantly lower than that of the ensem-

ble methods. Except OD-GAN-Ensemble, Bal-Ensemble and GAN-Ensemble395

obtain relatively good sensitivity performance, achieving the best sensitivity

values on 11 and 10 problems, respectively.

From Table 3, we can observe that our OD-GAN-Ensemble method exhibits

more promising performance in terms of low misclassification rate: Its specificity

values are the best on 14 benchmark problems, and is only the second best on400

the vehicle0 problem. GAN-Ensemble obtains the best specificity values on two

problems including vehicle0 and CAR; IIvotes and CSTrees obtain the same best

specificity values as OD-GAN-Ensemble on the SRBCT problem; EUSBoost,

BMW-SMOTE and GAN-Ensemble obtain the same best specificity values as

OD-GAN-Ensemble on the CAR problem. OD-GAN-Ensemble uniquely obtain405

the best specificity values on 12 problems, demonstrating its high ability of

accurately identifying majority class samples.

Regarding the combined AUC results shown in Table 4, the performance

of our OD-GAN-Ensemble is also the best on 14 benchmark problems, and is

only the second best on the dermatology-6 problem (where OD-GAN obtains410

the best AUC value). IIvotes and CSTrees obtain the same best AUC values as

OD-GAN-Ensemble on the SRBCT problem; BMW-SMOTE obtains the same

best AUC value as OD-GAN-Ensemble on the Lung2 problem; BMW-SMOTE

and GAN-Ensemble obtain the same best AUC values as OD-GAN-Ensemble

on the CAR problem. OD-GAN-Ensemble uniquely obtain the best AUC values415

on 11 problems.
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Among the three GAN models, EWGAN and OD-GAN perform better than

the basic GAN in almost all cases; typically, EWGAN obtains higher sensi-

tivity values than OD-GAN, while OD-GAN obtains higher specificity values

than EWGAN, that is, by removing outliers from the majority samples, OD-420

GAN exhibits a higher accuracy in classifying the majority class. The AUC

values obtained by OD-GAN are also higher than EWGAN in most cases.

Therefore, the overall performance of OD-GAN is better than EWGAN, and

therefore we choose OD-GAN as the underlying classification model in the en-

semble. Among the eight ensemble classification methods, Bal-Ensemble and425

OD-GAN-Ensemble exhibit good performance in terms of sensitivity, while OD-

GAN-Ensemble outperforms all other methods in terms of specificity and AUC.

Particularly, on the last four high-dimensional problems, most methods can

accurately identifying minority class samples, but OD-GAN-Ensemble exhibit

significant lower misclassification rate than most other methods. Therefore, it is430

expected that the proposed OD-GAN-Ensemble method can be effective for the

high-dimensional, extremely imbalanced HSR passenger classification problem.

5.2. Experiments on Terrorist Identification

Next, we focus on the terrorist identification problem. The dataset consists

of 18,000,000 real passenger records from the online ticketing system of the435

China Railway in a period of 15 days. Note that the records identified as

“dangerous” at level L1 and L2 (described in Section 2) have been excluded

from the data set. The number of terrorist samples is 120, and thus the task

is an extremely imbalanced classification problem with an imbalance ratio of

149,999, which is significantly higher than any benchmark problem used in the440

above subsection.

We compare our OD-GAN-Ensemble method with the other 11 popular clas-

sifiers as used in the above subsection. Figure 3 presents the sensitivity (pre-

dictive accuracy on the minority class) and specificity (predictive accuracy on

the majority class) results of the classifiers using the data set under low pres-445

sure of terrorism. Similar to the test results on the benchmark problems in the
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above subsection, the ensemble methods exhibit significant performance advan-

tages over the non-ensemble methods. As we can observe, only the last four

classifiers can identify over 75% (90 among 120) of the terrorists, and the sensi-

tivity value of 79.17% obtained by OD-GAN-Ensemble is the second best, only450

smaller than 80% obtained by BMW-SMOTE; however, the specificity value of

BMW-SMOTE is much lower than that of OD-GAN-Ensemble. In general, it

is expected that the classification specificity should be over 99%, i.e., the num-

ber of normal passengers misclassified as terrorists should be at most 180,000

(so that the average number of passengers to be specifically checked at a large455

station per day is not much larger than 200, given that there are more than

80% of passengers departing from nearly 50 large stations). In this sense, only

CSTrees, GAN-Ensemble, and OD-GAN-Ensemble meet the requirement, where

OD-GAN-Ensemble obtains the highest sensitivity value of 99.16%; the sensi-

tivity values of these three classifiers are 62.5%, 75%, and 79.17%, respectively.460

The results indicate that our OD-GAN-Ensemble obtains the most satisfying

classification results in this case.

Under high pressure of terrorism, by using much more extensive features

(and more time for data processing), all the classifiers improve their sensitivity

values, among which EUSBoost, BalEnsemble, BMW-SMOTE, GAN-Ensemble465

and OD-GAN-Ensemble can identify over 90% (108 among 120) of the terrorists,

as shown in Figure 4. It is expected that, under high pressure, the average num-

ber of passengers to be specifically checked per station per day should be at most

800, and thus the specificity should be at least 96%, which is also only satisfied

by CSTrees, GAN-Ensemble, and OD-GAN-Ensemble, where the specificity of470

OD-GAN-Ensemble is the largest. Therefore, in this case, OD-GAN-Ensemble

also exhibits the best classification performance among all comparative classi-

fiers.

Another observation is that, for most classifiers, the AUC values under high

pressure are larger than those under low pressure; there are four classifiers475

including EUSBoost, CSTrees, GAN-Ensemble, and OD-GAN-Ensemble whose

AUC values under high pressure increase over 8% compared to those under
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Figure 3: The classification results of the classifiers on the China Railway data set under low

pressure of terrorism.
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Figure 4: The classification results of the classifiers on the China Railway data set under high

pressure of terrorism.
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low pressure, which indicates that the they can better utilize the extensive

data set to discover key characteristics that differentiate terrorists from normal

passengers.480

In summary, under either low pressure or high pressure of terrorism, OD-

GAN-Ensemble is the only classifier that satisfies the basic requirements of

predictive accuracies on both the minority class and the majority class. The

results convinced the security department of the organization to take OD-GAN-

Ensemble as the main tool for passenger profiling and terrorist identification.485

5.3. Applications

After being trained on the history data set, the proposed method has been

applied to classify passengers at 24 HSR stations of the China Railway since Dec

2018. The classification is done once a week: At the first week, all passengers

departing from the stations in the week are classified; since the second week,490

only those passengers that have not been classified in the previous month are

classified, i.e., a passenger is classified at most once in a month. Here, we

present the application results of the first 36 weeks, which can be divided into

two stages: GAN-Ensemble method was used in 22 weeks from Dec 2018 to

May 2019, and the updated OD-GAN-Ensemble was used in 14 weeks from May495

2019 to Aug 2019. The 19th, 20th and 21th weeks were under high pressure of

terrorism, and the other 33 weeks were under low pressure. The passengers that

were identified as dangerous would be sent for special inspection when entering

the station, and those confirmed as terrorists would then be controlled by the

security department.500

During the 36 weeks, there were a total of 153,131,146 passengers classi-

fied, and the number of each week is shown in Figure 5(a). Moreover, Figure

5(b) presents the number of dangerous passengers identified at L1 and L2 and

that identified by our ensemble adversarial learning method (denoted by the

suffix“En”), the number of terrorists confirmed, and the number of terrorists505

missed by the classifier but recognized by other means (e.g., betrayed by com-

panions or caught by the police in other places). As we can observe, at L1
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and L2, there were 1,031 passengers identified as dangerous, among which 19

were confirmed as terrorists. Our method further identified 1,536,435 dangerous

passengers, among which 84 were confirmed. The number of known terrorists510

missed by our method was 22. Of course, there might be other unrecognized

terrorists, and thus it was impossible to know the exactly accurate sensitivity.

Nevertheless, the results showed that the tools at L1 and L2 only identified

19 (15.2%) of 125 known terrorists, while our method identified 84 (79.2%) of

the remaining 106. Actually, there was only an attempted, small-scale attack515

launched by two terrorists that were missed by the classifier, and no other at-

tack had been observed during the period. Thus, we believed that unrecognized

terrorists were few, and concluded that our method successfully detected the

majority of terrorists that had no obviously dangerous features and could not

be identified by the traditional tools.520

The number of normal passengers misclassified by our method was much

larger than those misclassified at L1 and L2, because L1 and L2 aimed to iden-

tify obviously dangerous passengers, while our method was used to identify

terrorists without obvious features. The overall specificity of our method was

99% under low pressure and 98.5% under high pressure, and the average num-525

ber of passengers to be specially inspected per station per day was 289 under

low pressure and 481 under high pressure, which were generally acceptable.

Moreover, as seen in Figure 5, by incrementally learning from real-world sam-

ples, Our ensemble classifier gradually increased its classification accuracy (the

average specificity is approximately 98.7% during the first ten weeks and is ap-530

proximately 99.2% during the last ten weeks). Finally, the ratio of terrorists to

passengers decreased with the application of our method, which demonstrated

the effectiveness of our method not only in preventing attacks but also in deter-

ring terrorists.
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Figure 5: The classification results during the 36 weeks of application at the 24 HSR stations

in China Railway.

6. Conclusion and Discussion535

This paper proposes an ensemble generative adversarial learning approach

for an extremely imbalanced classification problem, identifying terrorists among

HSR passengers. The ensemble iteratively constructs multiple GANs that have

different classification accuracies on different training subsets, and then uses

a multi-rule fusion method, whose parameters are optimized by an evolution-540

ary algorithm, to effectively combine the classification capabilities of individual

GANs. The proposed method exhibits significant performance advantages over

a number of popular classifiers on the benchmark problems as well as the real-

world terrorist identification problem.

The experimental and application results show that, based on an extensive545

set of records associated with PNR, the proposed model can effectively learn
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feature abstractions for detecting terrorists with high accuracy and an accept-

able false alarm rate. Nevertheless, acquiring extensive data about passengers

may have a significant impact on privacy concerns, which is partially addressed

in our approach by using different ranges of data under different pressures of550

terrorism. To better address the issue, our ongoing work will extend the ap-

proach to a multi-level classification system, where low-level classifiers are first

employed to classify passengers using less sensitive data, and only those pas-

sengers identified as potentially dangerous are sent to high-level classifiers for a

more thorough classification based on more sensitive data. It is also expected555

that the proposed model can be adapted or extended for many other extremely

imbalanced classification problems.
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