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In this paper, we have looked at how easy it is for users in an organisation to 
be given different roles, as well as how important it is to make sure that the 
tasks are done well using predictive analytical tools. As a result, ensemble 
of classification and regression tree link Neural Network was adopted for 
evaluating the effectiveness of role-based tasks associated with organization 
unit. A Human Resource Manangement System was design and developed to 
obtain comprehensive information about their employees’ performance levels, 
as well as to ascertain their capabilities, skills, and the tasks they perform and 
how they perform them. Datasets were drawn from evaluation of the system and 
used for machine learning evaluation. Linear regression models, decision trees, 
and Genetic Algorithm have proven to be good at prediction in all cases. In this 
way, the research findings highlight the need of ensuring that users tasks are 
done in a timely way, as well as enhancing an organization’s ability to assign 
individual duties.

1. Introduction
The administration of an organization’s human resources, such as recruitment, employment, de-

ployment, and retention of workers, is known as human resource management (HRM) (Boxall, 2013). 
It is frequently referred to as «the act of considering humans as resources and assets». This typically 
covers all the management duties and policies toward dealing with individuals in an organization. It 
also concerns the working relationships of an organization as well as the policies and tasks associated 
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with individual effort (Lim et al., 2017). There’s no denying that employees are a valuable asset to 
any organisation, and the goal is to make efficient use of them in order to reduce risk and maximise 
return on investment. To do so, it’s critical to keep accurate records and to use a straightforward man-
agement system appropriate for the situation in question (Saiz-Rubio and Rovira-Más, 2020). There 
are numerous considerations to be taken into account when developing an automated system for man-
aging people at work in order to achieve the organization’s mission objectives (Sony and Naik, 2020). 
In fact, it is necessary to develop a comprehensive set of parameters that encompasses all aspects of 
organizational strengthening in order to achieve success (Margherita et al., 2021). These should in-
clude everything from the people’s culture to their working conditions and responsibilities. In order to 
achieve the company’s objectives, a human resource system could be assumed by an automated-aided 
system that will handle that task. This system will be able to use automated utilization of resources to 
effectively hire employees with the necessary skills and assist with training and development of current 
employees (Wheeler and Buckley, 2021).

In light of the large number of human resource management systems currently available and the 
widespread adoption of these systems by many organizations, the majority of studies concentrate on 
the design and development of new human resource management systems to deal with an increase in 
organizational commitment. Artificial intelligence applications in human resource management have 
also been shown to have a wide range and impact in prior studies (Qamar et al., 2021) In the future, 
artificial intelligence (AI) in HR management is projected to have a positive impact on performance 
evaluation and other organisational processes.The work of Jin and Wang (2020), who use the multi-
mode fuzzy logic control algorithm to evaluate the comprehensive level of employees’ competence 
by establishing the degree of membership of work ability, has highlighted many aspects of the oper-
ations of these systems. This work is critical to these because it demonstrates the effectiveness of the 
multi-mode fuzzy logic control algorithm. Motivated by the study of Laudon and Laudon (2015) in 
articulating a general consensus about specialized functional assignments that the HRMS deals with, 
there is a need to evaluate how it is used and invested to facilitate human resource management in 
an administrative capacity. The research also revealed that a system dedicated to managing human 
resources needs to be connected to functional information subsystems, especially at the strategic 
level. On the other hand, Maier et al. (2013) reveals that with HRMS, managers get time to conduct 
essential strategic tasks by shortening wait times for responsibilities such as data entry. Although it is 
also indicated that when these users are unhappy with the system, it is possible that it will fail because 
they will not provide the information that is needed when it is needed (Melville et al., 2010). This ar-
ticulating that coordination of the actions of the various elements is a critical task in HRMS (Schultze 
and Leidner, 2002).

It was long before computers were introduced that control information systems were implemented. 
According to Jääskeläinen et al. (2020), it first appeared in the field of account administration and 
other administrative areas. Considering the dynamic and progressive organizations have digital desires 
and are interested in using HRMS. Many organizations show how businesses should leverage their 
implementation of HRMS in order to better meet operational requirements while also considering the 
longer-term effect on business operations by increasing the amount of technical and digital activity 
delivered (Jawabreh et al., 2020). That is why this study designed and developed HRMS in order to 
understand and interpret the outcomes of its activities. The output or performance measurements must 
be evaluated and also to discover their capabilities, skills, and task assignments and how they carry 
them out. Hence, a machine learning algorithm was proposed and applied. This is justified by the fact 
that nowadays; human resource management software includes more than just undertaking a single 
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task. It also includes recruiting and record-keeping, training, and performance appraisal, all of which 
have helped to shift HRM from a task-oriented to a people-oriented perspective (Bilgic, 2020).

1.1. Overview of the Development of HRSM
The results of this study have resulted in the development of a programme for human resource man-

agement (HRM) that evaluates employee performance. In order to accomplish this, the programme 
intends to take advantage of the most up-to-date technologies and artificial intelligence. Employee 
information, work performed and how it was performed, previous and current evaluations from pre-
vious and current supervisors, available training programmes, and employee complaints can all be 
obtained from the website by the manager. This is intended to be as accurate as possible, similar to the 
study performed in Ullah et al. (2021). When combined, this information provides a clear and accurate 
picture of the employee, as well as guidance on how to develop and benefit from them to the greatest 
extent possible. Managers can quickly and easily navigate between website pages in order to gather 
information in a more organised fashion. Once the programme has been run through once, the manager 
will have a comprehensive understanding of their employee’s history, from the time of his or her hire to 
the present day and everything in between. Thus, the Internet’s progress has a substantial impact on the 
employment of AI in human resources. As a result of the widespread usage of AI for HR management 
in the public sector, synchronous implementation might be widely deployed (Abdeldayem and Aldu-
laimi, 2020). AI in HR management has the ability to develop into hitherto unimagined schemes, as 
this claim suggests. Causation, randomness, and process formalisation have all been found to be eco-
nomically efficient and socially acceptable for AI-supported practises in human resources management 
(Tambe et al., 2019). Artificial intelligence and human resource functions have a positive association, 
based on an examination of the linkage, between innovativeness and the ease with which artificial 
intelligence can be applied in human resource management operations. As a result, one of the factors 
for determining the AI tool’s effectiveness and efficiency is based on the AI tool’s concept and user 
friendliness (Bhardwaj et al., 2020). Artificial intelligence has also been shown to be cost-effective and 
time-saving in HR operations. Managing tasks, coordination, and control now takes a fraction of the 
time it used to. As a result, in this instance, time is of the essence. Artificial intelligence must be trusted 
as a decision-making tool by businesses (Kolbjrnsrud et al., 2016).

Through the use of this programme, Human Resources Management will benefit from information 
technology, which will allow it to record information, save information, and retrieve information in an 
accurate, timely, and secure manner, and increase its ability to communicate, either with its employees 
or with other Society companies, as well as assist it in the process of making the best decision possible 
It is also anticipated that the artificial intelligence that has been used in this programme will be bene-
ficial, because artificial intelligence has the ability to simulate human intelligence by machines, and it 
uses the available databases to connect and analyse it, then infer correct solutions with accuracy and 
speed that exceeds human capacity.

This programme will enable the Human Resources Department to obtain comprehensive infor-
mation about their employees’ performance levels, as well as determine their capabilities, skills, and 
tasks that they perform and how they accomplish them, through the use of technology. The system has 
provision for providing individual to record a voluntary task (see Figure 1).

In addition, the administration will be fully aware of their previous experiences, the level of their 
attendance, the training that they have received and how it has affected their performance, as well as 
the complaints that have been lodged against them and the validity of those complaints. Obtaining this 
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information would allow the human resources department to develop a comprehensive picture of the 
employee’s performance levels and to implement appropriate training programmes to enhance the em-
ployee’s distinguishing characteristics while also addressing the employee’s weaknesses. HRM would 
be able to place each employee in the appropriate position as a result, allowing the company to reap 
the maximum benefit from each and every employee.

Additionally, this programme is regarded as a tool to help the employee understand his or her 
responsibilities and duties, which will serve as the basis for his or her evaluation. He would be able 
to perform his duties effectively if he was familiar with the work procedures. It would also examine 
its previous and current evaluations in order to determine its realistic level from the administration’s 
perspective, with the option of objecting to and discussing the results of the evaluations in question. 
He would be more satisfied with the organizational decisions if he could resolve this issue. Aside from 
that, the employee would be able to recommend specific training programmes that would assist them in 
increasing their efficiency and productivity. It should be clear from the foregoing that this programme 
has numerous benefits that accrue to HRM, direct managers, senior managers, and employees as a 
whole, and that these benefits are returned to the organisation in the form of benefits that enable it to 
achieve its goals with less time, less effort, less cost, and higher production.

1.2. Overview of Ensemble Classification and Regression Neural Network
A combination of predictive analytics and Neural Networks was used in this study (NN) and 

that is why is describe as an Ensemble. Instead of using predictors to obtain insights into data and 
its structure, neural networks (NN) strive to efficiently reflect the underlying qualities of the data in 
terms of accuracy and development over time, in addition to delivering good predictions outcomes 
(Karlaftis and Vlahogianni, 2011). Given the fact that predictive analytics can also explain phe-
nomena under investigation through interpretations, NN applications do not target interpretation 
but rather marginal effects and signs that are more flexible than other predictive analytics because 

Figure 1. The provision to Record Voluntary Tasks
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a functional form can be approached through learning rather than being assumed a priori, as is the 
case with some predictive analytics.

To improve prediction, ensembles integrate numerous claims or apply multiple learning methods, 
where the best of them can be produced utilising the best of any of the component learning algorithms 
(Usman et al., 2020). Unlike traditional models, alternative models are available in machine learning 
groups in a limited number, but they often provide a considerably more flexible structure for such 
models (Gong et al., 2020). Ensemble predictions are typically more computationally intensive than 
single model predictions, and this is true in the majority of circumstances. In some ways, ensemble 
learning can be viewed as a means to compensate for inefficient learning algorithms by performing a 
significant amount of additional computing (Duan, et al., 2007). On the other hand, the alternative is 
to get a great deal more knowledge about a single non-ensemble system. An ensemble system can be 
more efficient in terms of total accuracy improvement by spreading the same increase in computing, 
storage, or communication resources among two or more methods, rather than increasing the resource 
usage for a single method (Folino et al., 2021).

In this study, bagging is the type of Ensemble method used; but other Ensemble techniques such as 
boosting and stacking of the ensemble methods can be used (Dou et al., 2020). These techniques are 
now widely implemented and have been extensively investigated in several areas of studies. Bagging 
dwells on aggregating various machine learning techniques usually on classification and regression 
technique (Breiman, 1996; Bühlmann, 2012; Yariyan, et al., 2020). It means placing equal weight in 
the ensemble bag on each model. Bagging is possible to train ensemble models by using a randomly 
selected subset of the training sets, which increases the variance of the ensemble models. In addition, 
new versions of bagging that include online bagging are currently adopted (Seni and Elder, 2010). 
Neural bagging network for the prediction of Urban traffic flow has been proposed in Moretti et al. 
(2015). Furthermore, this study combining four different approach that includes neural networks to 
forecast regression across the entire hierarchical ensemble predictors for the purpose of classification 
and regression neural network of evaluating role-based tasks associated with the organizational unit. 
The machine learning classification and regression predictor were used to determine which phase the 
individual tasks should be structured in order to produce more accurate results, and which phase the 
organisational individual tasks should not be structured.

2. Methodology
This study extends from the design and development of HRMS in Ahmed et al. (2021) and con-

ceptualized linear regression models, decision trees, and a Genetic Algorithm in order to simulate the 
performance of the role-based tasks associated with organizational unit. This is similar to the approach 
of Vu et al. (2020) who proposed an agent-based simulation modelling software architecture for build-
ing social mechanisms. It is also toward Trejos, et al. (2016) implementation technique where the use 
of a genetic algorithm was applied minimize the least squares criterion when dealing with multiple 
linear regression’s problem of variable selection. Hence, the current study will build a model in order 
to select the best one, by determine the validity of each attributes.

A number of considerations were taken into account when choosing these four algorithms, the first 
of which being the availability of computer resources. Artificial Neural Networks are more complex 
in terms of computation than traditional algorithms due to the additional complexity and time neces-
sary for Decision Tree training, while Genetic Algorithm provides higher computational capability for 
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linear regression. When compared to other machine learning techniques, Linear Regression has much 
less processing capacity.

The «data» that is currently available is another rationale for using the four algorithms. In order 
to use Artificial Neural Networks in their applications, data must be normalised and scaled. Missing 
values in the data gathering might also lead to low accuracy. The employment of genetic algorithms, on 
the other hand, necessitates the normalisation and scaling of data. Missing values in the data gathering 
might also lead to low accuracy. When using a Decision Tree to analyse a situational analysis problem, 
no data normalisation or scaling is required. Another thing to keep in mind is that missing values in 
the data have no bearing on the decision tree development process. Linear regression is a statistical 
approach for determining the nature of the connection between variables in linearly separable datasets. 
It’s usually utilised to figure out what kind of relationship exists between variables.

In addition to the first two justifications for using these four algorithms, the final justification is 
based on algorithm operations, where Artificial Neural Networks (ANNs) operations are inspired by 
biological processes, providing yet another justification for using the four algorithms in this study. It 
was created to imitate how a human brain analyses and processes information, to be more exact. The 
usage of genetic algorithms, on the other hand, is employed to address both limited and unconstrained 
optimization issues. Genetic algorithms function by using a natural selection process to simulate the 
process of biological evolution. The Decision Tree is a data mining method that is often used for, 
among other things, developing classification systems based on many covariates or developing pre-
diction algorithms for a target variable. If you want to model the relationship between two variables, 
you can use linear regression. It works by fitting the data you’ve gathered into a linear equation. When 
two variables are compared, one is called an explanatory variable and the other is called a dependent 
variable, with the explanatory variable being the more important of the two.

2.1. Linear Regression
The ability to highlight the important or contribution of a variable among combination of variables 

dwells on the nature of the dataset under investigation. Regression analysis is one of the most import-
ant analysis that can determining y prediction how important or the level of contribution a variable can 
make (Spooner, et al., 2020) The ordinary least squares estimator is important in linear regression, and 
it may sometimes seem like there are no other estimators that are reasonable and applicable. While 
there are other options, most of them are good for specific scenarios (Montgomery, et al., 2021). Linear 
regression is a type of predictive analysis that is both simple and widely used (LR). In the context of the 
overall concept of regression, two aspects are discussed: (1) Does a collection of predictor variables 
do a good job of predicting an outcome variable? (2) Does a collection of predictor variables predict 
an outcome variable? Second, which variables are significant predictors of the outcome variable and 
in what ways do they influence the outcome variable are discussed. Rationally projected relationships 
between one dependent variable and one or more independent variables can be used to explain the 
relationship between two or more independent variables.

The naming of variables. There are several terms that can be used to describe the dependent vari-
able in a regression. It is possible to name an outcome variable, a criteria variable, an endogenous 
variable, or a regression. There are several names for independent variables in regression analysis, 
including exogenous variables, predictor variables, and repressors. Determining the strength of pre-
dictors, predicting an outcome, and trend forecasting are three of the most common applications for 
regression analysis.
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2.2. Genetic Algorithm
In computer science, a genetic algorithm (GA) is a search-based optimization methodology that is 

based on the principles of Genetics and Natural Selection. Also, it is employed in the search for ideal 
or near-optimal solutions to difficult problems that would otherwise take a lifetime to resolve by other 
means. It is also employed in the optimization of problems, as well as in science and machine learning 
applications. Throughout the history of mankind, nature has served as a great source of inspiration. 
GAs are search-based algorithms that are based on the concepts of natural selection and genetics, re-
spectively. GA is a subset of a much broader computing branch known as Evolutionary Computation, 
which is a subset of GA. In computer science, there are a wide range of issues to consider, including 
NP-Hardness. What this essentially means is that even the most efficient computer systems take an 
extremely long time (sometimes years!) to solve the problem. GAs proved to be an effective tool in this 
situation, delivering functional near-optimal solutions in a relatively short period of time. It is possible 
that there is a pool or a population of potential alternatives to the problem under consideration in GAs. 
Recombination and mutation of these solutions result in the creation of new offspring. The process is 
repeated over successive generations of children. Each individual has a fitness value assigned to them, 
and the fitter individuals have a greater chance of mating and producing more fit individuals than the 
less fit individuals. Despite the fact that genetic algorithms are sufficiently randomized in nature, they 
perform significantly better than random local search because historical knowledge is frequently uti-
lized.

2.3. Decision Trees
A decision tree is a useful algorithm for machine learning tasks that can be used for both regression 

and classification tasks. A decision tree is so named because the algorithm breaks down a large dataset 
into smaller and smaller pieces until the data is broken down into single instances that are then catego-
rized, thus earning the term «decision tree». Imagine a tree with several leaves, which would represent 
the way the groups are divided if you were to imagine the algorithm’s results. A decision tree has a lot 
in common with a flowchart. When using a flowchart, you begin at the beginning point, or root, of the 
chart and then move on to one of the next possible nodes based on how you respond to the filtering 
criteria of the starting node. If the process reaches a conclusion, it is repeated. Every internal node in a 
decision tree is subjected to some form of testing or filtering criteria, and all decision trees function in 
the same way. Those on the outside, known as «leaves», are the nodes that connect the tree’s endpoints 
to the data point in question and serve as labels for that data point. The branches that lead from the 
internal nodes to the next node are made up of features or combinations of characteristics. Those paths 
that lead from the root to the leaves serve as the rules by which the data points are defined.

2.4. Neural Networks
Neural networks are mathematical models that store knowledge by utilising learning algorithms 

that are inspired by the human brain. Given that neural networks are used in computers, they are col-
lectively referred to as a ’artificial neural network,’ which stands for artificial neural network. Machine 
learning is a term that is frequently heard in this field these days, and it refers to the scientific disci-
pline that is concerned with the design and development of algorithms that allow computers, such as 
sensor data or databases, to learn on the basis of data. In machine-learning research, one of the primary 
goals is for computers to learn to recognise complex patterns automatically and to make intelligent 
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data-based decisions based on that information. Aside from statistics and data processing, machine 
learning is also closely associated with fields such as pattern recognition, artificial intelligence, and 
pattern recognition. Despite the fact that neural networks are a popular machine learning platform, 
there are numerous other machine learning techniques, such as logistic regression and support for 
vector machines.

Deep learning algorithms are currently being used, and they provide better accuracy than standard 
neural networks. However, while they may appear to be black boxes on the surface, they are actually 
striving to do the same thing as every other model on the inside in order to make accurate predictions.

2.5. The Reason for Adopting the Four Types of the Algorithms
The fact that «an increasing number of scientific methods are turning to predictive analytics and 

machine learning to support and construct predictive models that will speed up discovery» (Gupta 
et al., 2021) is one of the reasons why this study used four different types of algorithms. In a similar 
vein, predictive analytics «incorporates and conducts prediction with the highest likelihood of success 
and the lowest amount of mistake feasible» (Zhang et al., 2020) Furthermore, the purpose of research 
incorporating predictive models into human resource management is to increase the dependability as 
well as the speed with which decisions are made. It was for this reason that predictive analytical tools, 
such as data modelling and machine learning, were employed in this work. Precision analytics has 
the ability to be applied to any unknown event in order to produce predictions about what will happen 
next. As shown in Table 1, a comparison of the four algorithms used to determine their performance 
is presented, which includes a discussion of the merits and disadvantages of each technique, as well 
as the rationale for selecting them to be used in the development of the performance appraisal system.

2.6. Datasets
The datasets for this study are generated from the evaluation instrument build for the research (see 

Table 2). These instruments comprise of Performance appraisal which is one of the core dimensions 
in this study, with 11 items, followed by «Performance and Software Benefit» with 6 items, «Per-
formance Aims/Objectives» with 5 items, «Job Description» with 13 items, «Clarity» with 8 items, 
«Importance» with 5 items, «Utilization of Artificial Intelligence» with 11 items, and «Technology 
Adoption Factors» with 8 items.

The statistical method has demonstrated that all of these items are significantly correlated with one 
another, and the validation test on their relationships has demonstrated that they are highly significant. 
Using «Linear regression», it was determined that Technology (Artificial Intelligence) Adoption influ-
ences Use of artificial intelligence by 62 percent, whereas the Use of artificial intelligence influences 
«Performance software benefit of Performance Appraisal by 41 percent, and 74 percent to the «Per-
formance aims/obligations» by Technology (Artificial Intelligence) Adoption. However, «Clarity of 
job description» has a positive impact on «Performance of software benefit of Performance Appraisal 
51 percent 69 percent by »Performance aims/objectives of Performance Appraisal. «It has a positive 
impact on «Performance of software benefit of Performance Appraisal» and a negative impact on 
«Performance aims/objectives of Performance Appraisal». Genetic Algorithms, Decision Trees, and 
Neural networks are used in conjunction with the statistical approach due to the success of the statis-
tical approach.
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2.7. Performance Evaluation
Performance appraisal is one of the core dimensions in this study, with 11 items, followed by 

«Performance and Software Benefit» with 6 items, «Performance Aims/Objectives» with 5 items, «Job 
Description» with 13 items, «Clarity» with 8 items, «Importance» with 5 items, «Utilization of Ar-
tificial Intelligence» with 11 items, and «Technology Adoption Factors» with 8 items. The statistical 
method has demonstrated that all of these items are significantly correlated with one another, and the 
validation test on their relationships has demonstrated that they are highly significant. A technique 
known as «Linear regression» has been employed to determine the strength of their impact on predict-
ing the influence of each variable, with the goal of determining the influence of Technology (Artificial 
Intelligence) Adoption. While the use of artificial intelligence increases the benefit of performance ap-
praisals by 62 percent, it has a negative impact on the «Performance software benefit» of Performance 
Appraisal by 41 percent and 74 percent on the «Performance aims/objectives», while it increases the 
«clarity of job description» and the «importance of job description. «However, «Clarity of job descrip-
tion» has a positive impact on «Performance of software benefit of Performance Appraisal 51 percent 
69 percent by «Performance aims/objectives of Performance Appraisal». It has a positive impact on 
«Performance of software benefit of Performance Appraisal» and a negative impact on «Performance 

Table 1. Research Data Collection Instruments

Artificial Neural 
Network (ANN)

Genetic Algorithm
(GA)

Decision Tree
(DT)

Linear Regression
(LR)

ANNs are more complex 
in computing terms than 
traditional algorithms.

A GA has a higher 
computational power 
than linear regression.

DT training is relatively 
expensive as it is more 
complex and takes more 
time.

LR has considerably 
lower computational 
power when compared 
to some of the other 
machine learning 
algorithms.

ANNs require 
normalization and scaling 
of data. Also, missing 
values in the data cause 
low accuracy.

GAs require 
normalization and scaling 
of data. Also, missing 
values in the data cause 
low accuracy.

A DT does not require 
normalization or scaling 
of data. Missing values 
in the data also do NOT 
affect the process of 
building a DT to any 
considerable extent.

LR fits linearly separable 
datasets almost perfectly 
and is often used to 
find the nature of the 
relationship between 
variables.

ANNs are biologically 
inspired computational 
networks. ANN are 
designed to simulate the 
way the human brain 
analyses and processes 
information.

GAs solve both 
constrained and 
unconstrained 
optimization problems 
based on a natural 
selection process that 
mimics biological 
evolution.

A DT is a commonly 
used data mining 
method for establishing 
classification systems 
based on multiple 
covariates or for 
developing prediction 
algorithms for a target 
variable.

LR attempts to model 
the relationship between 
two variables by fitting 
a linear equation to 
observed data. One 
variable is considered 
to be an explanatory 
variable, and the other 
is considered to be a 
dependent variable.
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Table 2. Research Data Collection Instruments

Var no. Name min max average variance

1 Knowledge of working and procedures 55.0 95.0 73.3 151.9

2 The ability to determine the working requirements 4.0 94.0 70.8 330.9

3 Knowledge of regulations and technical concepts related to work 51.0 91.0 73.9 138.8

4 The ability to determine the working procedures and timetable 50.0 94.0 74.0 98.0

5 Achieving the required task at the right time 59.0 91.0 76.3 59.3

6 Implementation quality and skills followed 70.0 90.0 77.1 43.3

7 The ability of audit and review 70.0 90.0 77.2 52.3

8 Capacity to develop 58.0 88.0 74.3 59.1

9 Optimal utilization of working hours 59.0 88.0 77.1 55.7

10 Ability to overcome the difficulties 50.0 89.0 72.5 132.7

11 Keeping up to date on new issues 50.0 89.0 74.9 97.2

12 Ability to communicate with others effectively 50.0 88.0 74.2 62.7

13 Effective participation in meetings 70.0 88.0 74.7 28.6

14 Initiative and able to provide alternative solutions in different 
tasks

70.0 93.0 76.7 62.6

15 Ability to train others and transfer the knowledge 70.0 88.0 74.2 29.2

16 The ability of discussion and expressing the opinion 70.0 89.0 73.8 27.7

17 The ability to estimate the risk 55.0 88.0 73.2 74.9

18 Addressing the growing challenges transparently 58.0 90.0 72.9 107.0

19 Well-behaved 60.0 90.0 76.4 69.9

20 Dependable 55.0 82.0 71.3 35.8

21 Accepting the instructions and willing to take action 53.0 90.0 74.1 99.0

22 Working skills in a team 50.0 87.0 72.3 60.7

23 Preservation of work property 51.0 80.0 72.6 57.9

24 Keeping work official secrets 50.0 80.0 70.8 56.0

25 Good-looking 55.0 80.0 70.8 51.4

26 Relationship with managers 59.0 91.0 76.2 46.5

27 Relationship with colleagues 59.0 94.0 76.3 46.7

28 Relationship with clients 53.0 89.0 73.1 93.0

output Overall 65.9 83.8 74.1 32.3

aims/objectives of Performance Appraisal». Given the success of the statistical approach, the Genetic 
Algorithm, Decision Tree, and Neural Network are all used in conjunction with it.

In order to model the performance of the employees, a variety of algorithms have been used, begin-
ning with a linear model such as regression, decision trees, and a Genetic Algorithm optimised linear 
model, and progressing to a non-linear model such as a neural network. It is necessary to conduct a 
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Figure 2. Genetic algorithm linear equation 
using training data

Figure 3. Genetic algorithm linear equation 
using testing data

comparison study in order to determine the validity of each betting model before it can be used in the 
system to select the best one.

3. Simulation Analysis
MATLAB was used for all analyses. The train and testing sets are stored separately. The regression 

model was developed using MATLAB’s regress function with 28 inputs and the out-put being employ-
ee performance. Other algorithms are required to look for non-linear parameters when using a linear 
regression model. GA is used to search for the model parameter which is the same structure as the 
model. To offset and bias in the data, a constant term is added. the search parameters are constricted to 
[0,3] The GA toolbox’s default setting is «Population size: 200», «Coding: real number», «Selection: 
Stochastic», «Number of iterations: 1000», «Cross over probability: 80 percent» and «Mutation prob-
ability: 5 percent». The same training data is used to generate the decision tree. FitCTree is used to 
generate the tree. Neural networks are developed using training and testing data. models are developed 
using MATLAB neural network toolboxes (fitnet). To find the best network structure, various topolo-
gies were tested. Single hidden layer with 10 neurons, sigmoid activation function for the hidden layer, 
and linear activation functions for the output layer give the best performance.

4. Presentation of the Results and Discussion
The GA linear equation fitting is shown in Figure 2 using the training data, while the testing is 

show using the fitted equation obtained by the GA algorithm as shown in Figure 3. The training and 
testing model RMS are 0.0363, and 0.2111 respectively. It is noted that the training and testing errors 
are more balanced in comparison to the linear regression technique. Table 3 lists the variables and the 
associated parameters.
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Table 3. Genetic algorithm linear equation parameters fitting

Var no. Name Para.

1 Knowledge of working and procedures 0.0380

2 The ability to determine the working requirements 0.0365

3 Knowledge of regulations and technical concepts related to work 0.0220

4 The ability to determine the working procedures and timetable 0.0609

5 Achieving the required task at the right time 0.0247

6 Implementation quality and skills followed. 0.0533

7 The ability of audit and review 0.0142

8 Capacity to develop 0.0303

9 Optimal utilization of working hours 0.0523

10 Ability to overcome the difficulties 0.0314

11 Keeping up to date on new issues 0.0325

12 Ability to communicate with others effectively 0.0216

13 Effective participation in meetings 0.0617

14 Initiative and able to provide alternative solutions in different tasks 0.0357

15 Ability to train others and transfer the knowledge 0.0114

16 The ability of discussion and expressing the opinion 0.0462

17 The ability to estimate the risk 0.0109

18 Addressing the growing challenges transparently 0.0398

19 Well-behaved 0.0087

20 Dependable 0.0469

21 Accepting the instructions and willing to take action 0.0715

22 Working skills in a team 0.0173

23 Preservation of work property 0.0290

24 Keeping work official secrets 0.0630

25 Good-looking 0.0313

26 Relationship with managers 0.0231

27 Relationship with colleagues 0.0454

28 Relationship with clients 0.0416

offset 0.0363

RMS: Training: 0.0363, testing: 0.2111

The finding associated to decision trees reveals that the tree was created and displayed in the man-
ner depicted in Figure 4. One of the disadvantages of using a decision tree is that it is dependent on 
one of the variables in order to begin at the root of the tree. If such information is not available for a 
specific employee, or if the employee’s score is low, the final results will be influenced by this. Figure 5  
depicts the relative importance of each independent variable in the decision-making procedure. It is 
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Figure 4. Decision tree given by the training data

Figure 5. Decision tree Variables Importance
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demonstrated that the knowledge of the job and the ability to determine the work procedure are the 
most important factors that differ from the linear model of performance.

The finding associated with Neural Network based on the fact that the network was trained using 
the default settings, the training performance of the network which took 784 epochs to reach the best 
fitting. Figure 6 present the model fitting.

The model fitting (predicted against actual) for the training, validation, and all data) indicated 
that the training and testing model RMS are 9.8114E-4, and 0.0970 respectively while the coefficient 
of R2 for the training is perfect at 1. This is much better accuracy in comparison to other models. In 
particular, the testing accuracy is the least in comparison the GA linear equation. In order to evaluate 
the advantages and disadvantages of the various algorithms that have been used to create an artificial 
intelligence model for evaluating the performance of employees, a comparison table has been created. 
The key characteristics of each algorithm, as well as its accuracy, are depicted in Table 4. In terms of 
computing, ANNs are also more sophisticated than standard methods. Data normalisation and scaling 
are required by ANN. Low accuracy is sometimes caused by missing values in the data. Biologically 
inspired computational networks are referred to as ANNs. An artificial neural network (ANN) was 
created to mimic how the human brain analyses and processes information.

Figure 6. Neural Network Model Predictions

Table 4. Comparison of the four algorithms

Artificial Neural 
Network (ANN)

Genetic Algorithm
(GA)

Decision Tree
(DT)

Linear Regression
(LR)

Train RMS = 9.8114E-4
Test RMS = 0.0970

Train RMS = 0.0363
Test RMS = 0.2111

Train RMS = 4.1282e-04 Train RMS = 2.8285E-14
Test RMS = 0.3211
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GA outperforms linear regression in terms of processing power. GA necessitates data standardisa-
tion and scaling. Low accuracy is sometimes caused by missing values in the data. GA uses a natural 
selection approach that replicates biological evolution to tackle both confined and unconstrained opti-
mization problems. Because of the complexity and time required, DT training is relatively costly. Data 
normalisation and scaling are not required while using DT. In addition, missing values in the data have 
no significant impact on the decision tree-building process. DT is a popular data mining method for 
creating classification systems with various variables or generating prediction algorithms for a target 
variable. When compared to other machine learning techniques, LR has a significantly lesser process-
ing power. LR almost perfectly fits linearly separable datasets and is frequently used to determine the 
nature of the relationship between variables. By fitting a linear equation to observed data, LR seeks 
to model the relationship between two variables. One variable is regarded as an explanatory variable, 
while the other is regarded as a dependent variable.

Due to the fact that the nonlinear modelling technique and other advantages not accessible in other 
algorithms, the artificial neural network was found to have the best outcomes out of the four generated 
models used in the performance rating software.

5. Conclusion
This paper identifies that dedicated HRMS, specifically HRMS used for human resource-related 

functions, govern day-to-day HR management operations. There will typically be an entire depart-
ment’s tasks across the board in each company which must be flawless. That is why the study examined 
machine learning approach toward evaluating role-based tasks associated with organizational unit. To 
determine which algorithms produce better results on the programme, this paper has examined the 
algorithms (Genetic Algorithm, Decision Tree, and Linear Regression, as well as Neural Network) 
that have been tested on the programme. The ease with which individual roles can be assigned to users 
within an organisation, as well as the importance of ensuring that the tasks are carried out effectively, 
have been discussed throughout this paper. A Neural Network composed of classification and regres-
sion tree links was used to evaluate the effectiveness of role-based tasks associated with an organiza-
tion unit as a result of the findings of this study. In order to obtain comprehensive information about 
their employees’ performance levels, as well as their capabilities, skills, and the tasks they perform 
and how they perform them, a Human Resource Management System (HRMS) was designed and 
developed for them. In order to evaluate machine learning, data sets were extracted from the system’s 
evaluation and used for machine learning evaluation. The neural network algorithms have been select-
ed because they are the most effective and advantageous for the program’s needs. It was revealed that 
the neural network yielded the greatest results out of the four developed models that were employed 
in the performance rating software, this was owing to the nonlinear modelling technique used, as well 
as additional advantages that were not available when using other techniques. Results of the study can 
be used to streamline the assignment of specific roles to users within an organisation and to ensure that 
duties are carried out efficiently.

In contrast to the current study, which used Ensembles integrating four learning algorithms to build 
a better of them and found the best, a future study should use the best of any of the constituent learning 
algorithms individually to find the best results. In the current study, it was demonstrated that while 
Bootstrap aggregation was used because of its consistent allocation of equal weight, future studies 
should make use of Boosting because it involves incrementally building the training instances and 
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also because it is a technique in which a model selection algorithm is used to select the best model for 
each problem, as demonstrated in the current study, Boosting is a technique in which a model selection 
algorithm is used to select the best model for each problem, as demonstrated in the current study. It is 
also possible to employ the technique of stacking, which is an approach to combining the predictions 
of several different learning algorithms. Even though the focus of this study is on the four algorithms 
that indicate their performance, along with their advantages and disadvantages, as well as the rea-
soning behind their selection for use in the development of the performance appraisal system, future 
research should explore more predictive analytic algorithms to further explore the situation. However, 
the fundamental factors that will influence the success of AI adoption in human resource management 
are not covered in the scope of the studies provided above. Although AI’s promise in HRM and the ease 
with which it appears to increase HRM performance over time are important factors, future studies will 
look at ways to improve AI in HRM.
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