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Abstract—This paper proposes a new simultaneous terahertz
(THz) information and power transfer (STIPT) system, which
utilizes a reconfigurable intelligent surface (RIS) for both the data
and power transmission. We aim to maximize the information
users’ (IUs’) sum data rate while guaranteeing the power
harvesting requirements of energy users (EUs) and RIS. To solve
the formulated non-convex problem, the block coordinate descent
(BCD) based algorithm is adopted to alternately optimize the
transmit precoding of IUs, RIS’s reflecting coefficients, and the
position of RIS. Additionally, the penalty constrained convex
approximation (PCCA) algorithm is proposed to optimize the
deployment of the RIS, where the introduced penalties ensure
that the solution is always feasible. The simulation results show
that the proposed solution outperforms the benchmark schemes,
and the proposed BCD algorithm can greatly improve the
performance of the STIPT system.

Index Terms—Simultaneous terahertz information and power
transfer (STIPT), intelligent reflecting surface (IRS), reconfig-
urable intelligent surface (RIS), terahertz (THz) communications.

I. INTRODUCTION

Currently, wireless power harvesting (WPH) technology is
viewed as a promising approach for self-sustaining devices
[1]. Specifically, WPH enables devices to reap power directly
from external radio frequency sources [2]. Due to these
benefits, numerous Internet of things (IoT) gadgets and sensors
are manufactured with the WPH power supply function [3].
Nevertheless, conventional low-frequency radio may no longer
be suitable for WPH [4] in small-scale IoT devices, e.g.,
the nanoscale IoT devices. The low-frequency radio wave
normally requires a large antenna aperture due to its relatively
large wavelength [5], and the large aperture of the required
rectennas easily exceeds the size restriction of IoT devices
[6]. One possible solution is to increase the radio frequency.
Thus, by using shorter wavelengths, rectennas can be greatly
reduced in size [4].

Meanwhile, current mobile network is expected to provide
extremely high data rate for realizing a variety of multimedia
services [7]. Thanks to the enormous spectrum resources in
the terahertz (THz) band, THz transmission can achieve data
rates from hundreds of Gbps to several Tbps. As a result,
THz communication is envisioned as a potential option for
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meeting the ultra-high rate requirements of enhanced mobile
broadband (eMBB) services such as virtual reality [8]. Fur-
thermore, as the THz band spans from 100 GHz to 10 THz,
the wavelength of THz can considerably reduce the necessary
antenna aperture [9]. Consequently, utilizing the THz radios
for wireless power harvesting becomes an attractive approach
[10], [11]. As a result, combining the benefits of the THz
transmission in providing high-speed data rates with WPH for
IoT devices will be a promising research direction, leading
to the new system: Simultaneous Terahertz Information and
Power Transfer (STIPT).

However, due to the relatively short wavelengths of THz
signals, obstructions in their propagation paths tend to absorb
rather than reflect the THz signals. Thus, THz links are
readily blocked by obstacles in transmission paths, resulting
in a reduction of THz transmission distance. To address this
issue, reconfigurable intelligent surface (RIS), also known as
an intelligent reflective surface (IRS), has been leveraged to
help compensate for the blocked communication links [12].
More importantly, with the carefully tuned reflecting phase
shifts, the RIS can help constructively accumulate significant
power at the target receiver. Thus, by carefully adjusting
the reflecting coefficients of RIS, the propagation channel
condition can be greatly improved for target receivers so that
system performance can be enhanced [13].

A. Related Works

Extensive efforts have been devoted to numerous applica-
tions of the RIS-assisted transmissions [14]. A comprehensive
survey about these applications of the RIS has been given in
[15], and the potential benefits from RIS have been explained
in various aspects in [16]. In [17], the RIS has been exploited
to enhance the cell-edge performance in multicell MIMO
communication systems. Also, the RIS was utilized to enhance
the latency performance of the mobile edge computing (MEC)
system in [18]. Furthermore, the RIS was leveraged to enhance
the physical layer security by improving the secrecy rate [19]–
[23] and reducing the transmit power [24]. The RIS-enhanced
orthogonal frequency division multiplexing (OFDM) system
and its corresponding transmission protocol were investigated
in [25].

The RIS is envisioned to be a necessity for future THz
communications to bypass blockages [26]. To date, many
efforts have been devoted to the use of RIS to enhance the
THz transmission performance [27], [28]. For instance, the
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RIS was utilized in [29] to enhance the THz coverage. The
channel estimation by beam training and hybrid beamforming
design were investigated in [30] for the RIS-assisted THz
channel. The weighted sum rate was maximized in [31]
by jointly optimizing the hybrid beamforming and reflecting
matrix of the RIS. The THz channel fading characteristics was
exploited in [32] to optimize the trajectory for a RIS-assisted
UAV system. The sum rate was maximized in [33] with the
consideration of the frequency-selective THz channel.

The application of RIS has also been investigated in the si-
multaneous wireless information and power transfer (SWIPT)
system [34]. For example, a RIS-aided MIMO broadcasting
SWIPT system was investigated in [35], where the transmit
precoding matrices and passive phase shift matrix of the RIS
were jointly optimized to maximize the weighted sum rate
of information users while guaranteeing the users’ energy
harvesting requirement. The active and passive beamforming
were investigated in [36] for the constant-envelope wireless
power transfer (WPT) system, and the results in [36] revealed
that the average received power increases quadratically with
the number of RIS elements. The contributions in [37] inves-
tigated the RIS-aided secure transmission system, where the
energy efficiency was enhanced by optimizing the reflecting
coefficients of RIS. In [38], RIS was leveraged to enhance
the performance of non-orthogonal multiple access (NOMA)
WPT efficiency. The energy harvesting efficiency of the RIS-
assisted MIMO broadcasting SWIPT system was investigated
in [39], where the required transmit power was minimized
while satisfying the QoS constraints. A RIS-assisted WPT
OFDM system was investigated in [40], where the energy
consumption was minimized by leveraging tunable RIS.

B. Motivations and Contributions
Compared to traditional micro/millimetre wave transmis-

sion, the THz signal suffers from non-negligible atmospheric
attenuation caused by molecule absorption. As a result, mul-
tiple path loss peaks arise in the THz band [41]. The entire
THz band is then divided into several sub-bands with different
central frequencies. In this case, the phases of incident wave-
forms are different across the sub-bands [33]. This makes the
RIS phase shift matrix difficult to design since the phase shifts
of the RIS reflecting elements must be properly tuned for the
balance of many sub-bands. Furthermore, the precoding for
different users needs to be revisited carefully on the multiple
THz sub-bands. Nonetheless, in most of the above-mentioned
RIS-SWIPT approaches [34]–[40], the THz band’s specific
channel characteristics were not taken into account.

In addition, the path losses on different sub-bands are sensi-
tive to the link distances [42], which is highly dependent on the
location of RIS. Specifically, in the STIPT system with weak
LOS paths, the RIS-assisted channels contribute significantly
to the received signal. However, in the aforementioned RIS-
THz systems [29]–[32], the deployment location of RIS was
not addressed. In a typical STIPT application scenario, the
energy users are usually IoT devices or sensors, while the
information users are deployed for the monitoring tasks such
as transmitting high-definition video/figures that entail ultra-
high data rates. In this case, the locations of these user

equipments can be predicted according to the indoor layout or
the historical statistics of UEs’ locations [43]. Consequently,
in this scenario, where users’ positions are relatively fixed,
the information of UEs’ locations can be exploited at the AP.
The optimization of RIS deployment in this STIPT system can
effectively compensate for the link-distance dependent fading
in the THz band, which was not addressed in the current RIS-
SWIPT approaches [35]. However, optimizing the location of
RIS with power constraints is challenging due to multiple
periodic cosine components in the channel expression, and
currently, no efficient solutions have been reported in the
literature, to the best of our knowledge.

Additionally, to improve the reflectivity performance of the
high-frequency THz radios, the number of RIS elements in
the STIPT can be greatly increased. As a result, the energy
consumption of RIS would considerably increase as well [44],
which cannot be ignored in the STIPT system. However, in the
works mentioned above [25], [33], the RIS is assumed to be
powered by fixed charging lines, and hence the RIS’s power
consumption is often neglected. In many application scenarios,
additional costs for wired power supply may be necessary,
and it can restrict the deployment flexibility of RIS. Another
direction is to power the RIS by using wireless power transfer
technology. However, it is currently unclear how to power the
self-sustaining RIS while preserving the EU’s circuit power
consumption and IU’s information transmission.

Taking into account the aforementioned challenges, we
aim to develop an effective STIPT communication system in
this work by addressing the impact of the THz frequency-
selective channel on the RIS reflection phase design and RIS
deployment. To be more explicit, we investigate the STIPT
system’s downlink transmission, where the RIS-assisted THz
links serve both information users (IUs) and energy users
(EUs). The wireless-powered RIS harvests energy from re-
ceived THz radios to power its own circuits. The IU precoding,
the RIS reflecting coefficients, and the RIS coordinate are
jointly optimized in order to maximize the achievable rates
of the IUs while meeting the EU and RIS power harvesting
requirements. Overall, our contributions can be summarized
as follows:

• We propose a RIS-aided STIPT system to simultaneously
transmit information and power for IUs and EUs, respec-
tively. Wireless powered RIS helps the information trans-
mission and power transfer in a self-sustaining manner.
The power harvested by RIS can be adjusted by tuning the
amplitude of reflecting coefficients. The RIS-assisted THz
channel is modelled as a function of the RIS reflecting
coefficients and the coordinate of RIS.

• The optimization problem is formulated to maximize
the IUs’ sum rates while guaranteeing the power har-
vesting requirements of the EUs. The original non-
convex problem is first reformulated by utilizing the
equivalence between the weighted minimum mean-square
error (WMMSE) and the signal to interference-plus-
noise ratio (SINR). The block coordinate descent (BCD)
based algorithm is proposed to alternately optimize the
precoding for IUs, RIS’s reflecting coefficients and RIS’s
coordinate.
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Fig. 1. The RIS-assisted SWIFT system.

Y

Z

X

( , )y zn n
Y

X

Z
ud

,x y

u
n nδ

( , )x yn n

,y z

AP
n nδ

ud

Fig. 2. Phase difference between AP’s antenna elements.

• The precoding for IUs and RIS’s reflecting coefficients
are obtained by utilizing the successive convex approxi-
mation method. To deal with the intractable optimization
problem of the RIS’s coordinate, we propose the penalty
constrained convex approximation (PCCA) algorithm to
guarantee the solution’s feasibility and the monotonicity
of objective value.

The remainder of this paper is organized as follows: Section
II describes the system model of the proposed RIS-aided
STIPT system and formulates the optimization problem. Sec-
tion III develops the detailed algorithm to solve the formulated
sum-rate maximization problem. In Section IV, the simulation
results are presented to show the performance gain and the
impact of system parameters, whereas Section V concludes
the paper.

Notation: For vector x, |x| and (x)T respectively denote its
Euclidean norm and its transpose. c represents the light speed.
For matrix A, A∗ and A⋆ represent the conjugate operator
and converged solution, respectively. CM×1 denotes the set of
M × 1 complex vectors. diag(X) represents the vector that
is obtained from the diagonal entries of matrix X . a ⊙ b
represents the Hadamard (point-wise) product of a and b.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the downlink of a STIPT system that serves the
IoT sensors and video transmission devices at the same time,
as shown in Fig. 1. The network access point (AP) operates in
the THz band. EUs are IoT sensors and they need to harvest
power from the THz radio, meanwhile, IUs require high-speed
data transmission for high-definition video/figures. As the THz

channel is frequency-selective, the total THz band is divided
into K sub-bands (SBs). Let fk denote the central frequency
of SB k, and its wavelength is given by λk = c

fk
.

The AP is equipped with Nt transmit antennas to serve I
IUs and M EUs, and all of which are equipped with Nr receive
antennas. Let I and M respectively represent the set of IUs
and EUs. Then, the set of all users is given by U = I ∪M,
and the total number of all users (including EUs and IUs) is
denoted by U = |U|. In the following, user u can be referred
to either an EU or an IU.

Due to the extremely short wavelength of the THz radio, the
surfaces of walls and ceilings appear “rough” to THz signals.
In other words, they absorb and scatter THz signals rather
than reflecting them in the desired direction [8], [45]. Also,
as concluded in [46], the average additional attenuation per
reflection in THz band is expected to be 12–13 dB. As a result,
second-bounce or more reflections and scattering components
are severely attenuated and thus play insignificant roles in
the received signal power. Consequently, similar to [31], [47],
[48], we neglect the effects of random reflections, scattering,
and only consider the LOS components of the AP-user links,
the AP-RIS link and the RIS-user links.

A. Channel Model

We first consider the LOS paths for the AP-user u link.
Denote the coordinate of the (0, 0)th AP antenna and the
(0, 0)th antenna of user u as sAP and su ∈ R3×1, respectively,
so that the transmit vector from AP to user u is du = su−sAP .
In the far-field region of the AP, there is a phase difference of
the incident signal sent across the AP antenna elements. As
shown in Fig. 2.(a), the phase difference of the (ny, nz)th AP
antenna element compared to the (0, 0)th antenna element for
user u is given by

θk,u(ny, nz) =
2πfk
c

dT
u δ

AP
ny,nz

|du|
, (1)

where δAP
ny,nz

is the directional vector from the (ny, nz)th AP
antenna to the (0, 0)th AP antenna as shown in Fig. 2. Then,
the transmit array vector from the AP to user u on SB k is
denoted by

vk,u = [1, · · · , exp(−jθk,u(nt)), · · · , exp(−jθk,u(Nt−1))]T ,
(2)

where nt = ny + nzN
AP
Y ,ny = 0, · · · , NAP

Y − 1,nz =
0, · · · , NAP

Z − 1 and NAP
Z NAP

Y = Nt.
Similarly, when user u is in the XOY plane, the phase

difference of the receive signal between the (0, 0)th antenna
element and the (nx, ny)th antenna of user u is calculated as

ϱk,u(nx, ny) =
2πfk
c

dT
u δ

u
nx,ny

|du|
, (3)

where δunx,ny
is the directional vector from the (nx, ny)th

antenna element to the (0, 0)th antenna element. Then, the
receive array response at user u for the AP on SB k is

rdirk,u = [1, · · · , exp(−j2πfkϱk,u(nr)), · · · ,
exp(−j2πfkϱk,u(Nr − 1))]T , (4)
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where nr = nx + nyN
u
X ,nx = 0, · · · , Nu

X − 1,ny =
0, · · · , Nu

Y − 1 and Nu
XNu

Y = Nr.
According to the ray tracing techniques [49], the path gain

from the AP to user u on SB k is evaluated as

hk,u =

(
GrGtλk

4π|du|

)
exp

(
−j2π

|du|
λk

)
exp

(
−1

2
K(fk)|du|

)
,

(5)
where Gr and Gt respectively represent the antenna gain of
transmit array and the antenna gain of receiving array, and
K(fk) is the overall absorption coefficient of the transmission
medium on SB k. Then, the LOS channel components of the
AP-user u link are denoted as

HLOS
k,u = hk,ur

dir
k,uv

H
k,u, u ∈ I ∪M. (6)

B. RIS Assisted Links

The number of reflecting elements of the RIS is denoted
as N . As the RIS-assisted links are already single-bounce
reflected rays, we only consider the direct paths of AP-RIS
and RIS-users links. In this case, the transmit array vectors
for the RIS assisted links depends on the RIS’s coordinate
l = [x, y, z]T , which is evaluated at the (0, 0)th RIS element.

As the transmit vector from AP to the RIS is d0(l) =
l − sAP , the transmit distance between the AP and the RIS
is evaluated as d0(l) = |d0(l)|. Similar to (1), the phase
difference send from AP to the RIS is calculated as

θk(ny, nz) =
2π

λk

d0(l)
T δAP

ny,nz

d0(l)
. (7)

where θk(ny, nz) denotes the phase different between the the
(0, 0)th AP antenna element and the (ny, nz)th element on SB
k. Then, the transmit array vector from the AP to the RIS on
SB k is then denoted by

vk = [1, · · · , exp(−j2πfkθk(nt)), · · · ,
exp(−j2πfkθk(Nt − 1)]T , (8)

where nt = ny + nzN
AP
Y ,ny = 0, · · · , NAP

Y − 1,nz =
0, · · · , NAP

Z − 1 and NAP
Z NAP

Y = Nt.
Furthermore, because the transmit distance between the RIS

elements varies, we define a receiving array vector ek for
the RIS on SB k. Suppose that the RIS is placed on the
XOZ plane. Let δRIS

nx,nz
denote the directional vector from the

(nx, nz)th RIS element to the (0, 0)th RIS element. Then,
phase difference of the received signals between the RIS
elements is

ϑk(nx, nz) =
2π

λk

d0(l)
T δRIS

nx,nz

d0(l)
, (9)

where δRIS
nx,nz

is the directional vector from the (nx, nz)th
RIS element to the (0, 0)th RIS element. In addition, nx =
0, · · · , NRIS

X − 1,nz = 0, · · · , NRIS
Z − 1 and NRIS

Z NRIS
Y =

N . Then, the receive array vector at the RIS of the AP-RIS
link is given by

ek = [1, · · · , exp(−jϑk(n)), · · · , exp(−jϑk(N − 1))]
T
,

(10)
where n = nx + nzN

RIS
X , nx = 0, · · · , NRIS

X − 1, nz =
0, · · · , NRIS

Z − 1 and NRIS
Z NRIS

X = N .

As the path-loss gain from the AP to the RIS on SB k is
evaluated as

Hk =

(
Gtλk

4πd0(l)

)
exp

(
−j2π

d0(l)

λk

)
exp

(
−1

2
K(fk)d0(l)

)
,

(11)
then the LOS channel of the AP-RIS link on SB k is denoted
by

Hk = Hkekv
H
k . (12)

Then, we consider the RIS-user u link. The transmit distance
between the RIS and user u is evaluated as d0,u(l) = |d0,u(l)|,
where d0,u(l) = su − l. Similarly, the transmit phase differ-
ence between the RIS elements is

ϑk,u(nx, nz) =
2π

λk

d0,u(l)
T δRIS

nx,nz

d0,u(l)
, (13)

and the transmit array vector from the RIS to user u on SB k
is expressed as

ek,u = [1, · · · , exp(−jϑk,u(n)), · · · , exp(−jϑk,u(N − 1))]
T
.

(14)
where n = nx + nzN

RIS
X , nx = 0, · · · , NRIS

X − 1, nz =
0, · · · , NRIS

Z − 1 and NRIS
Z NRIS

X = N .
As the power consumption of the RIS cannot be ignored,

we assume that the WPH module is equipped in the RIS so
that the RIS can also harvest energy from the radios sent by
the AP. As a result, the reflecting coefficient is denoted by
Φn = βn exp(jϕn), where βn and ϕn respectively represent
the amplitude and the phase shift of the n-th reflecting
element. Then, the phase shift matrix of the RIS is denoted
by

Φ = diag{βn exp(jϕn), n = 1, · · · , N}. (15)

We then have the following constraints for the reflecting
coefficients as

C1 : |βn exp(jϕn)| ≤ 1, n = 1, · · · , N. (16)

In addition, the receive phase difference at user u’s different
antenna elements of the RIS-user u link is

ζk,u(nx, ny) =
2π

λk

d0,u(l)
T δunx,ny

d0,u(l)
. (17)

Then, the receive array vector at user u on SB k of the RIS-
user u link is expressed as

rk,u = [1, · · · , exp(−jζk,u(nr)), · · · , exp(−jζk,u(Nr − 1))]
T
,

(18)
where nr = nx + nyN

u
X ,nx = 0, · · · , Nu

X − 1,ny =
0, · · · , Nu

Y − 1 and Nu
XNu

Y = Nr.
The cascaded channel gain of the AP-RIS-user u link on

SB k can be expressed as [50]

gk,u =

(
GtGrλk

8
√
π3d0,u(l)d0(l)

)
exp

(
−j2π

d0,u(l) + d0(l)

λk

)
exp

(
−1

2
K(fk)(d0,u(l) + d0(l))

)
, (19)

where |d0,u| and |d0| represent the distance from the RIS to
the user u and the AP, respectively. Overall, the AP-RIS-user
u link on SB k is given by

Gk,u = gk,urk,ue
H
k,uΦekv

H
k , u ∈ I ∪M. (20)
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C. Information Transfer

The signal vector transmitted from the AP to IU i on SB
k is sk,i ∈ Cd×1. Suppose that the data symbol sk,i satisfies
E[sk,isHk,i] = Id and E[sk,isHk,j ] = 0 for i ̸= j. Let Fk,i ∈
CNt×d denote the precoding matrix used by the AP for IU i
on SB k. Then, the transmitted signal xk ∈ CNt×1 from the
AP on SB k is

xk =
I∑

i=1

Fk,isk,i. (21)

With the aid of the RIS, the received signal at IU i on SB k
is

yk,i = (Hk,i +Gk,i)xk + nk,i = Zk,ixk + nk,i, (22)

where Zk,i = Hk,i +Gk,i, and nk,i is the additive Gaussian
noise.

Then, the achievable data rate of IU i on SB k is given by

Rk,i = log
∣∣∣INr + FH

k,iZ
H
k,iZk,iFk,iJ

−1
k,i

∣∣∣ , (23)

where |X| stands for the determinant of matrix X , Jk,i =∑I
u ̸=i Zk,iFk,uF

H
k,uZ

H
k,i + σ2

k,iINr , and σ2
k,i is the noise

power.
Furthermore, as the transmit power is limited, we have the

following constraints for the precoding matrices:

C2 :

K∑
k=1

I∑
i=1

∥Fk,i∥2F ≤ Pmax
T . (24)

D. Energy Harvesting

As the RIS also harvests energy from the AP, so that the
reflecting coefficients can be adjusted to satisfy the energy
harvesting requirement. That is to say, a part of the AP’s
energy is reflected by the RIS, and the remaining part is
fed into the RIS’s WPH unit for harvesting. For the power
harvested at the RIS, we only account for the power received
from the transmitted wireless signals and ignore the additive
white Gaussian noise nRIS

k,i as it is insignificant compared with
the former. The received signal at the RIS for IU i on SB k is
given by yin

RIS = HkFk,i + nRIS
k,i . Consequently, the power

received by the RIS on SB k is

qink =
I∑

i=1

||HkFk,i||2F =
I∑

i=1

tr
(
FH
k,iH

H
k HkFk,i

)
. (25)

In addition, the signal reflected from the RIS to IU i on SB
k is yout

RIS = ΦHkFk,i + nRIS
k,i . Consequently, the reflected

power by the RIS on SB k is

qoutk =
I∑

i=1

||ΦHkFk,i||2F =
I∑

i=1

tr
(
FH
k,iH

H
k ΦHΦHkFk,i

)
.

(26)
Then, the harvested power by the RIS is calculated by

PRIS =
K∑

k=1

ηk(q
in
k − qoutk ). (27)

where ηk denotes the power harvesting efficiency on SB k,
since the RF-DC conversion efficiency depends on the carrier’s

frequency [51]. Let P I denote the required power for RIS, then
we have

C3 :
K∑

k=1

I∑
i=1

ηktr
(
FH
k,iH

H
k (I −ΦHΦ)HkFk,i

)
≥ P I .

(28)
Similarly, the power harvested by EU m should satisfy the

following constraint:

C4 :
K∑

k=1

I∑
i=1

ηktr
(
Zk,mFk,iF

H
k,iZ

H
k,m

)
≥ PU

m ,m ∈ M,

(29)
where PU

m is the required power of EU m, and Zk,m is the
composite channel gain between the AP and the EU m on SB
k.

E. Problem Formulation

For ease of presentation, we define β = [β1, · · · , βN ] as the
amplitude vector of the reflecting coefficients, and define ϕ =
[ϕ1, · · · , ϕN ] as the phase shifts of the reflecting coefficients. It
should be noted that the RIS cannot be deployed arbitrarily. As
a result, the coordinate of RIS l = [x, y, z] has the following
constraints as

C5 : l ∈ ARIS , (30)

where ARIS denotes the feasible area that the RIS can be
installed. Note that constraints (30) are imposed on each
dimension separately. For instance, a possible constant for
the height z is Zmin < z < Zmax, where Zmin and Zmax

respectively denote the minimum and maximum installation
heights on the Z axis. Thus, constraints (30) are convex with
respect to l.

It is observed that the sum rate of IUs and the harvested
power for EUs depend on the coordinate of RIS, the transmit
precoding matrices and the reflecting coefficients of the RIS.
Then, we can formulate the problem as:

max
β,ϕ,l,Fk,i

Rs =
K∑

k=1

I∑
i=1

Rk,i

s.t. C1− C5.

(31)

It can be seen that Problem (31) is a non-convex optimiza-
tion problem due to the following reasons. First of all, the
optimization variables are coupled together and the objective
function is intractable. Moreover, according to the RIS-assisted
channel model in Section II-B, there is a complicated relation-
ship between the position of RIS, the RIS’s reflecting coeffi-
cients and the channel gain. Therefore, effective reformulation
and simplification are required to tackle the above non-convex
optimization problem.

III. SOLUTION ANALYSIS

The original Problem (31) is non-convex and challeng-
ing to solve, we first reformulate the problem by lever-
aging the equivalence between the minimum mean-square
error (MMSE) and the signal-to-interference-plus-noise ratio
(SINR) . At IU i, the receive decoding matrix Uk,i ∈ CNr×d is
applied to the received signal on SB k so that ŝk,i = UH

k,iyk,i.
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Then, the received mean square error (MSE) of IU i on SB k
is given by

Ek,i = Es,n

[
(ŝk,i − sk,i)(ŝk,i − sk,i)

H
]

= (UH
k,iZk,iFk,i − Id)

2 +
I∑

u ̸=i

UH
k,iZk,iFk,uF

H
k,uZ

H
k,iUk,i

+U2
k,iσ

2
k,i. (32)

The optimal MMSE decoding matrix {Uk,i} is given by

Uk,i = (Zk,iFk,iF
H
k,iZ

H
k,i + Jk,i)

−1Zk,iFk,i. (33)

Then, substituting (33) into (32), we have

Emin
k,i = Id − FH

k,iZ
H
k,i(Zk,iFk,iF

H
k,iZ

H
k,i + Jk,i)

−1Zk,iFk,i.
(34)

According to the relationship between the Emin
k,i and the

SINR shown in [52], the original Problem (31) can be re-
formulated as Problem (35) by introducing a set of auxiliary
variables {Wk,i} together with the receiving matrices {Uk,i}.

min
Fk,i,Wk,i,Uk,i

β,ϕ,l,

Otot =

K∑
k=1

I∑
i=1

(tr (Wk,iEk,i)− log |Wk,i|)

(35a)
s.t. Wk,i ≻ 0, ∀k, i, (35b)

C1− C4, (35c)

where constraints (35b) are imposed for the positive definite
matrix {Wk,i}.

Although Problem (35) has more optimization variables,
the objective function of Problem (35) is more tractable.
Consequently, Problem (35) can be solved by employing
the BCD algorithm, where the optimization variables can
be iteratively obtained while keeping the others fixed. That
is to say, we decouple the optimization problem into three
subproblems: optimization of the precoding for IUs, RIS’s
reflecting coefficients and RIS’s coordinate. Note that the
receiving matrices {Uk,i} and the auxiliary matrices Wk,i

can be directly solved according to the above analysis. Then,
the optimal decoding matrix {Uk,i} is given by (33), and the
optimal W ∗

k,i is given by

W ∗
k,i = (Emin

k,i )
−1. (36)

The equivalence between Problem (31) and Problem (35) can
be verified by substituting W ∗

k,i, (34) into (35a) and utilizing
the matrix inversion lemma, i.e (A + BCD)−1 = A−1 −
A−1B(DA−1B+C−1)−1DA−1 and |I+AB| = |I+BA|.

A. Precoding Matrices Design
Given the coordinate of RIS l, RIS’s reflecting coefficients,

auxiliary matrices Wk,i and {Uk,i}, the precoding matrices
are optimized in this section. By substituting the MSE Ek,i in
(32) into (35) and discarding the constant terms, the precoding
matrices Fk,i are determined by the following problem

min
Fk,i

K∑
k=1

I∑
i=1

tr
(
FH
k,iW̄kFk,i

)
−

K∑
k=1

I∑
i=1

2ℜ
[
tr(Z̄k,iFk,i)

]
s.t. C2− C4,

(37)

where W̄k =
∑I

i=1 Z
H
k,iUk,iWk,iU

H
k,iZk,i and Z̄k,i =

Wk,iU
H
k,iZk,i. Although the objective function of Problem

(37) is convex, the energy harvesting constraints C3 and C4
are non-convex. Note that I−ΦH

n Φn is positive definite. As a
result, we adopt the successive convex approximation method
by leveraging the first-order Taylor expansions with the given
precoding matrix F̄k,i as

tr(FH
k,iBkF k,i)≥2ℜ{tr(F̄H

k,iBkFk,i)}−tr(F̄H
k,iBkF̄k,i), (38)

tr(FH
k,iCk,mF k,i) ≥ 2ℜ{tr(F̄H

k,iCk,mFk,i)} − tr(F̄H
k,iCk,mF̄k,i),

(39)

where Bk = ηkH
H
k (I − ΦHΦ)Hk and Ck,m =

ηkZ
H
k,mZk,m. Then, C3 and C4 can be respectively refor-

mulated as
K∑

k=1

I∑
i=1

2ℜ{tr(F̄H
k,iBkFk,i)} ≥

K∑
k=1

I∑
i=1

tr(F̄H
k,iBkF̄k,i) + PRIS ,

(40)
K∑

k=1

I∑
i=1

2ℜ{tr(F̄H
k,iCk,mFk,i)} ≥

K∑
k=1

I∑
i=1

tr(F̄H
k,iCk,mF̄k,i) + PUE

m .

(41)

Then, by replacing C3 and C4 with (40) and (41) respectively,
Problem (37) can be transformed into a series of convex
problems, which can be solved by standard tools, such as the
CVX.

B. RIS Reflecting Coefficient Optimization

Given {Wk,i}, {Uk,i}, {Fk,i} and the RIS’s coordinate l,
we consider the optimization of RIS’s reflecting coefficients
φn = βn exp(jϕn), where the reflecting phase shift matrix is
Φ = diag{[φn]

N
n=1}.

According to the MSE given in (32), we have

tr(Wk,iEk,i) = tr(Wk,iU
H
k,iZk,iF

s
kZ

H
k,iUk,i)

− 2ℜ
[
tr(Zk,iFk,iWk,iU

H
k,i)
]
+ const, (42)

where F s
k =

∑I
u=1 Fk,uF

H
k,u. The term “const” denotes the

constant that is irrelevant with the reflecting coefficients φn.
As Zk,i = Hk,i + Gk,i, by removing the irrelevant terms
in (42), the reflecting coefficient optimization problem is
formulated as

min
φ

K∑
k=1

I∑
i=1

Ok,i(φ)

s.t. C1, C3, C4,

(43)

where φ = [φ1, · · · , φN ]T . In the objective function of
(43), for simplicity, we define Ūk,i = Uk,iWk,iU

H
k,i, F̄k,i =

Fk,iWk,iU
H
k,i, and then we have

Ok,i(φ) = 2ℜ[tr(Gk,iF
s
kH

H
k,iŪk,i)] + tr(Gk,iF

s
kG

H
k,iŪk,i)

− 2ℜ[tr(Gk,iF̄k,i)]. (44)

Note that Ūk,i is hermitian, but it is still difficult to solve
Problem (43) with this formulation.
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To obtain a more tractable problem formulation, we define
uk,i = eHk,i ⊙ eTk . Then, the RIS assisted channel gain is
represented as

Gk,i = gk,i(uk,iφ)rk,iv
H
k . (45)

Substituting (45) into (44), we have

Ok,i(φ) = 2ℜ{gk,iξk,iuk,iφ}+Ak,i|gk,i|2|uk,iφ|2, (46)

where Ak,i = tr(rk,ivH
k F s

kvkr
H
k,iŪk,i), and ξk,i =

(tr(rk,ivH
k F s

kH
H
k,iŪk,i)− tr(rk,ivH

k F̄k,i)).
Similarly, according to (12), constraint C3 can be reformu-

lated as

tr
(
FH
k,iH

H
k (I −ΦHΦ)HkFk,i

)
= |Hk|2tr

(
FH
k,ivkv

H
k Fk,i

)
(N −φHφ), (47)

where the LOS channel Hk = Hkekv
H
k and eHk ek = N

are utilized to obtain the right hand side. Also, the complex
channel gain Hk is given in (11).

Similarly, for constraint C4, by substituting Zk,m =
Hk,m + Gk,m and (45) into C4, we have the following
reformulation as

I∑
i=1

tr
(
Zk,mFk,iF

H
k,iZ

H
k,m

)
= |gk,m|2Λk,m(uk,mφ)2

+ 2ℜ{gk,mwk,muk,mφ}+Qk,m, (48)

where Λk,m = tr
(
rk,iv

H
k F s

kvkr
H
k,i

)
, wk,m =

tr
(
rk,iv

H
k F s

kH
H
k,m

)
, and Qk,m = tr

(
Hk,mF s

kH
H
k,m

)
.

According to (45), (47) and (48), the RIS’s reflecting
coefficient problem can be reformulated as

min
φ

φHAφ+ ℜ{ξφ} (49a)

s.t. φHΛmφ+ ℜ{ωmφ} ≥ P̃U
m . (49b)

(N −φHφ)CRIS ≥ P I (49c)
|φ| ≤ 1. (49d)

where

A =
K∑

k=1

I∑
i=1

Ak,i|gk,i|2uH
k,iuk,i, ξ =

K∑
k=1

I∑
i=1

2gk,iξk,iuk,i,

Λm =
K∑

k=1

ηk|gk,m|2Λk,muH
k,muk,m,

ωm = 2
K∑

k=1

ηkgk,mwk,muk,m,

P̃U
m = PU

m −
K∑

k=1

Qk,m, and

CRIS =
K∑

k=1

I∑
i=1

ηk(Hk)
2tr
(
FH
k,ivkv

H
k Fk,i

)
.

However, it is observed that constraint (49b) is non-convex.
Note that Λm is positive-definite so that we adopt the first-
order Taylor expansion for convex approximation. At given φ̄,
we have

φHΛmφ ≥ 2ℜ{φHΛmφ̄} − φ̄HΛmφ̄. (50)

By utilizing (50) to simplify (49b), Problem (49) can be
transformed into a series of simple convex problems, which
can be easily solved by CVX.

C. Optimization of RIS’s Coordinate

We consider the optimization of RIS coordinate with given
Wk,i and {Uk,i}, {Fk,i} and the phase shift matrix Φ. In this
case, based on the formulations given in (46), (47) and (48),
the original Problem (35) is formulated as

min
l

Otot(l) =
K∑

k=1

I∑
i=1

|gk,i(l)|2Ek,i(l)+

ℜ{gk,i(l)Fk,i(l)}+ Cst(Wk,i,Uk,i,Fk,i) (51a)

s.t.
K∑

k=1

(|gk,m(l)|2λk,m(l) + ℜ{gk,m(l)χk,m(l)}

+ ηkQk,m) ≥ PU
m , (51b)

K∑
k=1

|Hk(l)|2Dk(l) ≥ P I , (51c)

where Cst(Wk,i,Uk,i,Fk,i) is the constant term, and

Ek,i(l) = Ak,i(l)|uk,i(l)φ|2, (52)
Fk,i(l) = 2ξk,i(l)uk,i(l)φ, (53)

λk,m(l) = ηkΛk,m(l)|uk,m(l)φ|2, (54)
χk,m(l) = 2ηkwk,m(l)uk,m(l)φ, (55)

Dk(l) =
I∑

i=1

ηktr
(
FH
k,ivk(l)v

H
k (l)Fk,i

)
(N −φHφ). (56)

According to the channel model, many periodic cosine
components with respect to the SB’s index and UE’s index
are involved in Ek,i(l), Fk,i(l), λk,m(l), χk,m(l) and Dk(l).
However, they are all dependent on the RIS’s coordinate
l = [X,Y, Z]T . Their complex expressions make it very
difficult to directly optimize the objective function given in
(51a).

However, given the initial RIS’s coordinate l(0) =
[X,Y, Z]T , the values of (52)-(56) can be calculated as
Ek,i(l

(0)),Fk,i(l
(0)), λk,m(l(0)), χk,m(l(0)), Dk(l

(0)), respec-
tively. Consequently, if we replace (52)-(56) with the constants
evaluated by a given location, for instance, replace Ek,i(l)
with Ek,i(l

(0)), Problem (51) can be simplified into a tractable
formulation.

First of all, for ease of exposition, we define auxiliary vari-
ables ru and d0, which are dependent on the RIS’s coordinate
l by

d0 = |l− sAP |, ru = |l− su|, u ∈ I ∪M. (57)

Then, we define the function fk,u(ru, d0) with respect to
(ru, d0) as

fk,u(ru, d0) =
µk

rud0
exp (−Kk(ru + d0)) , u ∈ I ∪M, (58)

where µk = GtGrλk

8
√
π3

, and Kk = K(fk)
2 .
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According to (19), the cascaded channel gain gk,i(l) can be
represented as a function with respect to (ri, d0) as

gk,i(ri, d0) = fk,i(ri, d0) exp

(
−j2π

ri + d0
λk

)
, u ∈ I ∪M.

(59)
Then, we have the conclusion that fk,u(ru, d0) and

f2
k,u(ru, d0) are all convex with respect to (ru, d0). The proof

can be found in Appendix A.
Next, the simplifications of the objective function and con-

straints are investigated to help find the tractable formulation
of Problem (51).

1) Simplification of Objective Function: As the solution
is obtained by the iterative algorithm, we denote a RIS’s
coordinate obtained at the n-th iteration as l(n). To simplify
objective function (51a), substituting l(n) into (52) and (53),
we can obtain the following constants as

Ek,i ≜ Ek,i(l
(n)),

Fk,i ≜ ℜ

{
exp

(
−j2π

r̃i + d̃0
λk

)
Fk,i(l

(n))

}
, i ∈ I,

where constants r̃i and d̃0 are obtained by leveraging l(n) as
r̃i = |l(n) − s1i |, d̃0 = |l(n) − s1AP |.

Then, it is observed that constants Ek,i are always positive
according to (52). However, note that the calculated coefficient
Fk,i is not necessarily positive. Consequently, as fk,i(ri, d0)is
convex, its first-order Taylor expansion of fk,i(ri, d0) is
adopted for simplification as

fk,i(ri, d0) ≥ fk,i(r̃i, d̃0) +∇rifk,i(r̃i, d̃0)(ri − r̃i)

+∇d0
fk,i(r̃i, d̃0)(d0 − d̃0), (60)

where the first-order derivative is defined as

∇xfk,i(x, y) = −µk
Kkx+ 1

x2y
exp (−Kk(x+ y)) . (61)

Consequently, by leveraging the calculated Ek,i, Fk,i and
discarding the irrelevant constants, a simplified version of the
objective function (51a) is given by

Ol(n)(ri, d0) =
K∑

k=1

I∑
i=1

(f2
k,i(ri, d0)Ek,i+Fk,i(∇rifk,i(r̃i, d̃0)ri

+∇d0
fk,i(r̃i, d̃0)d0)). (62)

It is observed that the objective function Ol(n)(ri, d0) is
convex with respect to (ri, d0).

2) Simplified EUs Constraints: Then, we deal with con-
straint (51b) for EU m.

By substituting coordinate l(n) into (54) and (55), the
following constants can be obtained as

λk,m ≜ λk,m(l(n)),

χk,m ≜ ℜ

{
exp

(
−j2π

r̃m + d̃0
λk

)
χk,m(l(n))

}
,m ∈ M,

where the constant r̃m = |l(n) − sm| is calculated with
coordinate l(n) .

Then, by employing the function fk,m(rm, d0),m ∈ M in
(58), the constants λk,m and χk,m, constraint (51b) is rewritten
as

K∑
k=1

(f2
k,m(rm, d0)λk,m + fk,m(ru, d0)χk,m

+ ηkQk,m) ≥ PU
m ,m ∈ M. (63)

However, (63) is still non-convex. As fk,m(ru, d0) and
f2
k,m(ru, d0) are both convex functions as proved in Appendix

A, their first-order Taylor expansions are

f2
k,m(rm, d0) ≥ f2

k,m(r̃m, d̃0) +∇rmf2
k,m(r̃m, d̃0)(rm − r̃m)

+∇d0
f2
k,m(r̃m, d̃0)(d0 − d̃0), (64)

fk,m(rm, d0) ≥ fk,i(r̃m, d̃0) +∇rmfk,m(r̃i, d̃0)(rm − r̃m)

+∇d0fk,m(r̃m, d̃0)(d0 − d̃0), (65)

where ∇xfk,m(x, y) is given in (61), and ∇xf
2
k,m(x, y) =

2fk,m(x, y)∇xfk,m(x, y).
Then, substituting (64) and (65) into (63), constraint (51b)

for EU m can be further reformulated as

Am(l(n), r̃m, d̃0)rm+Bm(l(n), r̃m, d̃0)d0+Cm(l(n), r̃m, d̃0)

≥ PU
m ,m ∈ M, (66)

whereAm(l(n), r̃m, d̃0) =
∑K

k=1

(
λk,m(l(n))∇rmf2

k,m(r̃m, d̃0)

+χk,m(l(n))∇rmfk,m(r̃m, d̃0)
)

, Bm(l(n), r̃m, d̃0)

=
∑K

k=1

(
λk,m(l(n))∇d0

f2
k,m(r̃m, d̃0)

+χk,m(l(n))∇d0
fk,m(r̃m, d̃0)

)
, and

Cm(l(n), r̃m, d̃0) =
∑K

k=1(λk,m(l(n))f2
k,m(r̃m, d̃0) +

χk,m(l(n))fk,m(r̃m, d̃0)) − Am(l(n), r̃m, d̃0)r̃m −
Bm(l(n), r̃m, d̃0)d̃0 +

∑K
k=1 ηkQk,m.

3) Simplification of Constraints for RIS: Similarly, con-
straint (51c) for the RIS is simplified in the following. We
first define function hk(d0) as

hk(d0) =
ρk
d20

exp (−2Kkd0) , (67)

where ρk =
(
λk

4π

)2
. By checking the Hessian matrix of hk(d0),

it can be verified that hk(d0) is convex with respect to d0.
Also, by substituting the coordinate l(n) into (56), constants
Dk can be obtained as Dk ≜ Dk(l

(n)).
However, by employing the function hk(d0) in (67), and

substituting Dk into (51b), the following constraint is still non-
convex:

K∑
k=1

hk(d0)Dk ≥ P I . (68)

Therefore, the first-order Taylor expansion of hk(d0) is utilized
for convex approximation,

hk(d0) ≥ hk(d̃0) +∇hk

d0
(d̃0)(d0 − d̃0), (69)

where ∇hk

d0
(d̃0) represents the first-order derivative of hk(d0)

given by

∇hk

d0
(d0) = −ρk

2Kkd0 + 2

d30
exp (−2Kkd0) .
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Then, substituting (69) into (51c), we have

ARIS(l
(n), d̃0)d0 +BRIS(l

(n), d̃0) ≥ P I , (70)

where the constants are evaluated as

ARIS(l
(n), d̃0) =

K∑
k=1

Dk(l
(n))∇hk

d0
(d̃0), (71)

BRIS(l
(n), d̃0) =

K∑
k=1

Dk(l
(n))(hk(d̃0)− d̃0∇hk

d0
(d̃0)). (72)

4) Simplification of Problem (51): Finally, given RIS’s
coordinate obtained at the n-th iteration denoted as l(n), by
replacing Otot(l) with Ol(n)(ri, d0) in (62), replacing (51b)
and (51c) with (66) and (70) respectively, Problem (51) is
reformulated as

min
l,ru,d0

Ol(n)(ri, d0) (73a)

s.t. |l− s1u| ≤ ru, u ∈ I ∪M (73b)

|l− s1AP | ≤ d0. (73c)
(66), (70).

Constraints (73b) and (73c) are introduced for the auxiliary
variables ru and d0. Then, it can be verified that Problem (73)
is convex, which can be readily solved by CVX.

However, note that Problem (73) is the simplified version of
Problem (51). The optimal solution to Problem (73) denoted
by (l∗, r∗u, d

∗
0) may not satisfy all the constraints of Problem

(51). Consequently, we need to add the following procedure
to ensure that the obtained solution (l∗, r∗u, d

∗
0) is a feasible

solution to Problem (51).
5) Feasibility guarantee: First we define the following

penalty indicators as

α = ARIS(l
∗, d∗0)d

∗
0 +BRIS(l

∗, d∗0)− P I , (74)
αm = Am(l∗, r∗m, d∗0)r

∗
m +Bm(l∗, r∗m, d∗0)d

∗
0

+ Cm(l∗, r∗m, d∗0)− PU
m . (75)

If α < 0, the obtained coordinate l∗ does not satisfy
constraint (51c). This implies that the distance between RIS
and AP is too large, i.e., the power harvested by the RIS
does not exceed the requirement. By checking the first-order
derivative of hk(d0) with respect to d0 , it is verified that
∇hk

d0
(d) < 0, ∀d ≥ 0. According to (71), as Dk(l

∗) ≥ 0
for all coordinates, we have ARIS(l

∗, d∗0) < 0. Consequently,
to ensure that (51c) is satisfied, the RIS should be closer to
the AP, i.e., d0 should be reduced. To this end, the required
harvested power of RIS, i.e., P I is modified as

P I ′ = P I + ϵ, if α < 0, (76)

where ϵ > 0 is the introduced penalty. 1

Also, if αm < 0, the obtained coordinate l∗ does not satisfy
constraint (51b) for EU m. Note that ∇xfk,m(x, y) < 0,
∇yfk,m(x, y) < 0 and λk,m(l) ≥ 0, ∀l. Similarly, according
to (66), this implies that d0 or rm should be decreased to
satisfy constraint (51b). Given that d0 is modified by adjusting

1In practice, penalties are set as 1% of the required powers for satisfactory
performance, i.e., ϵ = 1%P I and ϵm = 1%PU

m .
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Fig. 3. The flowchart of the PCCA algorithm.

P I , therefore, we only adjust PU
m to reduce dm, which should

be modified as

PU
m

′
= PU

m + ϵm, if αm < 0, (77)

where ϵm > 0 is the penalty for EU m.
Overall, constraints (70) and (66) are updated by replacing

P I and PU
m with P I ′ and PU

m
′ in (76) and (77), respectively.

The solution to Problem (73) with the modified constraints
(70) and (66) should be updated accordingly. Then, the finally
obtained solution (l∗, r∗u, d

∗
0) is guaranteed to satisfy all the

constraints of Problem (51) when α ≥ 0 and αm ≥ 0, ∀m.
The above analysis can be summarized as the following

Penalty Constrained Convex Approximation (PCCA) algo-
rithm shown in Algorithm 1 to optimize the RIS’s coordinate.
For ease of exposition, the flowchart of PCCA algorithm is
provided in Fig. 3.

Algorithm 1 Penalty Constrained Convex Approximation
Algorithm (PCCA)

1: Initialize coordinate l(0), and the objective
Otot(l(0),W 0

k,i,U
0
k,i);

2: Initialize iterative number n = 0 and maximum number
of iterations Nmax;

3: repeat
4: Obtain (l∗, r∗u, d

∗
0) by solving Problem (73);

5: if α ≥ 0 and αm ≥ 0 then
6: Update ln+1 = l∗;
7: Calculate W n+1

k,i ,Un+1
k,i according to (33) and (36),

respectively.
8: Calculate Otot(ln+1,W n+1

k,i ,Un+1
k,i );

9: if Otot(ln+1,W n+1
k,i ,Un+1

k,i ) <

Otot(l(0),W 0
k,i,U

0
k,i) then

10: l(n
∗) = ln+1;

11: end if
12: else
13: Update PU

m for all m,αm < 0 according to (75) ;
14: Update P I according to (74) if α < 0;
15: if Problem (73) is not feasible then
16: Set n = Nmax and l(n

∗) = l0;
17: end if
18: end if
19: until n = Nmax;
Output: l(n

∗),Un∗

k,i ,W
n∗

k,i ;

Remark 1: Once the obtained (l∗, r∗u, d
∗
0) is a feasible

solution to the original Problem (51). We denote it as the
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(n+1)-th coordinate of the RIS, i.e., l(n+1) = l∗ when α ≥ 0
and αm ≥ 0, ∀m. Then, Problem (73) can be formulated based
on l(n+1), and the feasible coordinate of RIS for the (n+2)-th
iteration can be obtained by leveraging the penalties for power
harvesting constraints.

Remark 2: In addition, as the objective function
Ol(n)(ri, d0) is the approximation of (51a), we need to check
the original objective value Otot(l(n+1)) in (51a) at each
iteration. Note that the receiver matrix Un

k,i aims to minimize
the MSE for a given channel Z(l(n)), and weight W

(n)
k,i

depends on the current MMSE matrix. As the channel is
optimized by adopting the RIS’s new coordinate l(n+1), the
receiver matrix Uk,i matched to this new channel and the
obtained MMSE should be updated according to (33) and (36),
respectively. That is to say, the objective value at the (n+1)-th
iteration is evaluated as Otot(l(n+1),W n+1

k,i ,Un+1
k,i ).

Remark 3: We briefly explain the convergence of the PCCA
algorithm. According to the flowchart in Fig.3, the output of
the PCCA algorithm l(n

∗) is either the initial location l(0)

(step 16) or the new location l∗ (step 10). In the monotonicity
check part of PCCA (step 9), the optimized coordinate l∗

is compared with the initial coordinate l(0) in terms of the
obtained objective value2. In this way, only when the objective
obtained by l∗ decreases, this new location will be selected as
the output. Otherwise, PCCA keeps searching next location
until Problem (73) becomes infeasible. When Problem (73) is
infeasible, PCCA outputs initial location l(0). Consequently,
the objective value of PCCA’s output is monotonically non-
increasing. Also, the area for RIS deployment is limited, so
that the value of the objective function is also bounded. As a
result, the convergence of the PCCA algorithm is guaranteed.

D. BCD Algorithm to Solve Problem (35)

Based on the above analysis, we propose a BCD based alter-
nating optimization algorithm to solve Problem (35). The BCD
algorithm consists of three parts: the precoding design Problem
(37) with respect to {Fk,i}, the RIS phase shift optimization
Problem (49) with respect to {φ}, and the RIS deployment
Problem (51) with respect to {l,Uk,i,Wk,i}. These problems
are alternately solved with the other optimization variables
fixed. The detailed algorithm is presented in Algorithm 2.

In the (s + 1)-th iteration of the BCD algorithm, Problem
(37) and (49) are solved based on the idea of successive convex
approximation (SCA). In other words, by successively impos-
ing tight convex restrictions on the constraint sets, the locally
tight approximation of the original problems are obtained and
solved. The obtained F

(s+1)
k,i and φ(s+1) are the converged

result by solving the tight approximated problems successively.
Then, it is proved in [53] that F (s+1)

k,i and φ(s+1) are the KKT
points of the original Problem (37) and (49). Consequently, we

2As Otot consists of two parts with different physical meanings: weighted
MSE and rate, their numerical values may have more than 3 orders of
magnitude difference. In this case, it is better to check these two parts
separately for satisfactory performance.

Algorithm 2 The BCD Algorithm to Solve Problem (35)
1: Initialize feasible l0, φ0, and F 0

k,i.
2: Initialize U

(0)
k,i and W

(0)
k,i according to (33) and (36),

respectively.
3: Initialize the maximum number of iterations as Smax and

the number of iterations as s = 0.
4: repeat
5: Calculate F

(s+1)
k,i by solving the convex approximations

of Problem (37);
6: Calculate φ(s+1) by solving the convex approximations

of Problem (49);
7: Calculate {l(s+1),U

(s+1)
k,i ,W

(s+1)
k,i } according to the

PCCA Algorithm;
8: until s = Smax.

can infer

Otot(F
(s+1)
k,i ,ϕ

(s+1)
k,i , l(s),U

(s)
k,i ,W

(s)
k,i )

≤ Otot(F
(s)
k,i ,ϕ

(s)
k,i , l

(s),U
(s)
k,i ,W

(s)
k,i ). (78)

In addition, according to Remark 3 in Section III-B, the
following inequality can be ensured by the PCCA

Otot(F
(s+1)
k,i ,ϕ

(s+1)
k,i , l(s),U

(s)
k,i ,W

(s)
k,i )

≥ Otot(F
(s+1)
k,i ,ϕ

(s+1)
k,i , l(s+1),U

(s+1)
k,i ,W

(s+1)
k,i ). (79)

Combining (78) with (79), it is verified that the objective
value obtained by the BCD algorithm is monotonically non-
increasing. Also, according to the equivalence between SINR
and the MSE, the objective function is bounded as the transmit
signal power and signal power are all limited. Thus, the
proposed BCD algorithm is guaranteed to converge.

Then, we analyze the complexity of the BCD algorithm. We
first analyze the complexity of solving the precoding design
Problem (37). Its main complexity lies in solving the convex
approximation of Problem (37), which is approximated as a
second-order cone program (SOCP) problem. The transformed
SOCP problem has 2KINtd real variables, and M + 2 SOC
constraints have 2Ntd real dimensions. According to [54],
the complexity is O((2KINtd)

2(2Ntd(M + 2))), and the
number of iterations required is O(

√
M + 2). Also, denote

the number of convex approximations for Problem (37) as
NSCA

F . Then, the total complexity of solving Problem (37) is
O(NSCA

F

√
I +K(2KINtd)

2(2Ntd(M + 2))).
For the RIS phase shift optimization Problem (49), its

approximated convex SOCP problem has 2N real variables,
and M + 1 SOC constraints have 2N real dimensions. Ac-
cording to [54], the complexity is O((2N)2(2N(M + 1))),
and the number of iterations required is O(

√
M + 1). Denote

the number of convex approximations for Problem (37) as
NSCA

ϕ . Then, the total complexity of solving Problem (49) is
O(NSCA

ϕ

√
M + 1(2N)2(2N(M + 1))).

For RIS deployment Problem (51), the complexity lies
in solving the simplified problem (51). Assume that the
interior-point method is adopted, then the complexity of the
worst case is O(3 + U + 1)2(2M + U + 2). In the worst
case, denote the required number of iterations for PCCA as
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Fig. 4. The simulation scenario of the STIPT system.

NPCCA
Max . Then, the total complexity of solving Problem (51)

is O(NPCCA
Max (3 + U + 1)2

(2M + U + 2)).
Overall, the total complexity of the proposed BCD algo-

rithm is given by O((NSCA
F

√
I +K(2KINtd)

22Ntd(M+2)
+ NPCCA

Max (3 + U + 1)2(2M + U + 2) +
NSCA

F

√
I +K(2KINtd)

22Ntd(M + 2) + NPCCA
Max (3 +

U + 1)2(2M + U + 2))Smax), where Smax denotes the
maximum number of iterations.

IV. SIMULATION RESULTS

Simulation results are presented in this section to evaluate
the performance of the proposed algorithm. In the simulation,
THz frequency range at the AP is 300-340 GHz, the bandwidth
of each sub-band is 20 GHz, and the molecular absorption
coefficients are generated according to [55]. The AP is located
along the Y-axis with height of 2 m. The AP’s transmit antenna
is modelled as a uniform planar array (UPA) with size of
Nt = 5 × 10, and Pmax

t = 10 W. The IUs and EUs are
both equipped with 2 receive antennas. The antenna gain
is set as Gt = 15 and Gr = 6. The separations between
the transmit/receive antennas are set to be 0.1 mm. In order
to verify the performance of the proposed algorithm more
comprehensively, the initial locations of RIS are randomly
generated in the simulations.

As shown in Fig. 4, there are 2 IUs and 2 EUs which are
randomly distributed in a square area with width of 3 m. The
RIS is installed on the X-axis, and the separations between the
RIS reflecting elements are 0.1 mm. In Fig. 4, the number of
reflecting elements is set to 100. The initial coordinate of the
RIS in X-axis is marked as “*” and the optimized coordinate
in X-axis is marked as “×”. It is observed that in the layout
shown in Fig. 4, the optimized coordinate of the RIS is updated
by the proposed BCD algorithm.

The proposed BCD algorithm given in Algorithm 2 is
labelled as “PropBCD”. For performance comparison, we
consider two benchmark schemes:

• The first scheme which is labelled as “BeamOpt” only
optimizes the transmit precoding matrices with the fixed
RIS’s phase shift and coordinate; This scheme can be
obtained by removing step 6 and step 7 of Algorithm 2.
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Fig. 5. The convergence performance of different algorithms.
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Fig. 6. The sum rate versus the number of reflecting elements.

• The scheme labelled as “FixedLoc” optimizes both the
transmit precoding matrices and the RIS’s phase shift,
where the RIS’s coordinate is kept fixed. This scheme is
obtained by removing step 7 of Algorithm 2.

Fig. 5 shows the convergence performance of the proposed
algorithm and the benchmarks, where its simulation scenario
is shown in Fig. 4. In Fig. 5, the required harvest power by the
RIS and EU are set as 0.1 mW. It is observed that the achieved
sum rate of IUs increases with the number of iterations for
all considered cases, and all the considered schemes converge
within 7 iterations. As expected, the proposed BCD algorithm
achieves the best performance. Significant rate improvement
can be obtained by optimizing the RIS’s coordinate.

Fig. 6 shows the achieved sum rates of IUs by different
schemes versus the number of RIS reflecting elements. The
simulation results are averaged over 100 random realizations,
where the initial coordinate of the RIS, the IUs, and the EUs
are randomly generated. As shown in Fig. 6, the sum rates
of IUs achieved by the proposed BCD algorithm and the
“FixedLoc” algorithm increase with the number of reflecting
elements. However, the proposed BCD algorithm can achieve
a higher sum rate, and the performance gap increases with the
number of reflecting elements. This implies that the proposed
BCD algorithm can fully exploit the potential benefits provided
by the RIS, especially in this STIPT system. In addition, it
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Fig. 8. The sum rate versus the number of EUs.

is observed that the sum rate of the “BeamOpt” algorithm
remains the same as the number of reflecting elements in-
creases since the RIS related parameters are not optimized in
this scheme.

Fig. 7 shows the achieved sum rates of the IUs by different
schemas versus the number of IUs in the system. It is inter-
esting to see that the achieved sum rates by the “PropBCD”
algorithm increases with the number of IUs. Meanwhile the
sum rate obtained by the “BeamOpt” algorithm slightly in-
creases, and that of the “FixedLoc” algorithm keeps fixed. This
result clearly validates the benefits provided by the RIS in the
STIPT system. By utilizing the RIS, the transmission channel
can also be optimized to fully exploit the spatial diversity so
that the sum rate performance can be enhanced. In particular,
in the THz system, where the channel gain is very sensitive
to the transmit distance, optimizing the RIS’s coordinate can
help provide considerable performance gain.

Fig. 8 shows the achieved sum rates of the IUs versus the
number of EUs in the system, and the number of IUs is fixed
to be 2. Then, it is observed that the sum rate of the IUs
decreases with the number of EUs for all cases, as more
power needs to be harvested for the EUs. In addition, the
performance gap between the “PropBCD” algorithm and the
other benchmarks increases with the number of EUs, which
also shows the superiority of the proposed algorithm.

Fig. 9 shows the sum-rate performance obtained by the pro-
posed algorithms with the imperfect user position information.
In the simulations, users are located in the XOY plane. As the
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user location information is imperfect, the position of the IU’s
location is uniformly distributed in a circular area. The radius
of the circle for position shift is denoted as “LocErrR”. As
shown in Fig. 9, it is observed that the “PropBCD” algorithm
still outperforms the “FixedLoc” algorithm with the imperfect
user position information. In addition, the degradation of sum-
rate performance increases with the error of user location
information, but the performance gaps keep stable between
the proposed algorithm and the compared “FixedLoc” case.

Fig. 10 shows the impact of the harvest power required by
the EUs on the sum rate performance. In Fig. 10, the required
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Fig. 11. The sum rate versus the harvested power of RISs
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power of the RIS is fixed to 0.1 mW, and the number of EUs is
2. It is observed that the proposed BCD algorithm outperforms
the other two algorithms. As shown in Fig. 10, the achieved
sum rate of IUs by the BCD algorithm decreases with the
required harvested power of EUs for all considered cases.
In addition, the performance gap between the “PropBCD”
algorithm and the other schemes keeps stable with the required
power. This implies that the proposed algorithm still has stable
performance advantages when the power harvesting demand
from EUs increases.

Finally, Fig. 11 shows the impact of the harvest power
required by the RIS on the sum rate performance. In Fig.
11, the required power of the EU is 0.1 mW, and the other
simulation parameters are the same as those of Fig. 10. As
expected, the proposed BCD algorithm outperforms the other
two algorithms, but the performance gap slightly decreases
with the required power to harvest. It becomes more difficult
to find the new coordinate of RIS to improved IU’s rate while
guaranteeing the more stringent harvested power constraints of
RIS. Also, compared with the impact of the EU’s harvested
power shown in Fig. 10, RIS’s required harvest power has a
slighter impact on the rate performance.

V. CONCLUSIONS

This paper investigated a new simultaneous THz informa-
tion and power transfer system, named STIPT, where the RIS
is utilized to support the THz transmission. In this system, the
RIS can utilize the power harvesting technology to self-sustain
its power consumption. The optimization problem has been
formulated to maximize the IUs’ sum rate while guaranteeing
the EU’s and RIS’s power harvesting requirements. A BCD-
based alternating optimization algorithm has been proposed
to optimize the transmit precoding for IUs, RIS’s reflecting
coefficients and the RIS’s coordinate. Simulation results have
shown that the proposed algorithm can achieve considerable
performance gain in terms of the sum rate. With the assistance
of RIS, the transmission channel can be optimized to fully
exploit the spatial diversity so that the sum-rate performance
can be enhanced. As the channel gain of the THz transmission
is very sensitive to the transmission distance, optimizing the
RIS’s coordinate in the STIPT system can help provide con-
siderable performance gain. For future work, the deployment
of RIS will be investigated from an analytical view. Given the
distribution of receivers, the presence of blocking objects will
also be considered.
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APPENDIX A
PROOF OF CONVEXITY

The Hessian matrix of fk,i(ri, d0) with respect to (ri, d0)
is given by

▽2 fk,i =
µk

rid0
exp (−Kk(ru + d0)) (Kkru+1)2+1
r2i

(Kkru+1)(Kkd0+1)
rid0

(Kkru+1)(Kkd0+1)
rid0

(Kkd0+1)2+1
d2
0

 . (A.1)

Then, it is observed that ▽2fk,i is positive-definite so that
f2
k,i(ri, d0) is convex with respect to (ri, d0). In addition, the

Hessian matrix of f2
k,i(ri, d0) with respect to (ri, d0) is

▽2 f2
k,i =

µ2
k

r2i d
2
0

exp (−2Kk(ru + d0)) (2Kkru+2)2+2
r2i

(2Kkru+2)(2Kkd0+2)
rid0

(2Kkru+2)(2Kkd0+2)
rid0

(2Kkd0+2)2+2
d2
0

 . (A.2)

As ▽2f2
k,i is positive definite, f2

k,i(ri, d0) is convex with
respect to (ri, d0).
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