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Abstract: Sentiment analysis is an application of natural language processing (NLP) that requires a
machine learning algorithm and a dataset. In some cases, the dataset availability is scarce, particularly
with Arabic dialects, precisely the Bahraini ones, which necessitates using an approach such as
translation, where a rich source language is exploited to create the target language dataset. In
this study, a dataset of Amazon product reviews in Bahraini dialects is presented. This dataset was
generated using two cascading stages of translation—a machine translation followed by a manual one.
Machine translation was applied using Google Translate to translate English Amazon product reviews
into Standard Arabic. In contrast, the manual approach was applied to translate the resulting Arabic
reviews into Bahraini ones by qualified native speakers utilizing constructed customized forms. The
resulting parallel dataset of English, Standard Arabic, and Bahraini dialects is called English_Modern
Standard Arabic_Bahraini Dialects product reviews for sentiment analysis “E_MSA_BDs-PR-SA”.
The dataset is balanced, composed of 2500 positive and 2500 negative reviews. The sentiment analysis
process was implemented using a stacked LSTM deep learning model. The Bahraini dialect product
dataset can be utilized in the transfer learning process for sentimentally analyzing another dataset in
Bahraini dialects.

Dataset: https://doi.org/10.17632/5rhw2srzjj.1

Dataset License: CC-BY-NC

Keywords: Bahraini dialects resources; Bahraini resources scarcity; deep learning; products reviews

1. Summary

Sentiment analysis (SA) is the computational study of people’s opinions and impres-
sions toward entities such as events, individuals, organizations, services, and products [1],
whether these opinions are acceptable or not.

Sentiment analysis is an application of natural language processing (NLP) that requires
a machine learning algorithm and a data source, either a lexicon or a dataset. The dataset is
a key part of the sentiment analysis process, and the size of the dataset plays a significant
role in obtaining the best analysis results.

Despite the growing body of literature that recognizes the importance of providing
datasets for both standard and dialect Arabic NLP, the resource scarcity of Bahraini dialects
has attracted very little attention from the scholarly community, leading to a notable lack of
studies in such a field. The primary aim of this paper is to present a Bahraini dialect dataset
and give a detailed description of creating it.
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Reviewing the literature shows that most Arabic NLP datasets were created using
social media platforms such as Twitter, Facebook (Meta), and Instagram. It was reported
by [2] that Twitter is the most used platform in Gulf Council countries (GCC) compared
to Arab world countries. For example, refs. [3–7] used Twitter to create their research
datasets. It was also mentioned by [8] that researchers used Facebook comments to create
their dataset. For example, refs. [9,10] used Facebook comments, while [11] generated their
dataset from Instagram.

Here in this paper, a different approach was utilized to create our dataset of Bahraini
dialects. This approach is translation, which can be employed in the case of resource
scarcity [12]. The dataset presented here is a dataset that covers Amazon product reviews
and is a balanced raw one, composed of 2500 positive and 2500 negative reviews. It was
created by two cascading translation stages: machine and manual translation. Machine
translation was applied to translate 5000 English Amazon product reviews to modern
standard Arabic (MSA). In contrast, manual translation was employed to convert the re-
sulting MSA reviews to Bahraini dialects by qualified native speakers utilizing constructed
customized forms distributed electronically.

Creating a dataset is not an easy task. It needs time, collaborative efforts, money, and
other resources. The dataset presented here will save all factors mentioned: time, money,
and effort, not only for NLP community researchers but for all stakeholders. It can be used
as a benchmark dataset for future NLP studies.

The presented dataset was generated to enrich the Arabic NLP community with a
multilingual dataset by filling a gap in Arabic resources in general and Bahraini dialects in
particular, which promotes research studies in such a field. Furthermore, it can be used in
the transfer learning process as source data to sentimentally analyze another dataset that
covers different domains in Bahraini dialects, as detailed in our research paper [12]. The
BDs dataset is reliable because it was obtained from qualified respondents.

The remaining parts of this paper have been divided into two parts. The first part
deals with data description, while the second covers the methods of creating the dataset
and its pre-processing.

2. Data Description

This section gives a detailed description of the dataset repository, where the datasets
and coding for the dataset preprocessing are available.

2.1. Dataset Repository

The created dataset was published in a Mendeley dataset repository. The repository
contains two folders, “Datasets” and “Data Preprocessing”. The Dataset folder contains
one to four datasets files in CSV format, one of which contains a parallel dataset of English,
MSA, and Bahraini. In contrast, each of the remaining ones represents the dataset of each
language individually. Two stopwords files are in txt format. The second folder will be
described in Section 2.2. The CSV files of the Dataset folder are as follows:

1. E_MSA_BDs-PR-SA.csv: is composed of four columns. The first one is polarity, which
is represented by 0 and 1. The second column is the “English review”, the third column
is the “corresponding review in MSA”, and the fourth one is the “corresponding
review in BDs”, as shown in Figure 1;

2. Bahraini Dialects Dataset.csv: is composed of two columns: the polarity and the
review text in Bahraini dialects, and 5000 rows of reviews;

3. English Dataset.csv: is composed of two columns: the polarity and the review text in
English, and 5000 rows of reviews;

4. MSA Dataset.csv: is composed of two columns: the polarity and the review text in
modern standard Arabic (MSA), and 5000 rows of reviews.
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Figure 1. The CSV file contains four columns of the parallel dataset [12].

The following are the two txt files:

5 BDs-StopWords.txt: contains a created list of Bahraini dialects stopwords. The stop-
words are parts of the text that are not useful in sentiment analysis, such as punctua-
tion, pronouns, and prepositions;

6 MSA-Stopwords.txt: MSA-Stopwords.txt: contains a list of MSA stopwords. The
included words in this list represent an extension to the built one in python software.

2.2. Dataset Pre-Processing

The associated code for the dataset preprocessing is in the “Data Preprocessing” folder,
which contains three python files; each file is dedicated to preprocessing the reviews of
a specific dataset. One of the preprocessing steps is the augmentation to obtain artificial
reviews from the original ones. Every file contains coding for augmenting the original
5000 reviews of each dataset to 10,000 by applying the swap augmentation technique twice.
The first swap augmentation was applied using 1 and 10 as the Min and Max parameter
values for the number of words to be augmented, while the second swap was applied using
1 and 5 as the Min and Max, respectively. The program’s output informs the user of the
number of reviews before the augmentation process and the number of reviews after it.

Additionally, it gives the percentage of the number of original and artificial reviews
of the total ones. After applying the augmentation steps, a new list of the original and
artificial reviews will be generated. The other preprocessing steps follow the augmentation
step. The three Python files are as follows:

7. BDs_ PreProcessing.py: contains the coding of preprocessing of Bahraini dialects
product reviews, including the augmenting of the 5000 reviews of the Bahraini dialect
product dataset to 10,000;

8. MSA_ PreProcessing.py: contains the coding for preprocessing MSA product reviews,
including the augmenting of the 5000 reviews of the standard Arabic product dataset
to 10,000;

9. English_ PreProcessing.py: contains the coding for preprocessing English product
reviews, including augmenting of the 5000 reviews of the English product dataset
to 10,000.

3. Methods

This section described the detailed steps of our dataset design and preparation, and
then it moved on to shed light on the general preprocessing steps of the dataset in Section 3.2,
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where the detailed preprocessing steps for modern standard Arabic and Bahraini dialects
were covered in Section 3.2.1 and those of the English dataset in Section 3.2.2.

3.1. Dataset Design and Preparation

1. A dataset in English of Amazon product reviews for sentiment analysis was down-
loaded from [13]. The downloaded English Dataset is composed of two comma-
separated values (CSV) training and testing files. They contain negative and positive
reviews labeled as label_1 and label_2, respectively;

2. A total of 5000 reviews, 2500 negative and 2500 positive, have been manually selected
from the training and testing files of the English dataset of Amazon reviews to form a
balanced dataset;

3. The selected 5000 reviews were copied into 25 separate Ms-word files. The copied
reviews have been validated manually by correcting the spelling and grammar errors,
using a Ms-word grammar and spelling checker supported by a human checker
specializing in English–Arabic–English translation, and by deleting the sentences
that are not affecting the review sentiment. This deletion was aimed to provide
reviews with a reasonable length, not exceeding 200 words, which aid the capturing
of meaning by participants for a manual translation of MSA reviews to BDs. Each of
the 25 files includes a template for a table composed of six columns: number, label,
review in English, corresponding review in MSA, corresponding review in BDs, and
a city, as shown in Figure 2. The Ms-word files have been saved as P1, P2, and P3
. . . P25. Each Pi contains 200 balanced reviews. This numbering method helps in
identifying each review in the stage of distributing the MSA reviews and collecting
their corresponding ones in BDs, as will be explained later;
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4. The 200 reviews of Pi were translated one by one to MSA using https://translate.
google.com/ (accessed on 1 December 2019). The MSA-translated review is copied
to its dedicated cell in the table in the MS-word file, as shown in Figure 3. The
resulting MSA reviews were manually validated by someone who specializes in
English–Arabic–English translation to ensure meaning matching between the English
reviews and their corresponding ones in MSA;

https://translate.google.com/
https://translate.google.com/
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5. The 5000 MSA reviews that resulted from the translation process were distributed to
Bahraini dialect native speakers using 500 customized forms that were constructed
through https://getfoureyes.com/ (accessed on 5 December 2019). Each form in-
cludes 10 different and unique MSA reviews. Below each review, a text box was
provided where the respondent can rewrite the review in their spoken dialect, as
depicted in Figure 4.
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In addition, there is a combo box containing a list of Bahraini towns and villages, from
which the respondent selects one of them that represents their dialect, as shown in Figure 5.
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Figure 5. A combo box shows some Bahraini towns and villages.

At the beginning of the form, an instruction was provided for the respondents request-
ing them to rewrite the provided MSA reviews in their dialects, sentence by sentence, and
rewrite the word as it is, if there is no synonym for it in BDs.

Each form was identified according to the Ms-word file it affiliates with, followed by
the range of reviews it contains, as shown with a dotted rectangle in Figure 6. For example,
the form identified by (P25:181-190) represents a form that belongs to the Ms-word file
named P25 and contains reviews from 181-190, keeping in mind that each file contains
200 reviews, which means creating 20 forms per Ms-word file. So, when the respondent
submits the form, it is easy for the data collector to locate it and collect the responses.
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page: https://lahajat866082393.wordpress.com/ (accessed on 20 April 2021). The URL of
the created web page was distributed to the respondents via WhatsApp application and
text message. When the respondent visits the URL page, they will find the list of links as
shown in Figure 7, where they were asked to choose a link. If a message such as “This
survey has ended and no longer accepting new responses” is popped out, they should
choose another form link. Such a procedure was followed to guarantee that all forms had
been responded to and there were no duplicate responses.
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All respondents are holders of academic qualifications, such as diplomas, bachelors,
masters, and doctorates, in various disciplines.

Several criteria were considered when selecting the participants, such as filling out the
forms on time, being aware of the research’s importance, and adequately responding as
instructions were received. The overall response was very positive. The respondents were
thanked for their time and efforts;

6 The submitted forms were opened one by one by the data collector, a native speaker
specializing in Arabic, to ensure semantic and spelling corrections. Each submitted
form contains 10 MSA reviews and their corresponding ones in BDs. Figure 8 shows
two out of ten reviews;
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7 After the checking, revising, and validation processes, the responses were collected
by copying them to the dedicated cell in the table of the corresponding file, as shown
in Figure 9.
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The collected responses cover most Bahraini cities and villages, such as Manama,
Isa Town, Al Nuwaidart, Sitra, East Riffa, and many others, with different numbers of
responses, some of which are low and others high. It is worth mentioning that the main
objective is to obtain the reviews in Bahraini dialects for their corresponding ones in MSA,
regardless of which city they represent, especially when keeping in mind that the sentiment
classification process included in the reviews was based on the polarity as positive or
negative, not on the city or village. Therefore, there is no big issue with the low number
of collected dialects because the high number of responses from native speakers of some
villages will compensate for the low ones of others due to the similarity in sentiment
vocabulary between the villages and cities. In other words, the obligatory equal number of
responses from each village or city is not a condition. A list of covered cities and villages
is provided in Appendix A. The complete steps of preparing the datasets are depicted in
Figure 10.

8 The resulting parallel dataset of English, MSA, and BDs of 5000 reviews was copied
to the Ms-Excel file, where the polarity labels (label_1, label_2) were replaced by (0, 1),
respectively. After the step of copying reviews and replacing the labels, the datasets
have been put through one of the accuracy checks by checking the missing and null
values of the polarity and the review text in English and its corresponding ones in
MSA and BDs, using the count function that guaranteed the required numbers of
rows are not empty;

9 The Ms-Excel file was converted to a text file with UTF-8 encoding, a suitable format
for processing Arabic text in Python;

10 Each dataset was separated individually in a step to prepare them for the SA process.



Data 2023, 8, 68 9 of 13

Data 2023, 8, x FOR PEER REVIEW 9 of 13 
 

 

The collected responses cover most Bahraini cities and villages, such as Manama, Isa 
Town, Al Nuwaidart, Sitra, East Riffa, and many others, with different numbers of 
responses, some of which are low and others high. It is worth mentioning that the main 
objective is to obtain the reviews in Bahraini dialects for their corresponding ones in 
MSA, regardless of which city they represent, especially when keeping in mind that the 
sentiment classification process included in the reviews was based on the polarity as 
positive or negative, not on the city or village. Therefore, there is no big issue with the 
low number of collected dialects because the high number of responses from native 
speakers of some villages will compensate for the low ones of others due to the similarity 
in sentiment vocabulary between the villages and cities. In other words, the obligatory 
equal number of responses from each village or city is not a condition. A list of covered 
cities and villages is provided in Appendix A. The complete steps of preparing the 
datasets are depicted in Figure 10. 

 
Figure 10. Steps of preparing the dataset. 

8. The resulting parallel dataset of English, MSA, and BDs of 5000 reviews was copied 
to the Ms-Excel file, where the polarity labels (label_1, label_2) were replaced by (0, 
1), respectively. After the step of copying reviews and replacing the labels, the 
datasets have been put through one of the accuracy checks by checking the missing 

Figure 10. Steps of preparing the dataset.

3.2. Dataset Preprocessing

To ensure obtaining an accurate dataset, two steps of preprocessing were taken to
reduce the noise from the reviews of all datasets: manual and automatic preprocessing.
The manual preprocessing was conducted during the translation stage, as in steps 3, 4, and
6. In contrast, the automatic preprocessing steps were carried out using Python regular
expression libraries, as detailed in Sections 3.2.1 and 3.2.2.

An augmentation technique was one of the steps in the dataset preprocessing. Data
augmentation (DA) is one of the techniques that deals with the lack of data. It contributes
to boosting data [14] and model performance, especially with deep learning algorithms
such as long short-term memory (LSTM), which are greedy for data.

Four powerful methods of DA consist of easy data augmentation (EDA) techniques [15]
such as synonym replacement, random swap, random deletion, and random insertion. The
Python NLP augmentation library provides various textual augmenters at the sentence,
word, and character levels [16]. The random swap method was explicitly selected due to
the restrictions of the BDs dataset.

Figure 11 shows the steps for obtaining 10,000 reviews from the original 5000 reviews
by applying the random swap method twice.
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The augmentation experiments were run on Intel(R) Core (TM) i7-6500U CPU @2.50GH,
with a 64-bit operating system ×64-based processor.

3.2.1. Modern Standard Arabic and Bahraini Dialect Datasets Preprocessing

The preprocessing steps of the MSA and Bahraini dialect datasets were as follows [12]:

1. Applying the “swap” augmentation technique twice on each review of the dataset.
The first one with a minimum number of words to be swapped equals 1 and a maxi-
mum equals 10; in contrast, the second time applying the augmentation technique, a
minimum number of words to be swapped equals 1 and a maximum equals 5;

2. Normalizing some characters by replacing them with other ones; for example, the
character “À, whose spelling is “Ga” is replaced by “¼”, “ �

è” is replaced by “ è”, “ 

ð” is

replaced by “Z”, and “ 
ø” is replaced by “Z”;

3. Removing the digits, repeated characters, punctuation, diacritics, and English words;
4. Tokenizing the text by breaking it into chunks of words;
5. Removing the stop words.

3.2.2. English Dataset Preprocessing

The preprocessing steps for the English dataset are as follows [12]:

1. Applying the “swap” augmentation technique twice on each review of the dataset.
The first one with a minimum number of words to be swapped equals 1 and a maxi-
mum equals 10; in contrast, the second time applying the augmentation technique, a
minimum number of words to be swapped equals 1 and a maximum equals 5;

2. Normalizing text by converting uppercase characters to lower ones;
3. Removing special characters such as “@”, hash, and digits;
4. Removing the stop words.

4. Remarks for the User

1. The dataset has been created to be analyzed at the document level;
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2. The dataset has been augmented using a random swap technique through the
Python program;

3. The dataset has been analyzed sentimentally using the LSTM model using different
evaluation metrics such as accuracy, F1-score, and ROC AUC at different k-fold
cross-validation values, in addition to the train-validate-test split. More details are
in [12];

4. The results showed slight differences in the LSTM model’s performance on all datasets.
For example, the AUC value was 98.79% on the English dataset, 98.67% on the MSA,
and 98.46% on the BDs;

5. To obtain a more enhanced performance of the LSTM model, the model has been
integrated into the ensemble learning technique as detailed in [17];

6. The BDs dataset was utilized as a source in the transfer learning process to analyze a
target dataset of movie comments in Bahraini dialects, as detailed in [12].
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Appendix A

Table A1. List of the towns and villages [12].

Number Name of Town/Villagein
in Arabic

Name of Town/Villagein
in English

Number of Responses
(Filled Forms)

1 �
èñ

�
¯ ñK.



@ AbuQuwah 3

2 ©K
YJ. Ë @ Al Budaiya 2

3 Õç'
Y
�
®Ë@ XCJ. Ë @ Al Bilad Al Qadeem 3

4 Q�

	
®m.

Ì'@ Al Juffair 4

5 YmÌ'@ Al Hidd 4

6 	P @PYË@ Al Diraz 13

7 QK
YË@ Al Dair 9

8 éK
YË@ Al Daih 4

9 ú



�
¯Qå

�
�Ë @ ¨A

	
Q̄Ë @ East Rifaa 18

10 ��. A
	
J�Ë@ Al Sanabis 8

11 �
éJ
ËAÒ

�
�Ë@

�
éÊîD�Ë @ North Sehla 2

12 QºªË@ Al Eker 1

13 �
éK
Q

�
®Ë @ Al Qurrayah 1

14 �
èPñºË@ Al Kawarah 6

15 �
éJ
ºËAÖÏ @ Al Malikiyah 6

16 �
�QjÖÏ @ Al Muharraq 8

https://data.mendeley.com/datasets/5rhw2srzjj
https://data.mendeley.com/datasets/5rhw2srzjj
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Table A1. Cont.

Number Name of Town/Villagein
in Arabic

Name of Town/Villagein
in English

Number of Responses
(Filled Forms)

17 úÎ�ÖÏ @ Al Musalla 2

18 Q�
ÓAªÖÏ @ Al Ma’ameer 19

19 �
éÓA

	
JÖÏ @ Al Manama 27

20 Õæ


ª

	
JË @ Al Naim 3

21 �
H@PYK
ñ

	
JË @ Al Nuwaidrat 264

22 Õæ�mÌ'@ Ð


@ Umm AlHassam 4

23 ø



PñK. Buri 5

24 ú


ÎK. ñ

�
K Tubli 4

25 ú


æ
�
�J.k

�
éÊJ.k. Jeblat Hebshi 1

26 �
	
®kYg. Jidhafs 3

27 ú


Î«Yg. JidAli 5

28 	
àA

�
J�ÓX Damistan 1

29 	
àAÓP �



@P Ras Romman 10

30 PA� Saar 4

31 �
èQ

�
�� Sitra 21

32 i. J
ëAÖÞ� Samaheej 4

33 Y
	
J� Sanad 4

34 X@Q« Arad 3

35 �
é
	
K @Q» Karranah 10

36 	
àA¿ 	PQ» Karzakkan 5

37 úæ�J
«
�
é
	
JK
YÓ Isa Town 7

38 �
éK. A

�
®Ó Maqabah 2
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