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Encrypted Finite-Horizon Energy-to-Peak State
Estimation for Time-Varying Systems Under

Eavesdropping Attacks: Tackling Secrecy Capacity
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Abstract—This paper is concerned with the problem of finite-
horizon energy-to-peak state estimation for a class of networked
linear time-varying systems. Due to the inherent vulnerability
of the network-based communication, the measurement signals
transmitted over a communication network might be intercepted
by potential eavesdroppers. To avoid the information leakage, by
resorting to an artificial-noise-assisted method, we develop a novel
encryption-decryption scheme to ensure that the transmitted
signal is composed of the raw measurement and an artificial-
noise term. A special evaluation index named secrecy capacity is
employed to assess the information security of signal transmis-
sions under the developed encryption-decryption scheme. The
purpose of the addressed problem is to design an encryption-
decryption scheme and a state estimator such that: 1) the desired
secrecy capacity is ensured; and 2) the required finite-horizonl2–
l∞ performance is achieved. Sufficient conditions are established
on the existence of the encryption-decryption mechanism and
the finite-horizon state estimator. Finally, simulation results are
proposed to show the effectiveness of our proposed encryption-
decryption-based state estimation scheme.

Index Terms—Eavesdropping, encryption-decryption scheme,
energy-to-peak state estimation, artificial-noise-assisted tech-
nique, finite-horizon state estimation.

Abbreviations and Notations

ADV Artificial disturbance vector
ANT artificial-noise term
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EDS Encryption-decryption scheme
FHEtP Finite-horizon energy-to-peak
R

p×q The set of allp× q real matrices
R

p The p-dimensional Euclidean space
P > Q P − Q is positive definite
P ≥ Q P − Q is positive semi-definite
M T The transpose ofM
M−1 The inverse matrix ofM
λmin{A } The minimum eigenvalue ofA
λmax{A } The maximum eigenvalue ofA
Prob{s} The occurrence probability of the event “s”
E{x} The expectation of the stochastic variablex
diag{· · · } The block-diagonal matrix
‖a‖ The Euclidean norm of the vectora
I The identity matrix with compatible dimen-

sions
0 The zero matrix with compatible dimensions
δ(a) The Kronecker delta function that equals1 if

a = 0 and equals0 otherwise
l2([0,N];Rq) The space of square-summableq-dimensional

vector functions over the interval[0, N ]

I. I NTRODUCTION

As one of the fundamental research topics in the fields of
signal processing and control, the state estimation problem
has stirred considerable research interest from both academia
and industry, and a large number of state estimation strate-
gies have been developed for different systems and different
performance specifications, see e.g. [1]–[9]. Among others,
the energy-to-peak state estimation, also known asl2-l∞ state
estimation, has shown to be an effective technique to ensure a
relatively small estimation error under the effects of energy-
bounded noises [10]–[12]. In the context of energy-to-peak
state estimation, most existing results have been concerned
with the time-invariant systems. Nevertheless, in practical
applications, it is quite common that the system parameters
are time-varying for a variety of reasons (e.g. the operating
point shifting, temperature fluctuation, and graduate aging of
system components). Accordingly, the finite-horizon energy-
to-peak (FHEtP) state estimation issue for time-varying sys-
tems, aiming to achieve a desiredtransientperformance over
a given finite horizon, has begun to gain some initial attention
[13], [14].
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The past several decades have witnessed the growing pop-
ularity of networked systems as a result of their distinct
advantages (e.g. easy installation and low cost) and successful
applications in various fields. Nevertheless, it is worth noting
that the employment of communication networks would give
rise to the so-called network-induced phenomena (e.g. packet
dropouts, signal quantizations, packet disorders, cyber-attacks,
and fading measurements), and hence damage the reliability
and integrity of the transmitted measurement signals. As such,
it is imperative to consider the networked state estimation
problems in the presence of various network-induced phenom-
ena. Along this direction, a great deal of remarkable research
results have been available in the literature see e.g. [15]–
[21] and the references therein. For example, an unbiasedness-
constrained least squares state estimator has been developed
in [22] for a class of time-varying stochastic systems with
missing measurements under the Round-Robin protocol.

On another research frontier, the network-associated securi-
ty has been attracting a growing research interest due primarily
to the ever-increasing system complexities and safety demand
[23], [24]. For networked systems, the security issue mainly
arises from the inherent vulnerability of the network-based
communication technique, i.e., the signal transmissions over
shared communication channels are prone to the cyber-attacks
and information leakage. It should be pointed out that the
network-associated security issue would pose additional chal-
lenges to the design of networked state estimation schemes.
More specifically, when it comes to the case of cyber-attacks,
the malicious attackers might launch miscellaneous attacks to
interfere with the signal transmissions over communication
networks, thereby giving rise to the deteriorated estimation
performance or the damage of entire system. To deal with
such an issue, a rich body of results has been reported in the
literature, see e.g. [25]–[29] and the references therein.

Generally speaking, information leakage refers to the phe-
nomenon that certain confidential information is revealed to
the unauthorized parties, e.g. eavesdroppers. In networked
state estimation problems, the potential eavesdroppers might
infer the private information of the system through overhearing
the transmitted signals over communication networks. There
is no doubt that the phenomenon of information leakage
poses serious threats to the so-calledinformation security
and may lead to severe losses. In this sense, it is practically
meaningful to investigate the secure state estimation issue in
the presence of potential eavesdroppers, and some elegant
results have appeared in the literature, see e.g. [30]–[35]. For
instance, a state-secrecy encoding scheme has been developed
in [32] to preserve the information security of the remote
state estimation procedure in the presence of an eavesdropper.
In [30], an optimal encryption scheduling scheme has been
designed to protect the system privacy and guarantee the
estimation performance.

It is worth noting that there are mainly two mechanisms to
deal with the secure state estimation issues against eavesdrop-
ping, namely, the transmission-scheduling-based mechanism
[30], [36]–[38] and the encryption-decryption-based mecha-
nism [32], [39]. For the former one, a notable result has been
presented in [37], where the security issue of the networked

state estimation is addressed by using a dynamic transmission
scheduling policy for the sensor measurements. For the latter
one, the security of signal transmissions is protected by
encrypting the original plaintext into ciphertext based on the
preset secret key. In general, the encryption-decryption-based
mechanism can achieve a satisfactory information security
when the secret key is sufficiently safe. Nevertheless, it should
be pointed out that the corresponding results on the FHEtP
state estimation problem against eavesdropping have been
rarely reported, which motivates us to shorten such a gap.

Summarizing the discussions made so far, in this paper, we
strive to challenge the FHEtP state estimation problem in the
presence of eavesdroppers by using the encryption-decryption-
based mechanism. Two essential challenges are identified as
follows: 1) how to design the FHEtP state estimator under
the effect of encryption-decryption-based mechanism? and 2)
how to design the encryptor parameters and thus guarantee the
desired information security? In response to these identified
challenges, the primary novelties of this research are highlight-
ed as follows:1) the FHEtP state estimation issue is, for the
first time, considered for time-varying systems in the presence
of eavesdroppers; 2) an artificial-noise-assisted encryption-
decryption scheme (EDS) is developed to guarantee the in-
formation security of the network-based signal transmissions;
and 3) the desired time-varying estimator parameter, derived
in terms of the solutions to certain recursive linear matrix
inequalities, is suitable for online computations.

The rest of this work is outlined as follows. In Section II,
we first introduce the framework of the encryption-decryption-
based communication mechanism, and then formulate the
FHEtP state estimation problem for networked systems against
eavesdropping. In Section III, an EDS is designed to preserve
the information security of the transmitted data. Moreover,
the desired time-varying estimator parameter is obtained by
resorting to certain recursive linear matrix inequalities. A
simulation example is given in Section IV to illustrate the
effectiveness of the developed EDS and FHEtP state estimation
algorithm. Finally, some conclusions are drawn in Section V.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Plant and encryption mechanism

In this research, we focus our attention on the networked
state estimation issue (as shown in Fig. 1), where the signal
transmissions might be intercepted by potential eavesdroppers.

Fig. 1: Networked state estimation with an eavesdropper.
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The plant under consideration is modeled by the following
linear time-varying system with time delay defined on the
finite horizon[0, N ]:



















xk+1 = Akxk + Ekxk−τ +Bkωk

yk = Ckxk +Dkνk

zk =Mkxk

xi = ψ−i, i = −τ,−τ + 1, · · · , 0

(1)

wherexk ∈ R
n, yk ∈ R

m andzk ∈ R
p stand for, respectively,

the system state vector, the measurement output and the signal
to be estimated.ωk ∈ l2([0, N ];Rq) and νk ∈ l2([0, N ];Rr)
represent, respectively, the process noise and measurement
noise.τ is a known constant positive scalar.Ak, Bk, Ck, Dk,
Ek andMk are known time-varying matrices with appropriate
dimensions.

In traditional scenarios, the state estimates are generated
based on the received measurements that are directly trans-
mitted over the communication network. Nevertheless, owing
primarily to the inherent vulnerability of the network-based
communication, the transmitted measurement signals might
be intercepted by the potential eavesdroppers [37], [39]. To
protect the information security, as shown in Fig. 1, an
encryption-decryption-based communication scheme is em-
ployed to preserve the privacy of the measurement data during
the signal transmission process.

Specifically, the encryption-decryption-based communica-
tion scheme can be divided into the following three steps. First,
an encryptor is utilized to transform the original measurement
data (i.e., the original plaintext) into the encrypted data (i.e.,
the ciphertext). Then, the encrypted data is transmitted over the
communication network. Finally, a decryptor is employed at
the state estimator side to re-transform the received encrypted
data into the decrypted one (which might be slightly different
from the original measurement data). Under such a scheme,
the information security is protected in the sense that the
potential eavesdropper is unable to acquire the accurate state
information based on the transmitted ciphertext.

To begin with, let us introduce the following encryption
scheme by utilizing a special noise injection mechanism.

Encryption scheme: For anyk ≥ 0, the ciphertext̄yk is
generated by

ȳk = E(yk) , yk + SΦ(ξk)ηk (2)

whereS ∈ R
m×m is an orthogonal matrix and referred to as

the secret key.Φ(ξk) , diag{δ(1− ξk), δ(2− ξk), · · · , δ(m−
ξk)} denotes a parameter-dependent matrix in whichξk ∈
{1, 2, · · · ,m} is an artificial random scalar. Note that{ξk}k≥0

is a sequence of independent and identically distributed (i.i.d.)
random variables with the occurrence probabilitiesProb{ξk =
i} = pi (i = 1, 2, · · · ,m). ηk ∈ R

m is an artificial disturbance
vector (ADV) to be designed. In this research, the secret key
S is known to the remote state estimator but unknown to the
eavesdropper.

Actually, the encryption mechanism (2) is astochastic map-
ping, where a special artificial-noise term (ANT)SΦ(ξk)ηk
is introduced to protect the information security. It should
be pointed out that the artificial-noise-assisted scheme has

shown to be an effective method to enhance the information
security against eavesdropping [40]–[42]. For the encryption
mechanism (2), theunpredictability of the artificial random
variable ξk and the ADV ηk can greatly reduce the risk of
information leakage.

Rewriting the secrete key asS ,
[

s1 s2 · · · sm
]

, the
ANT can be reformulated asSΦ(ξk)ηk = ηξk,ksξk , where
ηξk,k represents theξk-th element of the vectorηk. It is obvi-
ous that the artificial random variableξk denotes the direction
vector from the secret keyS, and the ADVηk determines the
encryption strength of the encryption mechanism. As such,
the scalarηξk,k with a relatively large value will give rise to a
significant difference between the original measurement data
yk and the encrypted datāyk, thereby misleading the potential
eavesdropper in an effective way.

B. Decryption mechanism and state estimator

In this subsection, we shall introduce the following decryp-
tion mechanism to “remove” the effects of the ANT.

Decryption scheme:Based on the received ciphertextȳk
(k ≥ 0) and the secret keyS, the decrypted measurement data
(i.e., ~yk) is generated through the following calculations:







~ξk = argmin
i

Fk(Φ(i))

~yk = S(I − Φ(~ξk))S
T ȳk

(3)

where ~ξk stands for the estimate ofξk, ~yk denotes the
decrypted measurement data, andFk(Φ(i)) is the decryption
function to be designed.

According to the encryption-decryption mechanism intro-
duced in (2) and (3), we are now in a position to deal with
the issue of information security. To this end, by resorting to
the instantaneous received signal-to-noise ratios (SNRs) [43],
the so-calledsecrecy capacityis mathematically defined as
follows [44]:

Ck =

{

log2(1 + ~µk)− log2(1 + µ̄k), if ~µk > µ̄k

0, if ~µk ≤ µ̄k

where~µk and µ̄k are, respectively, the instantaneous received
SNRs at the legitimate receiver (i.e., the state estimator) and
the eavesdropper. As discussed in [43], a sufficiently large
secrecy capacity can guarantee the security of the network-
based communication.

The SNR is defined as the ratio between the power of the
signal and the power of noise. In this paper, it is assumed that
there is no channel noise in the process of signal transmission.
Letting εk , yk − ~yk be the encryption-decryption error, the
values of~µk and µ̄k can be calculated as follows:















~µk ,
‖yk‖2

‖yk − ~yk‖2
=

‖yk‖2
‖εk‖2

,

µ̄k ,
‖yk‖2

‖yk − ȳk‖2
=

‖yk‖2
‖SΦ(ξk)ηk‖2

.

As discussed in [39], the SNR is an important index to
reflect the signal transmission performance. A lower SNR for
the eavesdropper would effectively prevent the eavesdropper
from obtaining real observations through the network-based
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communication. A sufficiently large secrecy capacity means
that the SNR for the state estimator is much higher than the
SNR for the eavesdropper. In this paper, the secrecy capacity
is adopted to evaluate the information security in the signal
transmission process.

Remark 1:It can be observed from (3) that the constructed
EDS would result in certain encryption-decryption errors (i.e.,
εk) on the measurement data, thereby degrading the estimation
performance. In this sense, the enhancement of information
security against eavesdropping is at the expense of a slight
performance degradation in terms of state estimation.

In this paper, based on the values of~ξk and~yk, the proposed
time-varying state estimator is of the following structure:










x̂k+1 = Akx̂k + Ekx̂k−τ + Lk(~ξk)
(

~yk − ~Φ(~ξk)Ckx̂k
)

ẑk =Mkx̂k

x̂i = 0, i = −τ,−τ + 1, · · · , 0
(4)

where ~Φ(~ξk) , S(I − Φ(~ξk))S
T , ẑk and x̂k represent,

respectively, the estimates ofzk andxk.Lk(~ξk) is a parameter-
dependent time-varying estimator parameter to be designed.

We are now ready to introduce the main purposes of this
research:

1) Design the ADVηk and the decryption functionFk(·)
such that the secrecy capacity is greater than a given
thresholdα (i.e., Ck > α) for all k ≥ 0.

2) Design the time-varying estimator parameterLk such that
the following finite-horizonl2-l∞ estimation performance
requirement

sup
k∈[0,N ]

E{‖zk − ẑk‖2}

≤ γ2
( N
∑

k=0

(

‖ωk‖2 + ‖νk‖2
)

+

0
∑

i=−τ

(xi − x̂i)
TQ−i(xi − x̂i)

)

(5)

holds for all nonzero noisesνkand ωk, where γ > 0
denotes the energy-to-peak performance index (or the
prescribedl2-l∞ disturbance attenuation level),Q−i (i =
−τ,−τ + 1, · · · , 0) are the given weighting matrices
satisfyingQi > 0.

III. M AIN RESULTS

A. Design of the decryption function

In this paper, the required finite-horizonl2-l∞ performance
is independent from the ANTSΦ(ξk)ηk. In this regard, we
shall design the decryption functionFk(·) such that~ξk = ξk
and remove the effects of the ANTSΦ(ξk)ηk in the estimation
process.

Before introducing the design ofFk(·), we first consider
the input-output model for the plant (1) and the ciphertextȳk.
Letting x̄k ,

[

xTk xTk−1 · · · xTk−τ

]T
, the plant (1) and

the ciphertext̄yk can be rewritten as follows:
{

x̄k+1 = Ākx̄k + B̄kωk

ȳk = C̄kx̄k +Dkνk + SΦ(ξk)ηk
(6)

whereC̄k ,
[

Ck 0 0 · · · 0
]

and

Āk ,















Ak 0 · · · 0 Ek

I 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0















, B̄k ,











Bk

0
...
0











, x̄0 ,











ψ0

ψ1

...
ψτ











.

Now, let us recall the definition of uniform observability and
introduce some necessary assumptions which will be utilized
in the derivation of main results.

Definition 1: [45] Let the time-varying matrices̄Ck and
Āk be given. The matrix pair(Āk, C̄k) is said to be uniformly
observable if there exist two positive scalarsℵ, ℵ̄ and an
integerN̄ > 0 such that the following condition is satisfied
for any 0 ≤ k ≤ N − N̄ :

ℵI ≤ Mk+N̄,k ≤ ℵ̄I

where

Mk+N̄,k ,

k+N̄
∑

i=k

ΨT
i,kC̄

T
i C̄iΨi,k,

Ψi,k ,

{

Āi−1Āi−2 · · · Āk, if i > k

I, if i = k
.

Assumption 1:The matrix pair(Āk, C̄k) is uniformly ob-
servable with the known positive scalarsℵ, ℵ̄ and integerN̄ .

Assumption 2:Consider the time-varying matrices̄C [i]
k ,

Φ̄(i)C̄k in which Φ̄(i) , (I − Φ(i))ST . The following
inequalities hold for all0 ≤ k ≤ N − N̄ :

(

C̄
[i]
k

)T
C̄

[i]
k ≥ ̟C̄T

k C̄k, i = 0, 1, · · · ,m

where̟ is a known positive constant.
Assumption 3:The values of the initial system statēx0 and

the energy-bounded disturbances (e.g.νk andωk) satisfy the
following conditions:

‖x̄0‖ ≤ χ, ‖ωk‖ ≤ ω̄, ‖νk‖ ≤ ν̄,

whereχ, ν̄ and ω̄ are known positive constants.
Based on Assumptions 1-2, the input-output model for the

plant (1) and the ciphertext̄yk is constructed in the following
proposition.

Proposition 1:Consider the time-varying system (6). Under
Assumptions 1-2, for anyi ∈ {0, 1, · · · ,m}, the encrypted
measurement sequence{ȳk}k≥0 satisfies the following condi-
tion

{

Jk+1(Φ(i)) = Lk+1(Φ(i)), if k ≥ N̄

Φ̄(i)ȳk+1 = Φ̄(i)~̄k+1, if k < N̄
(7)

where

Fk ,













C̄
[ξk−N̄ ]

k−N̄

C̄
[ξk−N̄+1]

k−N̄+1
Ψk−N̄+1,k−N̄

...

C̄
[ξk]
k Ψk,k−N̄













, ok , SΦ(ξk)ηk,
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Jk+1(Φ(i)) , Φ̄(i)ȳk+1 −
N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)ȳk−N̄+j ,

Lk+1(Φ(i)) , Φ̄(i)~k+1 −
N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)~k−N̄+j ,

~i , ~ωi +Diνi + oi, ~ωi , C̄i

i−1
∑

s=k−N̄

Ψi−1,sB̄sωs,

~̄j , C̄jΨj,0x̄0 + C̄j

j−1
∑

i=0

Ψj−1,iB̄iωi +Djνj + oj ,

H
[i]
j,k+1 , C̄

[i]
k+1Ψk+1,k−N̄

(

FT
k Fk

)−1

×
(

C̄
[ξk−N̄+j ]

k−N̄+j
Ψk−N̄+j,k−N̄

)T
, (j = 0, 1, · · · , N̄)

with
∑k−N̄−1

s=k−N̄

(

·
)

= 0.
Proof: We first consider the casek ≥ N̄ . According to

Assumptions 1-2, it is clear that

FT
k Fk =

k
∑

i=k−N̄

ΨT
i,k−N̄

(

C̄
[ξi]
i

)T
C̄

[ξi]
i Ψi,k−N̄

≥ ̟

k
∑

i=k−N̄

ΨT
i,k−N̄

C̄T
i C̄iΨi,k−N̄ ≥ ̟ℵI,

which means that the time-varying matrixFT
k Fk is invertible.

Define the following time-varying matricesH [i]
k+1 (i =

1, 2, · · · ,m):

H
[i]
k+1 ,

[

H
[i]
0,k+1 H

[i]
1,k+1 · · · H

[i]

N̄,k+1

]

= C̄
[i]
k+1Ψk+1,k−N̄

(

FT
k Fk

)−1
FT
k .

Then, it follows from the definition ofH [i]
k+1 that

H
[i]
k+1Fk = C̄

[i]
k+1Ψk+1,k−N̄ ,

which means that
N̄
∑

j=0

H
[i]
j,k+1C̄

[ξk−N̄+j ]

k−N̄+j
Ψk−N̄+j,k−N̄ = C̄

[i]
k+1Ψk+1,k−N̄ . (8)

Post-multiplying (8) byx̄k−N̄ , we have

N̄
∑

j=0

H
[i]
j,k+1C̄

[ξk−N̄+j ]

k−N̄+j
Ψk−N̄+j,k−N̄ x̄k−N̄

=

N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)C̄k−N̄+jΨk−N̄+j,k−N̄ x̄k−N̄

=Φ̄(i)C̄k+1Ψk+1,k−N̄ x̄k−N̄ . (9)

Note that

ȳk−N̄+j −Dk−N̄+jνk−N̄+j − ok−N̄+j

= C̄k−N̄+j x̄k−N̄+j

= C̄k−N̄+j

(

Ψk−N̄+j,k−N̄ x̄k−N̄

+

k−N̄+j−1
∑

s=k−N̄

Ψk−N̄+j−1,sB̄sωs

)

= C̄k−N̄+jΨk−N̄+j,k−N̄ x̄k−N̄ + ~ωk−N̄+j ,

from which we have
N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)C̄k−N̄+jΨk−N̄+j,k−N̄ x̄k−N̄

=

N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)

(

ȳk−N̄+j −Dk−N̄+jνk−N̄+j

− ok−N̄+j − ~ωk−N̄+j

)

, (10)

and

Φ̄(i)C̄k+1Ψk+1,k−N̄ x̄k−N̄

=Φ̄(i)
(

ȳk+1 −Dk+1νk+1 − ok+1 − ~ωk+1

)

. (11)

Then, it follows from (9)-(11) that

Φ̄(i)
(

ȳk+1 −Dk+1νk+1 − ok+1 − ~ωk+1

)

=
N̄
∑

j=0

H
[i]
j,k+1Φ̄(ξk−N̄+j)

(

ȳk−N̄+j −Dk−N̄+jνk−N̄+j

− ok−N̄+j − ~ωk−N̄+j

)

. (12)

According to the definitions ofJk+1(·), Lk+1(·) and ~i,
it follows from (12) that the following equality holds for all
i = 1, 2, · · · ,m:

Jk+1(Φ(i)) = Lk+1(Φ(i)). (13)

Next, let us move on to consider the case−1 ≤ k < N̄ .
Obviously, it follows directly from (6) that

x̄k+1 = Ψk+1,0x̄0 +

k
∑

s=0

Ψk,sB̄sωs,

which implies that

Φ̄(i)ȳk+1 = Φ̄(i)C̄k+1Ψk+1,0x̄0 + Φ̄(i)C̄k+1

k
∑

s=0

Ψk,sB̄sωs

+ Φ̄(i)Dk+1νk+1 + Φ̄(i)ok+1

= Φ̄(i)~̄k+1. (14)

The proof is now complete.
Remark 2: It should be noted that the condition (7) is

an input-output model reflecting the relationship between the
ciphertextȳk and the external inputs (i.e., the process noise
ωk, the measurement noiseνk and the ADVηk). Accordingly,
the sequences{ȳk}k≥0 can be utilized to evaluate the effects
induced by the external inputs, thereby contributing to the
identification ofξk.

In what follows, we are going to design the decryption
function Fk(Φ(i)) such that the equality~ξk = ξk holds for
all k ≥ 0.

Theorem 1:Under Assumptions 1-3, design the decryption
functionFk(Φ(i)) as follows:

Fk(Φ(i)) ,

{

‖J̄k(Φ(i))‖, if k ≥ N̄ + 1

‖Φ̄(i)ȳk‖, if k < N̄ + 1
(15)
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where

J̄k(Φ(i)) , Φ̄(i)ȳk −
N̄
∑

j=0

H
[i]
j,kΦ̄(

~ξk−N̄+j−1)ȳk−N̄+j−1.

Then, the condition~ξk = ξk holds for all k ≥ 0 if |ηi,k| >
max{η̄, η̂}, ∀i ∈ {1, 2, · · · ,m}, where

η̄ , 2

(

ζN̄+1 +

N̄
∑

j=0

c̄2āN̄+j+1

̟ℵ ζj

)

, ā , max
0≤k≤N

{‖Āk‖},

η̂ ,

{

2
(

c̄χ+ ζN̄
)

, if ā ≤ 1

2
(

c̄āN̄χ+ ζN̄
)

, if ā > 1
, b̄ , max

0≤k≤N
{‖B̄k‖},

c̄ , max
0≤k≤N

{‖C̄k‖}, d̄ , max
0≤k≤N

{‖Dk‖},

ζj , c̄

j−1
∑

s=0

āsb̄ω̄ + d̄ν̄, (j = 0, 1, · · · , N̄ + 1).

Proof: To begin with, let us consider the norms of
Lk+1(Φ(i)) and Φ̄(i)~̄k+1.

Case 1:i = ξk+1. In this case, we havēΦ(i)ok+1 = 0.
According to the definitions of̄a, b̄ and c̄, we are easy

to verify that, for anyk ≥ N̄ , the conditionFT
k Fk ≥

̟Mk,k−N̄ ≥ ̟ℵI holds, which implies that

‖H [i]
j,k+1‖ ≤ c̄2āN̄+j+1

̟ℵ (16)

holds for any i ∈ {1, 2, · · · ,m}. Furthermore, it can be
obtained from the definition of~ωi that

‖~ωk−N̄+j‖ ≤ c̄

j−1
∑

s=0

āsb̄ω̄. (17)

Accordingly, noting that‖Φ̄(i)‖ ≤ 1, it follows from (16)-
(17) that the following condition

∥

∥Lk+1(Φ(i))
∥

∥

≤‖~ωi‖+ ‖Diνi‖+
N̄
∑

j=0

‖H [i]
j,k+1‖

(

‖~ωk−N̄+j‖

+ ‖Dk−N̄+jνk−N̄+j‖
)

≤ c̄

N̄
∑

s=0

āsb̄ω̄ + d̄ν̄ +

N̄
∑

j=0

c̄2āN̄+j+1

̟ℵ

(

c̄

j−1
∑

s=0

āsb̄ω̄ + d̄ν̄

)

= ζN̄+1 +
N̄
∑

j=0

c̄2āN̄+j+1

̟ℵ ζj = 0.5η̄ (18)

holds if Φ̄(ξk−N̄+j)ok−N̄+j = 0 (j = 0, 1, · · · , N̄ ).
On the other hand, for anyk < N̄ , it is obvious that

‖Φ̄(i)~̄k+1‖ ≤ ‖~̄k+1‖ ≤ c̄āk+1χ+ ζk+1 ≤ 0.5η̂. (19)

Case 2:i 6= ξk+1. In this case, we havēΦ(i)ok+1 6= 0.
Noting that

Φ̄(i)ok+1 = (I − Φ(i))Φ(ξk+1)ηk+1 = Φ(ξk+1)ηk+1,

we have
∥

∥Lk+1(Φ(i))
∥

∥

≥‖Φ(ξk+1)ηk+1‖ −
(

‖~ωi‖+
N̄
∑

j=0

‖H [i]
j,k+1‖

(

‖~ωk−N̄+j‖

+ ‖Dk−N̄+jνk−N̄+j‖
)

+ ‖Diνi‖
)

> max{η̄, η̂} − 0.5η̄ ≥ 0.5η̄, k ≥ N̄ (20)

and

‖Φ̄(i)~̄k+1‖ > 0.5η̂, k < N̄. (21)

In what follows, by resorting to themathematical induction,
we will prove the assertion that~ξk = ξk holds for all0 ≤ k ≤
N .

Initial step. For 0 ≤ k ≤ N̄ , it is immediately concluded
from (15), (19) and (21) that
{

Fk(Φ(i)) = ‖Φ̄(i)ȳk‖ = ‖Φ̄(i)~̄k‖ > 0.5η̂, if i 6= ξk

Fk(Φ(i)) = ‖Φ̄(i)ȳk‖ = ‖Φ̄(i)~̄k‖ ≤ 0.5η̂, if i = ξk
,

which implies that

~ξk = argmin
i

Fk(Φ(i)) = ξk. (22)

Inductive step.Note that the assertion~ξk = ξk holds for all
0 ≤ k ≤ N̄ . Then, assuming that~ξk = ξk holds for allk ≤ κ

whereκ > N̄ , we are going to show that~ξκ+1 = ξκ+1.
From the definition ofFk(Φ(i)), it is obvious that

Fκ+1(Φ(i)) = ‖J̄κ+1(Φ(i))‖ = ‖Jκ+1(Φ(i))‖
= ‖Lκ+1(Φ(i))‖.

Then, it follows from (18) and (20) that
{

Fκ+1(Φ(i)) = ‖Lκ+1(Φ(i))‖ > 0.5η̄, if i 6= ξκ+1

Fκ+1(Φ(i)) = ‖Lκ+1(Φ(i))‖ ≤ 0.5η̄, if i = ξκ+1

, (23)

which means that

~ξκ+1 = argmin
i

Fκ+1(Φ(i)) = ξκ+1. (24)

We can now conclude that~ξk = ξk holds for all0 ≤ k ≤ N ,
which completes the proof.

Remark 3:Up to now, we have designed the decryption
functionFk(·) and analyzed the value of~ξk in Theorem 1. It
can be observed that the scalarsηi,k (i = 1, 2, · · · ,m) with
large values will contribute to the correct identification ofξk,
i.e., ~ξk = ξk.

B. Design of the ADVηk
In this subsection, we will design the ADVηk based on the

condition established in Theorem 1 (i.e.,|ηi,k| > max{η̄, η̂})
and the requirement on the secrecy capacity (i.e.,Ck > α). The
design of sequence{ηk}k≥0 is detailed through the following
theorem.

Theorem 2:Given the thresholdα < 1 for the secrecy
capacity, design the ADVηk as follows:

ηk = max{max{η̄, η̂}, ρk}1m + ǫk (25)

where

ρk ,
‖yk‖√
21−α − 1

, ǫk ,
[

ǫ1,k ǫ2,k · · · ǫm,k

]T
,
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and ǫi,k (i = 1, 2, · · · ,m) are arbitrary positive numbers.
Then, the conditions~ξk = ξk andCk > α hold for all k ≥ 0.

Proof: First, it follows from Theorem 1 and (25) that
|ηi,k| > max{η̄, η̂}, which implies that~ξk = ξk holds for all
k ≥ 0.

Considering the decrypted measurement data~yk, one has

~yk = S(I − Φ(~ξk))S
T ȳk

= S(I − Φ(~ξk))S
T
(

yk + SΦ(ξk)ηk
)

= yk − SΦ(~ξk)S
T yk + S(I − Φ(~ξk))Φ(ξk)ηk,

from which we conclude that

~yk = yk − SΦ(~ξk)S
T yk (26)

holds if ~ξk = ξk. Moreover, the decrypted measurement data
is independent from the ADVηk if ~ξk = ξk.

From (25) and Theorem 1, we have obtained that~ξk = ξk.
Then, it follows from (26) that

εk = yk − ~yk = SΦ(~ξk)S
T yk,

which implies that

~µk =
‖yk‖2
‖εk‖2

=
‖yk‖2

‖SΦ(~ξk)ST yk‖2

≥ ‖yk‖2

‖SΦ(~ξk)ST ‖2‖yk‖2
=

1

‖SΦ(~ξk)ST ‖2

=
1

λmax{SΦ(~ξk)ST }
≥ 1. (27)

On the other hand, the value ofµ̄k is calculated by

µ̄k =
‖yk‖2

‖SΦ(ξk)ηk‖2
=

‖yk‖2
η2ξk,k‖sξk‖2

. (28)

Noting thatSTS = I =
[

sTi sj
]

m×m
, it is easy to find that

‖si‖2 = 1 holds for all i = 1, 2, · · · ,m. Hence, it follows
from (25) and (28) that

µ̄k =
‖yk‖2
η2ξk,k

<
‖yk‖2
ρ2k

= 21−α − 1. (29)

In light of the definition about the secrecy capacity, we
derive that

Ck = log2(1 + ~µk)− log2(1 + µ̄k) > 1− log2(2
1−α) = α.

(30)

The proof is now complete.
Remark 4: From the design process of the ADVηk in

Theorem 2, it is not difficult to see that a vectorǫk with
relatively large norm leads to the improvement of the secrecy
capacity. Nevertheless, such a “big” vector would amplify
the value of the ciphertext̄yk, thereby increasing the com-
munication burden. As such, in practical applications, the
proper upper bounds on the positive numbersǫi,k should be
selected to achieve a tradeoff between the secrecy capacity
and communication burden.

C. Design of the estimator parameterLk(~ξk)

Based on the designed decryption function and ADV, the es-
timation error dynamics can be characterized via the following
parameter-dependent time-varying system:











ek+1 =
(

Ak − Lk(~ξk)~Φ(~ξk)Ck

)

ek + Ekek−τ

+Bkωk − Lk(~ξk)~Φ(~ξk)Dkνk

z̃k =Mkek

(31)

whereek , xk − x̂k is the estimation error and̃zk , zk − ẑk
stands for the output estimation error.

In what follows, we shall present sufficient conditions to
ensure the desired estimation performance in the following
theorem.

Theorem 3:Given the estimation error dynamics (31) and
the parameter-dependent time-varying estimator gainLk(~ξk),
under Assumptions 1-3, the required finite-horizonl2-l∞ esti-
mation performance is achieved if there exist positive definite
matricesRk (−τ ≤ k ≤ N ) and Pi,k (i = 1, 2, · · · ,m,
0 ≤ k ≤ N ) satisfying the following recursive matrix
inequalities

Θi,k ,









Θ11 Θ12 Θ13 Θ14

∗ Θ22 Θ23 Θ24

∗ ∗ Θ33 Θ34

∗ ∗ ∗ Θ44









< 0 (32)

and the constraints

Pi,0 ≤ γ2Q0, R−j ≤ γ2Qj , (j = 0, 1, · · · , τ) (33)

Pi,k ≥MT
k Mk (34)

for all i = 1, 2, · · · ,m, whereP̄k+1 ,
∑m

j=1 pjPj,k+1 and

Θ11 , AT
i,kP̄k+1Ai,k +Rk − Pi,k,

Θ12 , AT
i,kP̄k+1Ek,

Θ13 , AT
i,kP̄k+1Bk,

Θ14 , −AT
i,kP̄k+1Lk(~ξk)~Φ(i)Dk,

Θ22 , ET
k P̄k+1Ek −Rk−τ ,

Ai,k , Ak − Lk(~ξk)~Φ(i)Ck,

Θ24 , −ET
k P̄k+1Lk(~ξk)~Φ(i)Dk,

Θ33 , BT
k P̄k+1Bk − γ2I,

Θ34 , −BT
k P̄k+1Lk(~ξk)~Φ(i)Dk,

Θ23 , ET
k P̄k+1Bk,

Θ44 , DT
k
~Φ(i)LT

k (
~ξk)P̄k+1Lk(~ξk)~Φ(i)Dk − γ2I.

Proof: First, define the following Lyapunov-like function:

Vk , eTk Pi,kek +

k−1
∑

j=k−τ

eTj Rjej ,

wherei , ~ξk.
Calculating the difference ofVk (i.e., ∆Vk , Vk+1 − Vk),

we have

∆Vk

= eTk+1Pī,k+1ek+1 − eTk (Pi,k −Rk)ek − eTk−τRk−τek−τ
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=









ek
ek−τ

ωk

νk









T










~Θ11
~Θ12

~Θ13
~Θ14

∗ ~Θ22
~Θ23

~Θ24

∗ ∗ ~Θ33
~Θ34

∗ ∗ ∗ ~Θ44



















ek
ek−τ

ωk

νk









+ γ2‖ωk‖2 + γ2‖νk‖2 (35)

where

ī , ~ξk+1,

~Θ11 , AT
i,kPī,k+1Ai,k +Rk − Pi,k,

~Θ12 , AT
i,kPī,k+1Ek,

~Θ34 , −BT
k Pī,k+1Lk(~ξk)~Φ(i)Dk,

~Θ14 , −AT
i,kPī,k+1Lk(~ξk)~Φ(i)Dk,

~Θ13 , AT
i,kPī,k+1Bk,

~Θ23 , ET
k Pī,k+1Bk,

~Θ24 , −ET
k Pī,k+1Lk(~ξk)~Φ(i)Dk,

~Θ33 , BT
k Pī,k+1Bk − γ2I,

~Θ22 , ET
k Pī,k+1Ek −Rk−τ ,

~Θ44 , DT
k
~Φ(i)LT

k (
~ξk)Pī,k+1Lk(~ξk)~Φ(i)Dk − γ2I.

By noticing thatP̄k+1 ,
∑m

j=1 pjPj,k+1 = E{Pī,k+1}, it
follows from (32) and (35) that

E{∆Vk|I} =









ek
ek−τ

ωk

νk









T

Θi,k









ek
ek−τ

ωk

νk









+ γ2‖ωk‖2 + γ2‖νk‖2

≤ γ2‖ωk‖2 + γ2‖νk‖2 (36)

whereI , {i, ek, ek−τ , ωk, νk}. Hence, we haveE{∆Vk} ≤
γ2‖ωk‖2 + γ2‖νk‖2, which implies that

E{Vk} − E{V0} =

k−1
∑

j=0

E{∆Vj} ≤ γ2
k−1
∑

j=0

(

‖ωk‖2 + ‖νk‖2
)

≤ γ2
N
∑

j=0

(

‖ωk‖2 + ‖νk‖2
)

. (37)

According to the conditions (33) and (34), we are not
difficult to conclude that

sup
k≥0

E{‖z̃k‖2} ≤ E{Vk} ≤ γ2
N
∑

j=0

(

‖ωk‖2 + ‖νk‖2
)

+ E{V0}

≤ γ2
N
∑

j=0

(

‖ωk‖2 + ‖νk‖2
)

+

0
∑

i=−τ

eTi Q−iei,

which indicates that the required finite-horizonl2-l∞ estima-
tion performance is achieved. The proof is now complete.

Up to now, sufficient conditions have been derived in Theo-
rem 3 to guarantee the required finite-horizonl2-l∞ estimation
performance for the plant (1) and the proposed EDS. Next, we
shall proceed to design the parameter-dependent time-varying
estimator gain matrixLk(~ξk).

Corollary 1: Given the estimation error described by the
dynamical system (31), under Assumptions 1-3, the required
finite-horizon l2-l∞ estimation performance is achieved if

there exist positive definite matricesPi,k (i = 1, 2, · · · ,m,
0 ≤ k ≤ N +1), Rk (−τ ≤ k ≤ N ) and real-valued matrices
Li,k satisfying the following recursive matrix inequalities

Θ̄i,k ,













Θ̄11 0 0 0 Θ̄15

∗ Θ̄22 0 0 Θ̄25

∗ ∗ Θ̄33 0 Θ̄35

∗ ∗ ∗ Θ̄44 Θ̄45

∗ ∗ ∗ ∗ Θ̄55













< 0 (38)

and the constraints (33)-(34), where

Θ̄11 , Rk − Pi,k,

Θ̄15 ,
(

P̄k+1Ak − Li,k
~Φ(i)Ck

)T
,

Θ̄22 , −Rk−τ ,

Θ̄35 , BT
k P̄k+1,

Θ̄33 , −γ2I,
Θ̄44 , −γ2I,
Θ̄45 , −DT

k
~Φ(i)LT

i,k,

Θ̄55 , −P̄k+1,

Θ̄25 , ET
k P̄k+1.

Moreover, the desired time-varying estimator gain parameter
at time instantk is calculated as follows:

Lk(~ξk) = P̄−1
k+1Lî,k (39)

where î , ~ξk.
Proof: By using the Schur Complement Lemma, the proof

is straightforward based on Theorem 3, and thus omitted here
for brevity.

Remark 5: By now, we have handled the design issues
of the EDS and the FHEtP state estimator. To guarantee
the required finite-horizon energy-to-peak performance, a
parameter-dependent time-varying state estimation algorithm
and a measurement-data-based decryption functionFk(·) have
been constructed to decouple the estimation error from the
ANT SΦ(ξk)ηk. Then, the ADV ηk has been designed to
achieve the desired secrecy capacity, under which the satis-
factory information security can be ensured. Compared with
the existing literature, the main novelty of this research can
be emphasized from the following three aspects: 1) this paper
has made one of the first attempts to deal with the FHEtP
state estimation issue in the presence of eavesdroppers; 2) a
novel encryption-decryption-based communication scheme has
been constructed to ensure the desired secrecy capacity; and
3) an input-output-model-based method has been developed to
design the decryption function and the ADV sequence.

IV. A N ILLUSTRATIVE EXAMPLE

In this section, an illustrative example is provided to exam-
ine the effectiveness and correctness of our proposed FHEtP
state estimation algorithm as well as the EDS.

The plant under consideration is modeled by the system (1)
where the corresponding parameters are given as follows:

Ak =





0.1 + 0.01 sin(0.3k) 0.1 0.1
0 0.2 + 0.1 cos(0.1k) 0.1

−0.6 0 −0.7



 ,
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Ek =





0 0.5 −0.6
0.8 −0.2 −0.4
0.3 0.6 0.4



 , Bk =





0.2
−0.3

0.1 + cos(0.1k)
10



 , τ = 1,

Ck =





−0.06 −0.08 −0.14
−0.08 0.06 −0.02
0.1 0.1 0.2



 , Dk =





0.1
0.1
0



 , Mk = 0.5I.

It is clear that the time-varying parameters satisfy

ā = max
0≤k≤N

{Āk} = 1.4881, b̄ = max
0≤k≤N

{B̄k} = 0.4123,

c̄ = max
0≤k≤N

{C̄k} = 0.3, d̄ = max
0≤k≤N

{Dk} = 0.1414.

The measurement disturbance and process disturbance are,
respectively, set to beνk = 0.4 sin(0.3k) andωk = 0.1 sin(k).
The energy-to-peak performance index is set asγ = 0.8. The
secret keyS and the occurrence probabilitiespi (i = 1, 2) are
set to be

S =





−0.6 −0.8 0
−0.8 0.6 0
0 0 1



 , p1 = p3 = 0.3, p2 = 0.4.

Clearly,S is an orthogonal matrix.
Based on the given parameters, it can be verified that

Assumptions 1-2 hold by letting̟ = 0.28, N̄ = 5 and
ℵ = 0.0166. Moreover, the threshold for the secrecy capacity
is selected to beα = 0.5. Calculating the sequence{ηk}k≥0

based on Theorem 2 and designing the decryption function
Fk(Φ(i)) according to (15), the corresponding trajectories of
ξk and ~ξk are depicted in Fig. 2. It can be observed that our
developed decryption mechanism is able to identify the value
of ξk exactly.
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Fig. 2: The values of{ξk}0≤k≤N and {~ξk}0≤k≤N .

The detailed simulation results are given in Figs. 3-7.
Among them, Figs. 3-5 plot the state trajectories and their
corresponding estimates under the designed time-varying s-
tate estimator (4). Fig. 6 shows the trajectory ofCk, which
implies that the resultant secrecy capacity is greater than the
given thresholdα. Fig. 7 displays the trajectory of‖z̃k‖2,
from which we can see that the desired finite-horizonl2-l∞
estimation performance is satisfied. All the simulation results
confirm that the main objectives of this paper are achieved.
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Fig. 3: The values of{x1,k}0≤k≤N and{x̂1,k}0≤k≤N .
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V. CONCLUSION

In this article, we have addressed the FHEtP state estimation
problem for linear time-varying systems in the presence of
eavesdroppers. A novel artificial-noise-assisted encryptor has
been developed to enhance the information security against
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Fig. 6: The values of{Ck}0≤k≤N .
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Fig. 7: The trajectory of the output estimation error‖z̃k‖
2.

eavesdropping, under which the raw measurement signals are
transformed into the ciphertexts before being transmitted. In
addition, particular attention has been devoted to the design
of the decryption function and the time-varying estimator gain
parameter. Finally, the correctness and effectiveness of our
derived results have been demonstrated through a numerical
simulation example. Some interesting topics for future study
include: 1) the secure state estimation issue for networked
nonlinear systems against eavesdropping [46], [47]; and 2)
the fusion state estimator design for networked systems in the
presence of an eavesdropper [48].
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