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Abstract—The era of information explosion had prompted the
accumulation of a tremendous amount of time-series data, in-
cluding stationary and non-stationary time-series data. State-of-
the-art algorithms have achieved a decent performance in dealing
with stationary temporal data. However, traditional algorithms
that tackle stationary time-series do not apply to non-stationary
series like Forex trading. This paper investigates applicable
models that can improve the accuracy of forecasting future
trends of non-stationary time-series sequences. In particular,
we focus on identifying potential models and investigate the
effects of recognizing patterns from historical data. We propose
a combination of the seq2seq model based on RNN, along with
an attention mechanism and an enriched set features extracted
via dynamic time warping and zigzag peak valley indicators.
Customized loss functions and evaluating metrics have been
designed to focus more on the predicting sequence’s peaks and
valley points. Our results show that our model can predict 4-hour
future trends with high accuracy in the Forex dataset, which is
crucial in realistic scenarios to assist foreign exchange trading
decision making. We further provide evaluations of the effects
of various loss functions, evaluation metrics, model variants, and
components on model performance.

Impact statement—We investigate pattern-matching techniques
in non-stationary time-series data, which closely resemble sensory
and financial data in our society. Neural networks learn to predict
future trends based on patterns or features that it discovers
from historical data; therefore, pattern-matching techniques for
non-stationary series allow for a more expressiveness model. We
introduce three kinds of feature extraction techniques in this
work, as a generic framework that applies to any general time-
series data. We focus our attention on the Forex financial time
series, and experimentally we illustrate the best practical model
architecture for financial data. We further investigate the impact
of loss functions that are tailored to financial series to accelerate
model convergence.

Index Terms—Time-series, forecast, RNN, attention, seq2seq,
GRU

I. INTRODUCTION

Over the past decades, improvements in internet technology
have led to the explosion of information and massive data
accumulation. Businesses, technologies, transportation, media,
studies, and many other sectors had created a tremendous
amount of data and became dependent on data-driven ap-
proaches. However, in addition to extracting information from
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past data, most businesses also want to forecast and infer future
information. Through the use of historical data, we can analyse
and extract valuable knowledge, which allows us to infer and
predict future information. Extraction of information will be
a significant help for us to make further informed decisions
based on the gathered data.

Timeline based data, also known as time-series data, records
the change of attributes of certain events or objects over a
period of time. Time series data can be divided into stationary
and non-stationary data. Heartbeat, timestamps, train arrival,
and departure can all be regarded as stationary time-series
data; their trends tend to be obvious and apparent. On the
other hand, non-stationary data refers to data that constantly
change without obvious regularity, such as stock, wind speed
and rainfall. Non-stationary data do not have any obvious
trends, and they are often affected by numerous internal or
external factors beyond prediction. The major problem studied
in this paper is the question of how to forecast future trends
in non-stationary time-series data.

In the time-series literature, there are guidelines to clas-
sify whether a time-series belongs to the stationary or non-
stationary category. Previous works [10, [1] point out that
patterns extracted from historical time-series data can often be
used to improve the performance of future trend forecasting.
Bishop| [2] further defines pattern recognition as the process of
the automatic regularity discovery in data by using algorithms.

In this paper, the proposing model can autonomously extract
and recognises existing patterns within the historical foreign
exchange data. The extracted patterns are then further utilised
in a neural network model to forecast future trends. Two
main types of features are extracted from the input data: (i)
the similarity feature [18] that denotes the resemblance of
the input data against a pre-defined set of common patterns,
and (ii) the zigzag indicators [16] which extracts the peak
and valley points from the input trend as an expressive
financial indicator. We focus on examining the predictability
and sensitivity of the proposing model with the additional
autonomously discovered features. This paper provides the
basis for future research on investigating the effectiveness of
autonomous pattern extraction and pattern compositions in the
area of non-stationary time-series forecast.

Two major objectives are identified in our investigation. The



first objective is to structure methods that can recognise a
series of typical patterns that residue in the foreign exchange
data and verify their corresponding effectiveness with respect
to the improvement towards forecasting future trends. Two
general categories of patterns, including similarity features and
zigzag peak valley indicators, as explained in detail in section
IV-AT]l will be composed together or used separately. The
second objective is to design a forecasting model architecture,
which can exploit the input non-stationary time-series data
stacked with the enriched features set. Our contributions are
as follows: (i) we propose a hybrid seq2seq model based on
RNN with attention mechanism and investigates its perfor-
mance against other state-of-the-art methods; (ii) we identify
enrichment features in the non-stationary series and propose
automatic extraction of such features in historical data; and
(iii) we investigate the effect of custom loss functions that
identify the peak and valley points in the time-series trend.
We report the best composition of model components, such
as loss functions, specific RNN variants, the best combination
of patterns and features that obtained the best performance to
forecast foreign exchange time series.

II. LITERATURE REVIEW

A time-series consists of a sequence of observations of
which are recorded at some specific timestamps [4]. Time
series can further be classified according to their variability
along time: if the mean and variance of a time series are
constants over time, it is identified as stationary; otherwise,
the time series is said to be non-stationary.

A. Patterns in non-stationary time-series

Most time-series data consists of three main common pat-
terns, including (i) the trend which exists when there is a
long-term increase or decrease, (ii) the seasonality, which is a
repetitive shape of the data and whose occurrence is dependent
on seasonal factors, such as a year, a week, an hour, etc.,
(iii) and the cyclic pattern which refers to the phenomenon
where the data rise and fall without fixed frequencies [10].
For example, an important subcategory of derived attributes
in stock or foreign exchange data can be categorised by chart
patterns such as W, Flag, Wedge, ‘Head and Shoulder’, and
‘Cup and Handle’, of which these patterns have long been
utilised as indicators to assist in making trading decisions.

There are various ways to extract patterns elaborated in
related studies. Spearman’s rank correlation, rule sets and
sliding window are used in a real-time hybrid pattern-matching
algorithm [26]. The sliding window enables pattern matching
to be performed based on the latest received sub-sequence
of time-series data. Therefore, the proposed algorithm can be
applied in real-time application. Based on the sliding window,
the rank correlation and rule sets are used to distinguish pat-
terns. In addition, the Gini function can be used to determine
each pattern’s beginning point and length [25]]. Dynamic Time
Warping is another method that predicts the future trend of
the financial series by comparing the price sequence with the
predefined patterns [12]]. These results implies that we can

often interpret the inherent patterns within historical financial
data, which would allow us extracts more information about
the pattern from the original data. If this information is input
into the model as additional features, it is possible to achieve
better performance.

B. Time-series forecasting

Time-series forecasting is the procedure of predicting the
future values of a time-series according to the information
extracted from its present and past values.

1) Auto-regressive Moving-Average (ARMA) models:
ARMA models, first introduced by [23], have been proved
to be effective in short-term forecasting [9, 22]. An ARMA
model, being the combination of an Auto-Regressive (AR)
model and a Moving-Average (MA) model, took advantage of
both of the two models by making use of the historical values
and lagged errors. However, since most models designed for
stationary time-series forecasting are based on the assump-
tion of constant means and variance, they cannot effectively
capture the empirical features in time-series when time-series
become non-stationary, such as financial data [[15)]. Thus, more
advanced techniques for non-stationary time-series forecasting
were introduced.

2) ARMA Variants: An improved model had been de-
veloped to extend ARMA’s capability on processing non-
stationary data—AutoRegressive Integrated Moving Average
(ARIMA) model, which jointly utilises the ARMA model and
differencing method. Differencing can convert non-stationary
values sequence to stationary residual sequence, which is the
strength of ARMA methods. Previous research has proved
the effectiveness of the ARIMA model in forecasting non-
stationary time-series such as farm price and oil price [14]. An-
other variant is called Generalized AutoRegressive Conditional
Heteroskedasticity (GARCH) model, which has shown to be
able to exploit the non-linear and non-stationary properties
of time-series data such as traffic load [27]. Although these
methods had been applied in specific domains, there exist
critical limitations in applying to forecast over-complicated
financial data. For example, the ARIMA model is built upon
the assumption of constant variance, which does not conform
to the high volatility of most trading data [15]].

3) Recurrent Neural Network: Recurrent Neural Networks
are suitable for handling temporal sequences due to their
nature of transferring data in-between cells among each layer,
where the order of the sequence can be memorized [17].
Studies have been done to compare the performance of the
ARIMA models and RNNs, and it is shown that RNNSs are able
to provide higher satisfactory performances in comparison to
the ARIMA models [7]. Long Short-term Memory (LSTM),
first proposed by [8], outperforms vanilla RNN which has the
problems of exploding gradient and vanishing gradient [}, [19].
These authors prove that the exploding gradient problem can
cause the weights in the neurons being accumulated to an
extremely large value as to overflow, while the vanishing gra-
dient problem results in the weights being varied slowly; both
of which will lead to the inability for the model to continue to



learn from the input data. LSTM, having a more complicated
RNN structure and more parameters than that of vanilla
RNN, mitigates the above problems by introducing three gates
in each neuron that can decide what information can be
dropped and what information can be kept. Gated Recurrent
Units (GRU), introduced by [3], is relatively simpler than
LSTM with less complicated inner structure, fewer parameters
and less computation. Both GRU and LSTM work well in
handling long sequence time-series data and there has yet to
be any consensus on which one is better among academics.
Forecasting future trends based on the past events of time-
series data falls into the problem of sequence to sequence
prediction, which can be handled by a seq2seq model [21].
The seq2seq model contains an encoder to obtain the input
sequence and a decoder to output the forecasting sequence.
Both the encoder and decoder can adopt the aforementioned
recurrent neural networks to handle the temporal sequences.

Although the seq2seq model based on RNNs has already
achieved a decent performance as evidential by numerous
empirical studies, it remains to exhibit the vanishing gradient
problem in handling long sequences. The attention mecha-
nism is necessary to further mitigate this shortcoming. The
seq2seq model backed with an attention mechanism out-
weighs the vanilla seq2seq model which follows the encoder-
decoder paradigm in handling the long time-series sequence
[20, [11, 24]. The attention is a method that, during the
decoding processes, allows the decoder to directly connect to
the encoder to focus on the most relevant features from the
input signals [[13} 24].

III. FOREX DATASET
A. Data Collection

The non-stationary time-series datasets used in this research
are the ever-changing price data of the Forex market over
several years. These datasets include attributes that describe
the datetime, open, close, high, low price, and volume of each
time interval of a certain currency pair. All the datasets are
obtained with fxcmpy [6].

B. Data Analysis

The data obtained from Forex are collected at different time
intervals: 5, 15, 30 minutes and 1, 2, 4 hours intervals. For
the practical reason of proposing a realistic model that can
forecast relatively long future trends, e.g. several hours or one
day, we had chosen 15-minute-interval data with 4 hours as our
forecast length (equivalent to 16 data points) of future trends.
The reason is to balance the trade-off between predicting
an overly long sequence—which will over complicates the
problem for the model to handle, and overly short sequence—
which would under-represent the upcoming trend.

The collected data, as specified in Section [lII-A} consists of
date, time, various prices and volume. Within these attributes,
the time information is uninformative; the open price, which
is the close price of the previous time slot, is redundant
information that can be disregarded. The close price, being the

final state of the current time point, is chosen as the primary
input of the model.

The data amount is sufficiently large since the data dates
back to the 1990s, which contains many representative features
for the model to learn. There are also data of various currency
pairs, e.g. USD to JPY and GBP to AUD. In this study, we
focus on the currency pair of USD to JPY within the time
frame of 2015 to 2019 is chosen for evaluation purposes,
which contain over 120,000 records in total.

C. Data Processing

The input features are first scaled to a common magnitude
such that it enables the model to utilise the learned features
across different currency pairs with varying scales. Such an
operation enable us to utilise the same underlying patterns
across currency-pairs that have different relative scale. Then,
the data are split into a training set and a validation set with a
rate of 9:1 for cross-validation. In addition, the data from the
training and validation set will be cut by shifting windows into
input and output sequence pairs for the seq2seq model. The
overall mechanism of data processing is illustrated in Figure

m

IV. METHODOLOGY
A. Model Architecture

The overall model architecture is shown in Figure [2] Firstly,
the series of close price D = [dy,dq, ..., dr—1] are extracted
from the original raw data where 7' (over 120,000) is the
total number of data points. Each series is sliced as a sliding
window with model input X, where |X| = 672, is the input
feature in a 7 days period. The output sequence y, where
ly| = 16, is the prediction size with a 4 hours period. Each
prediction takes a step size of 16. Then, we begin to extract
the similarity pattern and zigzag peak valley features based on
each input sequence. Subsequently, these features are stacked
onto the input sequence. Finally, the stacked data and features
are input to the seq2seq model, where we predict a sequence
from the model and compare it against the ground truth y. We
will begin to detail the feature extraction and the structure of
the seq2seq model in the following sections.

1) Feature Extraction: This paper proposes two different
approaches in pattern matching and feature extraction for time
series data. The first one is to directly match different segments
of the time series data against a predefined set of representative
patterns, then subsequently computes similarities score as an
additional feature. Hereafter we will refer to this as similarity
feature. Since the proposing model needs to predict the highest
and lowest price point in a short horizon to aid trading
decisions, the second approach is to recognize the oscillation
in time series by marking out the peaks (local maxima) and
valley (local minima). Subsequently, we can use this peak-
valley series as an additional feature, which is we will refer
to as zigzag feature.

Figure 3] illustrates the overview of the feature extraction
process. For each data pair that contains the input sequence and
target sequence, its input sequence will be divided into several



Forex data file

date open |close |high |low Training / Validation
2002/1/2 4:15 | 131.744 | 131.754 [ 131.754 | 131.744 | !
2002/1/2 4:30 | 131.754 | 131.754 | 131.774 | 131.744 Win_size Pred_size
2002/1/2 4:45 |131.754 | 131.814 [ 131.974 | 131.724 | | Input sequence — 672 points | 16 points|
Similarity features
Zigzag features
' Feature
Data Reformatting Calculation
Preprocessing —
Normalization Step
Size [
16

Close price: d_series =[1., 0.33333333, 0.36, ..]

Date : t_series =[2002-01-02 04:15:00',
'2002-01-02 04:30:00',
'2002-01-02 04:45:00, ..]

Train Val

9 : 1

Fig. 1. Data pre-processing

sub-windows with equal length. Then, each sub-window is
matched against our pre-defined set of representative patterns
that are common in the financial market [12]], which produces
a distance vector of length 13 that measures the similarities
between each sub-window and the patterns (Figure [). The
minimum value in the vector represents the most similar
representative pattern, and the vector is further converted to
a one-hot encoding form based on the minimum value. The
same process is repeated for each pattern to form a similarity
feature matrix for the corresponding input sequence. As shown
in Figure these representative patterns can be used to
represent the basic trend in the trading chart. Thus, the various
combination of these representative patterns can effectively
represent most of the common chart patterns in Forex or the
stock market.

As shown in Figure [3] several groups of sub-windows
is used for similarity feature generation, where each group
consists of different window sizes. The purpose of this strategy
is to extract features with different granularity; thus, features of
various lengths can be recognized and extracted. To solve the
problem of distance calculation for sub-windows of different
lengths, Dynamic Time Warping (DTW) is introduced. DTW
is a well-known algorithm for matching two time series of
different lengths. In this paper, the Euclidean distance-based
DTW algorithm is used to calculate the distance between each
sub-window and each representative pattern.

The zigzag feature was inspired by the Zigzag indicator
commonly used in financial analysis. As shown by an example
in Figure[3] the Zigzag indicator can identify the peak and val-
ley price values in a given price sequence, commonly used by

traders for making trading decisions based on the generalised
trend. Since the distribution of these peak and valley points can
provide important information about future price trend, this
paper uses the Zigzag indicator to generate additional features
that identify each point in the input sequence as a peak, valley,
or other value. Following the same procedure as the similarity
feature, the zigzag feature is also one-hot encoded.

As shown in Figure [3] in model training or prediction, the
similarity features and zigzag features are first computed from
the input sequences in each data pair, and then the computed
features are stacked with the input sequences to form an input
matrix that serves as the input to the model.

2) Seq2seq Model: The aforementioned input features will
be input to the seq2seq model to forecast the incoming trends.
Figure @ shows the model structure, which contains an encoder
and a decoder. The encoder, which takes in the input matrix,
is consists of bi-directional recurrent neural network layers.
We parameterise this framework into a set of different neural
networks, such as RNN, LSTM or GRU, and with different
hidden sizes and layers.

The decoder, which processes the intermediate encoder
output, generates the final output sequence. The decoder
consists of multiple layers, including an attention layer to
capture the information from the encoder to enhance the ability
to handle the long sequences. Other layers include multiple
parameterized core bi-directional recurrent neural network
layers, Rectified Linear Unit (ReLU) layers, fully connected
layers and sigmosid activation layers. There is also an optional
dropout layer in the encoder and decoder respectively, which
is omitted in Figure [6] to address the problem of over-fitting.
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Fig. 2. The overall model architecture

3) Loss Functions: After the model presented in this paper
was designed, some initial experiments were performed for
predicting future price series of length 96 using an input
sequence of length 692. However, we found that the training
process was relatively slow, and the model’s predictions show
that it can only predict the general future price direction, but
not the precise price fluctuations. In order to solve the problem
of slow training, we introduce three new customized loss
functions to force the training process to recognise fluctuations
in the target sequence.

The first customized loss function is called Single Peak
Valley (SPV) loss. It adds two penalty terms for the horizontal
coordinate difference between peak and valley values in the
prediction and target sequences, based on the regular RMSE
loss. SPV loss is given by

Lspv = Lruse X (1 +a X pd+ f x vd), (D

where Lryse is the typical RMSE loss, pd is the horizontal
coordinator difference between the highest point in the pre-
dicted sequence and the target sequence, vd is the horizontal
coordinator difference between the lowest points in the pre-
dicted sequence and the target sequence. Both « and (3 are
coefficients, which is initially set as 0.5.

The second customized loss function is called Multi Peak
Valley (MPV) loss . It is a variant of Ly that adds penalty

terms for more than one pair of peak and valley points in the
target sequence. MPV loss is given by

Lypv = Lruse X (1 + Zle (ai x pd; + B; 'Udi))y )

where pd; is the horizontal coordinator difference between
the i*" peak points in the predicted sequence and the target
sequence, vd; is the horizontal coordinator difference between
the 4th valley points in the predicted sequence and the tar-
get sequence. The peak and valley points of the predicted
sequence and the target sequence are selected by using Zigzag
indicator with the same parameter setting. By focusing on
more peaks and troughs, Lypy is expected to provide more
accurate feedback to the model, thus further accelerating the
training process and helping the model to accurately identify
fluctuations in the target sequence.

The last customized loss function is called Weighted RMSE
(WRMSE). It differs from Lgpy and Lypy Which add penalty
terms based on horizontal gap between peak and valley point.
WRMSE adds penalty term for each point in the target sequece
based on its vertical distance from the average of the target
sequence, given by

MWWVE?“%_W%%_wa G

n

where g; is the ith point in predicted sequence and y; is the
ith point in the target sequence, and gy is the mean of the
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target sequence. The purpose of Lgpy and Lypy is to more
accurately match the horizontal coordinates of peak and valley
points, while the purpose of Lygryse iS to more rapidly match
the predicted sequence to the vertical value of each point in
the target sequence. As such, the predicted sequence can be
more accurately matched to the value of the corresponding
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Fig. 5. Example of Zigzag indicator

position in the target sequence.

B. Evaluation Methods

The symmetric mean absolute percentage error (SMAPE)
will be used as one of evaluation metric. Given that this study’s
objective is to identify market price fluctuations, especially the
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distribution of peak and valley prices in a short horizon, two
extra evaluation metrics are designed based on this objective.

1) Peak Valley RMSE (PVRMSE): In order to calculate
PVRMSE, the Zigzag indicator is used to identify the peak and
valley points in the predicted and target sequences. Then, the
square errors of corresponding peak and valley points of these
two sequences are calculated according to their occurrence. Let
P and p denote the predicted and target peak point sequence,
v and v denote the predicted and target valley point sequence
respectively, where p = (p1,...,P;,...) and vice versa. Let
M and N denote the minimum values among the size of the
predicted and target sequence for p and v respectively, i.e.,
M = min(|p|, |p|) and N = min(|¥],|v|) where | - | is the
cardinality operator. Then, PVRMSE is given by

2%1 (Di — pi)2 + ENf1 (05 — Uj)z
PVRMSE = = J=
S \/ M+ N ’

which gives us a measure of the errors in predictions among
the peak and valley points.

2) Peak Valley MAE (PVMAE): Similarly, another com-
monly used evaluation metric, Mean Absolute Error (MAE),
has been modified for peak valley point matching. Peak Valley
MAE (PVMAE) is given by

M A N -
>z 1P — pall + Zj:l 195 — vl
M+ N ’

where the parameters maintain the same mathematical mean-
ing as in PVRMSE.

“)

PVMAE =
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C. Experiments Setup

Three major experiments are carried out in this research,
including (i) finding which loss functions are better for ac-
celerating the convergence of the seq2seq model, (ii) inves-
tigating which composition of pattern features can help the
model obtaining the best performance, and (iii) comparing
which RNN variant used in the seq2seq model is the most
suitable for the problem of Forex time-series forecasting and
whether the attention mechanism is able to improve forecasting

performance and comparing our model with a baseline ANN
model and the traditional ARIMA model. In the following sub-
sections, the common settings shared by our seq2seq models
with different components, and the respective parameters for
each model variant will be introduced in detail.

1) Common Settings: The settings about the data, shared
by all the seq2seq model variants, is described in Table [I]

TABLE I
COMMON SETTINGS

Parameters
Data Source!!] USD to JPY
Time range 2015-201912]
Time Interval 15 minutes!?]
Input sequence length 67204
Output sequence length 16[°]

Number of epochs 150

Learning rate le-4

Number of layers Encoder: 1
Decoder: 1

Hidden size 128

Batch size 128

Dropout rate 0.0

Teacher forcing ratiol®] 0.0

Slacked pattern window sizes 672, 336, 96, 48, 24, 12
7] 0.0063, 0.007, 0.008, 0.0097,

Slacked zigzag differences! 0.012, 0.015, 0.0163. 0.0288

Notes:

(1] Forex data (2! 125000 records [3] 4 points/hour [4] 7days
(5] 4 hours

(6] In the decoder, the ratio of feeding the ground truth to the
neurons, otherwise the output of previous point

[7] Generate average around 3, 6, ..., 24 peaks and valleys on
the 672-length sequence

2) Settings for loss function
comparison: To compare the
loss functions described in sec-

tion [TV-A3] the model is trained

TABLE II
LOSS FUNCTION PARAMETERS

150 epochs with the same pa- Loss Parameters
rameter settings in Table[i} Cer- Lone a=p8=05
tain parameters in relation to
the certain loss functions are k=3
listed in Table C o =p1 =03
. MPV

3) Settings for feature com- az = P2 = 0.15

parison: These model settings az = f3 =0.05

refers to our experiments that

focus on the generation, stacking of different granularities of
pattern features, and other common parameters are illustrated
in Table|l} We study different combinations of features, includ-
ing: 1) close price, 2) close price and zigzag, 3) close price
and similarity patterns, 4) close price, zigzag and similarity
patterns.

4) Settings for model component comparison :@ In this
experiment, common parameters in Table [I] are used. The
model is trained 150 epochs for each RNN variant with or
without attention layer, the compositions are listed below:

1) Vallina RNN,

2) Vallina RNN and Attention,

3) LSTM,



4) LSTM and Attention,
5) GRU,
6) GRU and Attention.

V. RESULTS

There are three types of experiments conducted, including
the comparison of (i) loss functions, (ii) feature compositions,
and (iii) model components and baseline ANN and ARIMA.
By comparing the specifically designed loss functions, the
most appropriate one can be identified and used to accelerate
the whole training process with improved performance.

In addition, the comparison of different compositions of
pattern features allows us to identify the kind of extracted pat-
terns that are useful for time-series forecasting. Furthermore,
by comparing core model components (e.g. RNN variants and
attention mechanism) the optimised internal structure of the
model can be determined for future research.

Additionally, the PVRMSE and PVMAE evaluation metrics
(see Section [[V-B), focusing on the most important peak and
valley points in the predicting sequence, are adopted among
all the experiments to evaluate the seq2seq model.

A. Loss Function Comparison

This section outlines the loss function that can most effec-
tively helps to accelerate the model training process. We had
compared four different loss functions—the Liyse, Lwrumses
Lspy and Lypy. Figure [7] Figure [§] and Table [[T]] illustrate that,
if trained with the same number of epochs, the model using
Lypy can provide a prediction with PVRMSE = 4.07 x 103
and PVMAE = 2.60 x 102 which outweighs the results of
using three other loss functions. It means that the Lypy is
able to speed up the model training by providing more specific
information in terms of the peak and valley points in the target
sequence. Therefore, this loss function is adopted to be the one
that is used in other experiments and in the process of training
the final model.

TABLE III
THE COMPARISON OF DIFFERENT FEATURES

Loss functions PVRMSE PVMAE SMAPE
(x1073)  (x1073)
RMSE (Lrusk) 5.47 4.81 2.22
WRMSE (LwrmsE) 5.69 5.1 24
Single PeakValley (Lspy) 5.19 4.66 2.01
Multi PeakValley (Lypv) 4.07 2.60 1.95

Additionally, from the result, it can be seen that the perfor-
mance of the model with Lgpy and Ly;py is better than that with
the other two loss functions. Furthermore, the performance
of Lypy with the penalty term added for more horizontal
coordinates of peak and valley points are better than that of
Lgpy With the penalty term added for only one pair of peak and
valley points. These findings confirm the assumption of adding
suitable penalty terms allow the model to pay more attention
to the peak and valley points of the target sequence during the
training process. Thus, producing a prediction sequence that
is more consistent with the ground truth.
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Fig. 7. Validation loss comparison among different loss functions (PVRMSE)

Finally, the result shows that Lygysg achieves the worse
performance out of all the other three loss functions. The direct
comparison of numeric values might not be fair comparison
because the computed loss values might not have the same
magnitude as that of the others. Since all hyperparameters
provided to the model are the same, it might indicates that the
model might require further tuning, such as learning rate, for
the Lwruse loss function. Since it is potential to be the one has
the ability outweighs the others for the problem of forecasting
time-series due to its specific algorithm design (See section
[[V-A3), future research can focus on doing more experiments
about this loss function by using a different learning rate.

B. Feature Comparison

The second experiment is to identify which features need
to be extracted and stacked to the input sequence of each
window. By comparing the model’s performance when using
combinations of different types of features as model inputs,
the experimental results in this section answer the research
question of how to identify and extract the patterns that are
implicitly embedded in the Forex trading data, which allow us
to utilise them via enriching the model’s input.
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As indicated by Table [[V] the additional Zigzag features
outperform other features across all metrics, whereas the
additional DTW similarity pattern features had degraded the
performance of our baseline model. s In addition, the result
also indicates that combining Zigzag and DTW features might
requires more training time as the dimensionality of the input
sequence are much higher than that of the baseline model.

TABLE IV
THE COMPARISON OF DIFFERENT FEATURES

Features PVRMSE PVMAE SMAPE
(x1073)  (x1073)
None 5.19 4.66 2.01
Zigzag 4.96 445 1.63
Similarity Feature 5.62 5.03 1.74
Zigzag & Similarity 6.29 5.65 2.33

C. Model Component Comparison

The final experiment is about varying the core components
of the seq2seq model, which includes 6 different compositions
of Vallina RNN, LSTM, GRU and attention mechanism. The
result, as shown in Figure [IT] Figure[I2]and Table [V] suggests
that attention-based Seq2Seq model with GRU has the highest

PVYRMSE vs. epochs
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Fig. 9. Validation loss comparison among different features (PVRMSE)

performance (PVRMSE: 4.96 x 1073, PVMAE: 4.45 x 1073)
than the other 5 compositions.This is inline with our initial
hypothesis since GRU is the more advanced version in the
RNN family, and attention mechanism can improve the neural
network dealing with a long sequence.

The Diebold Mariano test [3]] has been performed to com-
pare our GRU attention based seq2seq model with a traditional
ARIMA, and an ANN model. The ARIMA model consists
of the settings of p = 0, d = 1, ¢ = 0, which refer to
the auto-regressive, differencing, and moving average terms
respectively. The ANN model is composed of 3 dense layers
with the dimensionality of (1) input:672, output:128, (2)
input: 128, output: 32, (3) input:32, output:16. We use Diebold
Mariano test function with the settings of MSE differential-
loss, h = |y|*/341 = 16'/3+1 = 3, where h is the number of
steps ahead of the prediction, and y is the predicting sequence.
As shown in Table [VI] the GRU version achieves lower relative
error when compared to ANN. The ARIMA model has the
highest relative error in all of our paired Diebold Mariano test
when compared to the ground truth, with 0.01 significant level.
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Fig. 10. Validation loss comparison among different features (PVMAE)

TABLE V
THE COMPARISON OF DIFFERENT MODEL COMPONENTS

Model Attention PVRMSE ~ PVMAE  SMAPE
(x1073)  (x1073)
. No 53 474 1.99
Vallina RNN- /oo 572 5.14 1.83
No 5.35 485 1.68
LST™ Yes 576 5.32 1.59
No 5.35 485 1.63
GRU Yes 4.96 4.45 1.63
ARIMA N/A 49228 49223 199.97
ANN N/A 12.04 11.47 2.86

D. Trend Forecasting Result

Based on the above comparison results, the combination of
Lypy as the loss function, attention-based Seq2Seq model with
GRU, and the input feature with Zigzag feature is selected as
the optimal model. It is trained for 500 epochs and achieves a
performance with the PVRMSE = 4.34 x 10~2 and PVMAE =
3.8 x 10~3. Figure [13|shows a sample forecasting result of the
optimal model. It indicates that the prediction represented by
the green line has a high similarity compared to the ground
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TABLE VI
DIEBOLD-MARIANO LOSS-DIFFERENTIAL TEST

Model GRU+Attention ~ ARIMA ANN
GRU+Attention - 123.93* 0.53
ARIMA -123.93* - -120.88*
ANN -0.53 120.88* -

Notes: Negative sign of the statistics implies the second model (row)
has bigger forecasting errors. *Significant at the 0.01 level.

truth represented by the blue line in both scale and shape,
which indicates that this model has the ability in forecasting
a relative longer future sequence.

VI. DISCUSSION AND CONCLUSION

In this research, two types of patterns, including the zigzag
peak valley indicator and the time-series change patterns,
are recognized, extracted, stacked on the 7-day normalized
close price data, and then concatenated as the input for an
optimized attention and GRU-based seq2seq model to forecast
the price trends over the next 4 hours. Several comparative
experiments are conducted to select the optimal combination
of loss function, feature type, and model structure. In addition,
three customized loss functions are designed to help speed
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Fig. 13. A sample forecasting result of the model

up the model training process. Finally, in order to meet the
objective of identifying the peak and valley points in the future
price curve, two peak and valley-based evaluation metrics are
designed to evaluate model performance.

Based on the results (refer to section M), the two research
objectives discussed in section [[] are achieved. In terms of the
pattern, the aim is to verify if adding patterns can improve
the forecasting performance or to identify the approaches
to add these patterns. Results in section [V-B| suggest that
adding patterns of zigzag indicator has a positive effect for
improving the forecast performance. On the other hand, the
negative results from the DTW similarity feature indicates
that such a feature set should be utilised in the model with a

different approach, e.g. stacking with other indicators, using in
different granularities, or stacking multiple layers with varied
combination of granularities.

In addition, practically the peak valley prices are the most
important points for financial analysts to make trade decisions.
We had persuaded this direction by designing two methods
for our investigation. One method is to use extra specific
evaluation metrics, including PVRMSE, and PVMAE (section
[[V-B), which focuses on peaks and valleys during the model
evaluation. The other one is to use customized loss functions,
including Lgpy, Lypy and Lyguse (section [[V-A3), to accel-
erate the model converging speed by explicitly encouraging
the model learning towards the direction of finding peak and
valley points. The results in section [V-A] indicate that the loss
functions designed in this research do help for speeding up the
model learning and improving the model performance. These
two methods are recommended to be used by research with
the same purpose.

Finally, the result in section@ illustrates that the combina-
tion of GRU with the attention outperforms other combinations
of RNN variants and attention being used in our seq2seq model
in solving the problem of time-series trend forecasting. Its
performance also exceeds that of the traditional ARIMA, the
benchmark ANN model. Thus, it illustrates that GRU with
attention mechanism would be the preferred solution in future
studies.

VII. FUTURE WORKS

Although there are many achievements in this research as
described in section [VI] due to the limitations of time and
computational resources, we did not investigate every aspects
on this line of work. Future works can focus on the following
aspects:

« From the financial perspective, find more features that
can be extracted to enrich the price data, and investigate
their effects on model performance.

o For the zigzag and similarity pattern features, perform
more experiments on extracting them with different gran-
ularities and test their effects on the model with different
set of combinations.

o Convolutional Neural Networks with 1-dimensional con-
volutional layers can be adopted to examine if they can
automatically extract features, and their effort on model
performance.

e Two loss functions, including the SPV loss Ly, and
MPYV loss Lypy, are parameterized with the allowance
of changing the weight coefficients of the error on peak
and valley points. More experiments can be carried out
to investigate the set of parameters for the loss functions
that would allow us to achieve the highest performance .

o The prblem with overfitting tends to emerge when we
continued to train the model with more epochs. The
model can be modified to add more measures to mitigate
this problem. Another measure that can be done is to train
the model with more data.



In this research, we only focus on using a fixed interval
for the training and testing data. Future studies can
expand this to the data with different intervals and other
currency pairs. Transfer learning can also be carried out to
verify if the model can be improved by training different
data.
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