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Abstract 

 

Current energy systems are primarily designed for centralized power generation and 

supplying bulk electricity to users with stable and predictable usage patterns. 

However, with the increasing penetration of renewable energy sources (RES), future 

energy systems will require greater flexibility and wider distribution of both demand 

and supply. Integrating RES on a large scale poses challenges to the hosting capacity 

of distribution systems. To address these challenges, the digitalization of energy 

systems through novel Information and Communication Technologies (ICT) 

infrastructure is essential. The shift from centralized to highly distributed systems 

necessitates increased coordination and communication efforts. This is because a 

distributed system is composed of multiple independent entities that need to 

communicate and collaborate effectively to accomplish a shared objective. 

Coordination and communication are necessary to ensure that the system is operating 

efficiently and effectively. 

Traditional centralized cloud-based data exchange schemes depend on a single 

trusted third party, this may lead to single-point failure and lack of data privacy and 

access control. To overcome these issues, a novel approach is proposed for 

exchanging data within power systems using blockchain technology. This approach 

enables users to securely exchange data while maintaining ownership. The 

experiments conducted demonstrate that the proposed approach can handle more 

users and enables information and data exchange within power systems.  

Secondly, this thesis proposes an Artificial Neural Network (ANN) based prediction 

model to optimize the performance of the blockchain-enabled data exchange 

approach. A use case for exchanging data within the power system is implemented on 

the proposed platform using various performance metrics. The results of the proposed 

approach are compared to two other schemes: the baseline scheme and an optimized 

scheme. The evaluation results indicate that the proposed approach can enhance 

network performance when compared to the baseline and optimized schemes. 

In summary, the proposed novel approach to ICT infrastructure for successfully 

exchanging information and data within power systems entities. The performance of 

the novel approach is evaluated based on the ability to handle multiple users, 

scalability, reliability, and security. 
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1.1 Background  

 

Traditional energy systems are primarily designed for centralized power generation, 

providing bulk electricity to users with stable and predictable usage patterns. However, 

as RES becomes more prevalent, future energy systems will require greater flexibility 

and wider distribution of both demand and supply. Gartner defines digitization as the 

implementation of digital technologies to change a business model and create new 

revenue and value-generating opportunities. It is the journey towards becoming a 

digital business [1]. The energy system has been moving towards digitalization for the 

past 10 years. The primary focus to date has been on the operation of infrastructure 

and the implementation of the Smart Grid concept. The present concept of 

digitalization is very broad and it includes social aspects as well. With the idea of Smart 

Grid, digitization involves new factors which are: 

• New business models for customer involvement 

• Integration of different power sector entities 

The hosting capacity of distribution grids is currently challenged by the large-scale 

integration of RES. The digitalization of energy systems using ICT is considered a 

crucial element in addressing these challenges [2]. Numerous changes brought about 

by the shift from centralized to distributed management have necessitated more 

coordination and communication efforts. Interoperability is needed on various levels, 

from connectivity to regulatory policy, among system operators and market 

participants for improved cooperation [3]. The European Mandate M/490 has outlined 

an approach for interoperability within the smart grid [4] The complexity of the power 

system has made it challenging to specify the requirements between actors in the 

Smart Grid. ICT will play a crucial role in the transition of the energy sector. 

The integration of RES like solar and wind into distribution networks has presented 

TSOs and DSOs with new difficulties. Due to their decentralized nature, it can be 

difficult for TSOs and DSOs to have complete visibility and control over the entire 

system. This can result in problems such as power imbalances, voltage fluctuations, 

and difficulties in forecasting energy demand [5,6]. RES, such as solar and wind, can 

be distributed and unpredictable, creating challenges for TSOs and DSOs in terms of 

managing power flows and ensuring the stability of the grid. Congestion management, 



3 
 

voltage regulation, and frequency are key aspects of supply security, as they ensure 

that the power system can meet the demand for electricity while maintaining stability 

and reliability. To ensure supply security in these areas, it is essential to maintain 

overall system balance. TSOs and DSOs need to enhance visibility on each other's 

systems. As the concern increases that one operator's actions may have a significant 

impact on other system operators, overall system control has decreased as a result of 

the replacement of conventional generation techniques with RES at the transmission 

and distribution level [7]. It is common practice for TSOs and DSOs to exchange 

information and data, but to enhance overall system interoperability, exchanging data 

within power systems must be considerably improved [8]. This will not only make the 

system operate more smoothly overall, but it will also enable other power system 

entities to participate. As the level of information and data exchange increases, 

businesses will have more options to operate more flexibly when controlling demand 

and generation [8]. 

Interoperability is considered a key facilitator in Smart Grids and is defined as "the 

ability of two or more devices from the same vendor, or different vendors, to exchange 

information and use that information for correct cooperation" [9]. Interoperability in the 

context of Smart Grids refers to the ability of different devices, systems, and 

technologies to communicate and work together seamlessly, regardless of their 

manufacturer or protocol. This means that devices from different vendors should be 

able to share information and work together in a coordinated way to achieve common 

goals. Without interoperability, different devices and systems in a Smart Grid will not 

be able to effectively communicate with each other, which would make it difficult to 

manage and control the grid. According to this definition, two or more systems are 

considered interoperable if they can perform a specific function together by 

exchanging information. Figure 1-1 illustrates the concept of interoperability. This 

definition is considered valid for the entire Smart Grid. 
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Figure 1-1 Concept of Interoperability [9] 

 
GridWise Architecture Council [GWAC2008] introduced interoperability categories that 

describe the requirements to attain interoperability between the systems [10]. From 

the definition mentioned previously, interoperability is classified into three main 

categories: technical, informational, and organizational. Figure 1-2 below illustrates 

the Interoperability classification by GWAC. All of these categories are covered by the 

standards and specifications. 

  

Figure 1-2 Interoperability classification by GWAC [10] 

 

Cross-cutting issues were defined by GWAC (Global Grid Forum) in 2008. These 

cross-cutting issues are defined as issues that affect several or all categories of a 
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system. Some of the issues are energy efficiency, cybersecurity, resource 

identification, reliability/scalability, and system evolution [11]. 

 1.2 Research Motivation 
 

The majority of today's energy systems are built for centralized power generation, 

which delivers large amounts of electricity to consumers with steady and predictable 

usage patterns. Since RES like solar and wind are extremely weather-dependent and 

can be dispersed and unpredictable, this creates challenges for the energy system in 

terms of managing power flows and ensuring the stability of the grid. As the integration 

of these sources increases, it requires a more flexible and even distribution of demand 

and supply, The system must be capable of adjusting to the variations of these sources 

and balancing demand and supply accordingly. The increased demand for integrating 

RES puts pressure on the hosting capacity of distribution systems. To tackle these 

problems, new ICT infrastructure and the digitalization of energy systems are 

necessary. There have been significant changes brought about by the shift from 

centralized to highly dispersed system management, which has prompted more 

coordination and communication efforts. 

There are some areas in which TSO-DSO data exchange is limited frequently. Closer 

interaction between grid operators will need these grid areas for power systems 

operation and planning perspective [12].  

• Ancillary Services  

The distribution energy sources such as disturbed energy recourses 

(DRES) demand-side response (DSR), and flexible thermal generating units 

could provide ancillary services to the system. TSOs could benefit from 

these services to avoid the storage of ancillary services [12]. As a result of 

this, DSOs will need to become more active, as most of these services are 

connected to the distribution network. This will assist TSOs in providing a 

variety of system services using the distributed energy sources mentioned 

above [12]. It has been essential for both TSOs and DSOs to collaborate 

and exchange data about these flexible energy resources.  

• Congestion Management  

Congestion of the distribution and transmission grid is expected to become 

more consistent because of the variable generation being fed into the 
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network. This causes changes in power flow directions and paths. Active 

power management is a key tool that will help both the system operators 

deal with the issue of congestion [12]. Some of the methods that can be 

used to perform active power management are: managing energy storage 

devices, active power control RES, and a device like FACTS, or HVDC links 

are also used [12]. To cover the issue of overloading in the network a more 

optimal solution is needed. In this regard, TSO-DSO data exchange is of 

key importance so that actions can be taken by the grid operators.  

• Voltage Control  

TSOs are usually responsible for maintaining voltage levels at the desired 

range using devices like capacitors and tap changing of the reactor. DSOs 

also utilise these devices to regulate the distribution network's reactive 

power [12]. The voltage level of the system is an important factor in the 

efficient and stable operation of the power system. The voltage level must 

be maintained within a specific range to ensure that the equipment and 

devices connected to the power system are operating correctly. In this 

regard, data exchange between TSO-DSO regarding reactive power control 

resources is necessary to enable both network operators. More benefits can 

be exploited if devices on the DSOs side are made available for TSO usage 

and vice-versa [12].  

• System Security 

Ensuring the security of the power system is critical for maintaining the 

reliability and stability of the system. The power system is made up of many 

different components, including generation, transmission, and distribution, 

and ensuring the security of each of these components is necessary for the 

overall security of the system. 

Ensuring the security of the power system is a critical task and TSOs and 

DSOs play a vital role in this. The transmission system operators (TSOs) 

manage the planning and operation of the transmission network, while the 

distribution system operators (DSOs) are in charge of the management and 

maintenance of the distribution network. Improving collaboration between 

TSOs and DSOs is necessary to enhance the short-term and long-term 
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security of the system, as they can work together to coordinate the operation 

and maintenance of the transmission and distribution networks. 

However, TSO’s operational security analysis does not consider the 

distribution network's components due to a lack of information on the DSO 

side. This is because TSOs typically have less visibility and information 

about the distribution network, which makes it difficult for them to accurately 

assess and manage the security of the system. The exchanging of data 

between TSOs and DSOs will help secure the operation of the system by 

performing a joint assessment of security [12]. The collaboration of TSOs 

and DSOs will help utilize the capabilities of DRES which will contribute to 

restoring the system more quickly and securely. 

• System Planning and Development 

System planning and development need significant investment for the 

expansion of transmission and distribution grids. These activities need to be 

performed economically and efficiently. For development and integration 

purposes both transmission and distribution operators should work 

collaboratively to perform these functions effectively and economically [12]. 

By improving the collaborations decisions can be made jointly and 

unnecessary investments can be avoided. This collaboration will encourage 

intelligent investment on both sides of the grid.  

1.3 Blockchain comparison with existing methods 
 

Blockchain data exchange differs from other methods like IEC 61850 and SSL (Secure 

Sockets Layer) in several key ways. Here's a comparison of blockchain data exchange 

with these two methods: 

Data Integrity and Immutability: 

Blockchain: Blockchain ensures data integrity and immutability by using cryptographic 

techniques and a distributed ledger. Once data is recorded on the blockchain, it is 

extremely challenging to alter or delete it without consensus from the network 

participants. 
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IEC 61850: IEC 61850, primarily designed for communication in the electrical power 

system, focuses on data exchange and standardization but does not inherently 

guarantee data immutability or tamper resistance. 

SSL: SSL provides encryption and data security during transmission but does not 

inherently guarantee the immutability of data once it reaches the destination. 

Decentralization and Trust: 

Blockchain: Blockchain operates in a decentralized manner, eliminating the need for 

a central authority. Trust is established through consensus mechanisms, ensuring that 

data is validated and agreed upon by network participants. 

IEC 61850: IEC 61850 typically relies on centralized systems or trusted authorities 

within the power system, which may introduce single points of failure or vulnerabilities. 

SSL: SSL relies on trusted certificate authorities (CAs) to verify the identity of parties 

involved in data exchange. Trust is centralized around these certificate authorities. 

Ownership and Control: 

Blockchain: In a blockchain-based system, users retain ownership and control over 

their data. Smart contracts can automate data exchange while ensuring data 

ownership remains with the users. 

IEC 61850: Control over data may be more centralized within the electrical power 

system, and data ownership might not be as clearly defined in the standard. 

SSL: SSL secures data in transit but does not inherently address data ownership and 

control. Ownership and control are typically determined by the entities handling the 

SSL certificates. 

Transaction Transparency: 

Blockchain: Blockchain provides transparency through a public ledger where all 

transactions are recorded and visible to participants. This transparency enhances trust 

and accountability. 

IEC 61850: While it facilitates data exchange within the electrical power system, IEC 

61850 may not provide the same level of transparency, especially to external parties. 
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SSL: SSL encryption hides the content of data during transmission, making it secure 

but less transparent. 

Consensus Mechanisms: 

Blockchain: Blockchain networks use consensus mechanisms like Proof of Work 

(PoW) or Proof of Stake (PoS) to validate and agree on the state of the ledger. 

IEC 61850 and SSL: These methods do not incorporate consensus mechanisms as 

they primarily focus on secure data exchange and communication protocols. 

In summary, blockchain data exchange stands out for its focus on data integrity, 

decentralization, trust, user control, transparency, and consensus mechanisms. While 

IEC 61850 and SSL serve specific purposes in the context of data exchange and 

security, they may not provide the same level of data immutability and trust that 

blockchain technology offers, especially in scenarios where data tampering and trust 

are critical concerns. 

 1.4 Aim and objectives 
 

This research aims to enable the exchange of information and data within power 

systems in a scalable and secure manner. The research project focuses on three key 

aspects of ICT tools and techniques: interoperability, security, and scalability. By 

focusing on these three key aspects, the research project aims to develop new ICT 

tools and techniques that can help power system entities to exchange information and 

data in a more efficient, secure, and reliable manner, providing better integration and 

coordination between different entities of the power system. To achieve the aim, the 

following objectives will be addressed: 

1. To investigate the research area behind applying different ICT tools for 

exchanging information and data within the power systems. 

2. To review the literature on different coordination schemes to enhance 

interoperability within the entities of power systems. 

3. To address information and data exchange between TSOs and DSOs by 

developing a platform. 

4. The developed platform should be able to exchange information and data in a 

scalable, reliable, and secure manner. 
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5. The implementation of the use case for exchanging data within power 

systems using the proposed platform. 

6. To optimize the proposed platform to enhance the performance capabilities in 

terms of scalability.  

7. The comparison of the proposed platform with existing schemes to demonstrate 

its effectiveness in enhancing network performance 

1.5 Contribution to the knowledge 

 

The main contributions to knowledge, as presented in this thesis, can be summarised 

as follows: 

• Comprehensive Literature Review: The thesis starts by providing a thorough 

review of previous research studies and literature related to the topic. This 

review serves as a foundation for understanding the current state of the 

field. It focuses on identifying various Information and Communication 

Technology (ICT) tools and techniques used in power systems to exchange 

information and data. This sets the stage for the subsequent developments 

in the thesis. 

• Cloud Computing for data exchange: The thesis introduces the integration 

of Cloud Computing techniques into the power system. It highlights the 

scalability of this platform, which is crucial for accommodating an increasing 

number of users and enabling efficient information and data exchange within 

the power system. This integration represents a significant advancement in 

the field. 

• Service-Oriented Methodology with Virtual Machines: The thesis outlines 

the use of a service-oriented methodology, implemented on virtual 

machines (VMs), to ensure secure and reliable data exchange within power 

systems. The approach utilizes clusters of VMs, which are software-based 

simulations of physical servers, to create a cloud computing platform. 

Multiple use cases are deployed on this platform to validate its suitability 

and effectiveness for practical applications. 

• Blockchain-Centric System Architecture: A major contribution is the design 

of a system architecture centered around blockchain technology. This 

architecture ensures the integrity of shared data within power systems. It 
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also emphasizes user control and ownership of data, which is a critical 

aspect of data exchange in sensitive environments like power systems. 

Additionally, the use of Smart Contracts for workflow automation enhances 

the efficiency and trustworthiness of data exchange processes. 

• Optimized Performance with Artificial Neural Networks (ANN): The thesis 

proposes the use of Artificial Neural Networks (ANN) as a learning-to-

prediction model to optimize the performance of the blockchain-based data 

exchange platform. By estimating optimal latency and throughput, this 

model enhances the scalability of the platform. This contribution addresses 

a critical aspect of real-world implementation, ensuring that the system can 

handle the demands of a dynamic power system effectively. 

 

1.6 Thesis layout 
 

The research is organized into seven chapters. Chapter 1 outlines the motivations of 

the research presented in this thesis. The research has been conducted to understand 

how ICT tools can help in exchanging information and data within power systems for 

operating the overall system efficiently and securely. Therefore, relevant information 

regarding the background is provided in the section. The main aim and objectives of 

the research are presented in section 1.3. Following the introductory chapter, the next 

five include includes more details regarding the theoretical background and the thesis 

objectives. 

In Chapter 2, the importance of power system information exchange is discussed by 

reviewing the relevant literature. To be specific a brief overview of the challenges faced 

by TSOs and DSO is presented. Then a detailed review of the importance of 

enhancing the information exchange in the power system is presented. The chapter 

also reviews the ICT tools that can be useful in increasing interoperability for power 

system users. These approaches are examined, and relevant literature is provided in 

this chapter. 

Chapter 3 presents a review of ICT tools that can be useful in increasing 

interoperability for power system users. These approaches are examined, and 

relevant literature is provided in this chapter. Cloud computing platforms and 

blockchain platforms are critically evaluated in this chapter. 
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Chapter 4 presents the detailed architecture of the proposed cloud platform for the 

exchange of information and data within power systems. A service-oriented approach 

for mapping the Business Use Case services on a VM cluster is presented in this 

chapter. To establish the data exchange cloud platform's suitability for the intended 

use of priority information and data needs, it is assessed for scalability and reliability. 

Chapter 5 introduces our blockchain-based platform for the secure sharing of 

information and data within the power system. By integrating blockchain and big data 

technologies like Hadoop, the proposed approach aims to provide a secure, efficient, 

and scalable solution for exchanging information and data within the power system. 

Blockchain is a decentralized digital ledger that records transactions across a network 

of computers. It is often used for secure and transparent record-keeping, and it can 

provide a solution to the current limitations of a centralized system. Trustworthy 

transactions of data are ensured by our proposed blockchain platform. The testing 

results will give an insight into the proposed approach's effectiveness in addressing 

the issues of data exchange in power systems. 

Chapter 6 proposes a novel deep Artificial Neural Optimization (ANN) based scheme 

for performance optimization for blockchain-based information and data exchange 

platforms. This framework is used to determine the optimal block size and block 

interval to achieve high throughput and low latency for our platform. A range of use 

cases is tested to validate the effectiveness of the proposed scheme.  

Chapter 7 summarizes the key findings of the work presented in this thesis, 

highlighting the major contributions of the thesis. Additionally, this chapter outlines the 

research's limitations and provides suggestions for further study. 
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2.1 Introduction 
 

In recent years, the methods used to generate, transmit, and distribute electricity have 

undergone a shift in the electrical power system. Additionally, the network's power flow 

has changed from being unidirectional to bidirectional. Congestion on the transmission 

and distribution networks has increased as a result of the addition of more RES to the 

system. To ensure the safe and reliable operation of active power systems, managing 

these changes and the growing interactions across the networks will continue to be a 

significant challenge. As a result, there is a greater need and demand for increased 

engagement between TSOs and DSOs. This chapter presents the main issues with 

the interaction between TSOs and DSOs and discusses the literature review of 

different possible implementations of ICT tools such as cloud computing and 

blockchain to enhance the interaction between different power system entities. 

2.2 Challenges faced by TSOs and DSOs 
 

The common challenges that are faced by TSOs and DSOs include: 

• Renewable energy integration 

• Enhance controllability and observability of grid 

• Flexible electricity market 

2.2.1 Renewable energy integration 
 

In recent years, traditional methods of electricity generation through fossil fuels have 

decreased, while the use of RES, such as solar and wind power, has increased [13]. 

The integration of RES into the grid is happening at an unprecedented pace, and TSOs 

and DSOs are playing an important role in facilitating this transition. They are 

responsible for integrating these renewable sources into the grid and ensuring that the 

power system remains stable and reliable. Some European countries have 

successfully made this renewable integration. TSOs and DSOs are dealing with the 

problems that are being faced in integrating these sources. Even though RES are 

connected to the grid, they have not yet been fully integrated into grid operations. This 

means that TSOs and DSOs are still working on developing the necessary 

infrastructure and technology to enable full integration of RES into the grid operations. 

[14]. In the future, this integration of non-consistent energy sources will increase and 
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it will be unsustainable. To support this, these traditional generating units play an 

important role. Network constraints often happen at distributions and transmission 

networks because of the abundance of variable RES. This issue needed to be handled 

more efficiently and economically [15]. 

2.2.2 Enhance controllability and observability of grid 
 

TSOs and DSOs are facing new challenges as a result of the growing integration of 

unstable energy resources. Because of this integration, there is limited or no 

controllability and observability [16]. TSOs are lacking observability as large 

generation facilities are connected to lower voltage levels. On the other hand, DSOs 

have no observability over the transmission network. A greater need for TSOs and 

DSOs cooperation is required over the observability issue to adequately support each 

other in system operation [17]. There is a significant reduction in generation 

controllability as countries are moving towards more non-traditional ways of generating 

electricity. These common issues are faced by both TSOs and DSOs to improve the 

observability and controllability of the system. 

2.2.3 Facilitate flexible electricity market 
 

With consumers showing interest in managing and producing their electricity, there is 

a new opportunity to make the electrical system more adaptable. Consumers can 

benefit from this non-discriminatory access to the electricity market [18]. The flexible 

service provided distribution side can further be exploited. TSOs and DSOs are 

responsible for coordinating these decentralized assets for dependable and secure 

system operation. To keep the network running smoothly and safely while keeping 

costs down, these resources can offer ancillary services [19,20,21]. A non-

discriminatory use of these resources can benefit the whole electrical system [22]. 

With other stakeholders, TSOs and DSOs need to improve existing barriers to exploit 

these flexible resources transparently and competitively. 

2.3 Common challenges among TSOs and DSOs  

 

Common challenges that are posed by TSOs and DSOs are described in the above 

section. Stronger collaboration between TSOs and DSOs is needed to address these 
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challenges. Potential areas that need improvement concerning TSO-DSO 

collaboration are presented in Table 2.1. 

Table 2-1 Areas required improvement in TSO-DSO interaction 

Areas to improve TSO-DSO Interaction Solution 

Voltage control Coordination between TSO-DSO using 

flexible resources connected to the 

distribution network (reactive power 

management) 

System Security Joint assessment of TSO-DSO to 

mitigate anticipated risk. TSO-DSO both 

contribute to system restoration by 

exploiting resources available at the 

distribution side. 

System planning Collaborative planning of transmission 

and distribution network 

State estimation To improve state estimation, data 

exchange by both TSOs and DSOs is 

required on each other’s network 

Congestion management Collaborative use of flexible resources 

mainly connected to the distribution side 

will help in active power management in 

real-time 

Ancillary services TSO and DSO coordination is needed to 

harness flexible resources connected to 

the distribution network. 

Optimal work planning Wider operation planning through shared 

coordination between TSOs and DSOs 

 

To enhance the visibility of each other's networks, TSOs and DSOs must collaborate 

more effectively. This includes sharing information and data about the status and 

operation of their respective networks. However, the information exchanged between 

TSOs and DSOs needs to be handled with great care as it may contain sensitive and 
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confidential information. To improve observability, TSOs and DSOs need to classify 

the data they exchange and ensure that only the necessary information is shared. 

Additionally, TSOs and DSOs need to adopt suitable protocols and standards to 

ensure that the data is exchanged in a format that can be easily understood and used 

by the other participants [16,23]. TSOs and DSOs should work together to define 

common principles to improve their coordination. 

2.4 Data exchange practice in TSO-DSO interaction 
 

It is necessary to define the data based on the roles that are played by the various 

system operators to make certain that TSOs and DSOs have access to the information 

that is necessary for them to effectively fulfill their responsibilities [23,22]. 

2.4.1 Principles of data exchange 
 

The fundamental principles for data exchange between TSOs and DSOs include: 

• Data security and privacy 

• Ensure competition in the electricity market and enable new business partners 

in the market 

• Non-discriminatory access to data 

• Data preservation guarantee 

• Cost-efficient data exchange 

• Exchange of data using standards 
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Figure 2-1 TSO-DSO data exchange principles [23] 

2.4.2 Requirements for data exchange 
 

The data exchange requirements are based on the roles that are performed by TSOs 

and DSOs. This data exchange can be classified differently. The data exchange 

requirement that TSOs and DSOs must work jointly is [24]: 

• Frequency of data exchange 

• Type of data exchange 

• The granularity of data exchange 

The frequency of data exchange is an important factor to consider when exchanging 

information and data between TSOs and DSOs. For real-time data exchange, such as 

monitoring the status of the power system and responding to potential issues, a higher 

frequency is needed [24]. The type of data exchange between TSO and DSO is divided 

into different types: 

• Real-time data refers to data that is collected and made available at the exact 

time it is generated. It is used for real-time analysis of the transmission and 

distribution system. This type of data is important for monitoring the status of 

the power system and responding to potential issues, such as power outages 
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or equipment failures. It is also useful for load forecasting, system balancing, 

and for providing accurate data for market operations and settlement [24]. 

• Scheduled data refers to data that is collected and made available at a 

scheduled time interval. This type of data is used for the analysis of operational 

security for transmission or distribution systems during the time interval of 

operational planning. It is used for short-term forecasting, and also for long-

term planning, such as to evaluate the future power flows, identify the potential 

congestion, and balance the system accordingly [24]. 

• Structural data refers to general information from the network and its relevant 

grid. It is used for distribution and transmission system operation and security 

analysis at any time interval and also used for system planning. It includes 

information such as the physical layout of the transmission and distribution 

networks, the location and specifications of power generators, transmission 

lines, and transformers, and the characteristics of the loads connected to the 

system [24]. 

The granularity of data refers to the degree of detail and specific information that is 

included in the data. The granularity of data needed by TSOs and DSOs depends on 

the tasks that they perform [25]. For example, TSOs may require more detailed data 

for real-time monitoring and control of the transmission network, while DSOs may 

require more detailed data for distribution network management [25]. 

2.4.3 Concept of observability area 
 

The observability area is defined as the area of the power system that a system 

operator observes to properly operate its grid [25]. Each system operator has a 

responsibility area, which is the area that it is responsible for managing and 

maintaining. The observability area includes the responsibility area, as well as the 

surrounding areas that can affect the responsibility area. 

The concept of observability area is important for data exchange between TSOs and 

DSOs because it helps to ensure that the necessary data is collected, stored, and 

shared in a format that can be easily understood and used by the other party. By jointly 

defining the observability area, TSOs and DSOs can agree on the specific data needs 

and the level of detail that is required for each task [25].  As these Small Unbundled 
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Generators (SUGs) are connected to the distribution network, it means that they have 

a great impact on the observability area of the TSOs and DSOs. The grids that are 

electrically close to the TSO-DSO interface are the ones that affect the observability 

of TSOs and DSOs [25]. The following figure 2-2 depicts the concept of observability 

area. 

 
 

Figure 2-2 Observability area concept [25] 

Currently, there is no established scheme for data exchange between TSOs and 

DSOs with SUGs. Figure 2-3 illustrates different possibilities of exchange schemes for 

data exchange between TSOs and DSOs with SUGs. These different possibilities of 

exchange schemes are designed to improve the observability and coordination of the 

power system, enabling TSOs and DSOs to effectively handle the integration of RES 

and ensure continuity of power supply to the end-users. The data exchange scheme 

must be agreed upon by TSOs, DSOs, and SUGs and it should be supported by the 

definition of the observability area of each other’s network [25]. 
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Figure 2-3 TSOs data exchange with the distribution connected SGUs [25] 

2.5 System operation and flexibility market roles and responsibilities evolution 
 

To increase cooperation among system operators, several position papers are being 

published to address the changes to the roles and responsibilities [26,27]. The 

following sections explain the important elements of these evolutions. 

2.5.1 System operations 
 

Optimal system planning and operation are supported by cooperation between system 

operators. For this relevant information is needed to be exchanged between system 

operators. This calls for a regulatory framework that will set the following criteria: i) 

reliability, ii) data privacy, iii) transparency, and iv) cost efficiency. Regarding different 

stages of system operation, such as long-term, short-term, and real-time, TSOs and 

DSOs need to improve data sharing to have better visibility into each other's network. 

To build a common understanding of each other's network, sharing a power system 

overview among all system operators is crucial [28]. This will help to ensure that all 

system operators are aware of the current state of the power system and any potential 

issues that may arise. By having a clear and detailed overview of the system, it will be 

easier for all system operators to manage the integration of new market participants 

and to ensure the continuity of power supply to the end-users [27]. Both network 

operators should work together in defining the requirements for observability [29]. 
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2.5.2 Flexible market design 
 

All entities connected to the transmission and distribution grid should participate in the 

energy market and offer their services. TSOs and DSOs should make sure that these 

services are available to all market consumers. A market framework defined by both 

TSOs and DSOs is required to make the market more flexible and accessible [54]. 

These flexible recourses can create a conflict between TSOs and DSOs depending 

on who will use these resources and for what purpose. Allocation of these resources 

should be based on economic and technical optimization [54]. A regulatory framework 

is needed to resolve the issue of allocating flexible resources between TSOs and 

DSOs [26]. 

The current balancing market is evolving and will keep evolving in the future. Some 

key point needs to be considered in this evolving market: i) trading for balancing 

purpose, ii) operational grid constraint to be included in the market for short time 

intervals, iii) economic way of using flexible resources [30]. More suitable flexible 

resources should be integrated into the market to support system operators [31]. 

2.5.3 Roles and responsibilities 
 

Both TSOs and DSOs are responsible for the secure operation of their networks. This 

means that they must ensure that the power system is operating stably and securely 

and that the continuity of power supply to the end-users is maintained. One of the key 

responsibilities of TSOs and DSOs is to manage the grid, including the management 

of voltages and congestion on the grid [32]. The situation is evolving on the distribution 

side and more distributed energy resources are connected to the distribution network. 

New roles might emerge for DSOs in this regard. With the integration of RES and the 

increasing adoption of distributed energy resources, DSOs will play an important role 

in grid operations [31]. The roles of DSOs in the future will be of neutral market 

facilitators and providing security to the system operation. As market facilitators, DSOs 

should make sure that resources are available on the distribution side to the flexible 

market. DSOs will also be contributing to system security by providing support to the 

TSOs by providing a solution to the system-wide problems [32]. Similar rules are 

defined for TSOs as well. Both market participants cannot act as commercial service 

providers [32,33]. 
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The current development in the market has not only changed roles of TSOs and DSOs 

but also of other market participants. The role of third-party aggregators is also 

evolving with time. In some countries, these third-party aggregators allow customers 

to take part in demand response. There is a lot of work going on regarding the 

standardization of the framework that will define the operational structure between 

third-party aggregators and balance response parties [31]. Transparency of these 

rules is important for the participants taking part in the flexible market [34]. Considering 

the heterogeneity of the roles and responsibilities, a one-fit-all solution cannot be 

provided. 

2.6 Regulation and network code concerning TSO-DSO data exchange 
 

The need for greater TSO-DSO collaboration is recognized by the regulators. Greater 

collaboration is required by both TSOs and DSOs to support the power system as a 

whole [35]. Considering this greater need, progress has been made in recent years to 

create an appropriate structure to support future TSO-DSO collaboration. At the 

European level Network code (NCs) provide the basic structure for TSO-DSO future 

collaboration. However, TSO-DSO collaboration is not directly explained in NCs. 

There are several topics discussed in NCs that are directly or indirectly relevant to 

TSO-DSO cooperation. The network codes developed are, i.e., system operation 

codes, network connection, and market-related codes. These network codes are 

drafted with guidance from the Agency for the Cooperation of Energy Regulation 

(ACER). The following is the details grid code that focuses on TSO-DSO data 

exchange [36]. 

2.6.1 Connection-related network codes 

 
Connection codes and regulations are in place to ensure that generators, demand, 

and high voltage direct current are connected to the power system safely and securely. 

2.6.1.1 Connection requirements for generators 
 

The network code related to generators will increase competitiveness across the 

market. New generators connected to the grid must respect these harmonizing 

standards. 
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2.6.1.2 Connection requirements for demand code connection 
 

Increasing the integration of renewable generation units is one of the main aims [37]. 

These connection codes set requirements for individual or third-party aggregation for 

demand facilities. 

2.6.1.3 Connection requirements for high voltage direct current 
 

These connection codes specify the requirements for High voltage direct current 

(HVDC) [38]. These codes are used for long-distance direct current (DC) connections 

i.e., interconnectors in Europe, HVDC submarine cable connections, and NorNed. 

2.6.2 Operation-related network codes 
 

Network codes are guidelines that have been developed by the European Union (EU) 

to ensure the proper functioning of the electricity market and the secure and efficient 

operation of the power system. These codes are relevant in the context of TSO-DSO 

data exchange as they define the rules and regulations for exchanging data among 

system operators. The main network codes that are relevant to TSO-DSO data 

exchange include Operation Planning and Scheduling (OPS), Operation Security 

(OS), Frequency Containment Reserves (FCR), and Frequency Restoration Reserves 

(FRR) [39]. 

• The guidelines on Operation Security (OS) set out rules and requirements for 

a transmission system that are applied to system operators including TSOs, 

DSOs, and other market participants. Both TSOs and DSOs should define and 

agree on the process of managing and providing real-time data exchange. 

These codes encourage real-time data exchange and provide a framework of 

the structure for this exchange of data. 

• The guidelines on FCR and FRR encourage closer cooperation between TSOs 

and DSOs in the integration of RES. It provides guidelines for DSOs to act as 

an aggregator and Dos should collaborate. These codes emphasize increasing 

the observability of system operators on each other’s networks. DSOs should 

set limits on time before the reserve action happens. These limitations should 

happen transparently. System operators should collaborate on these 

arrangements. 
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• The guidelines on operation planning and scheduling (OPS) explain the 

minimum requirements for system operators to ensure operational planning is 

done in a coherent and coordinated way. This operational planning should 

apply to all relevant stakeholders i.e. TSOs, DSOs, and market participants. 

There is a need for stronger cooperation among system operators as emphasized in 

network codes related to the operation. This greater cooperation will increase the 

frequency of data shared among system operators. The available data will enhance 

the system’s observability which will provide a more accurate picture of the state of 

the system. In summary, data exchange between TSOs, DSOs, and other market 

participants is crucial for the efficient and secure operation of the power system. 

Therefore, all parties need to agree on the format and frequency of data to be 

exchanged for effective information sharing. 

2.6.3 Market-related network codes 
 

In the power system, the market-related network codes are divided into three 

categories: Forward Capacity Allocation (FCA), Electricity balancing (EB), and 

Congestion Allocation and Congestion Management (CACM). The FCA codes are 

related to the long-term market and forward markets, where participants can trade and 

secure capacity for a long time in advance [40]. These codes also set methodologies 

for defining bidding zones' capacity and criteria and processes to review bidding 

zones. FCA and CACM are not related to the relevant analysis and are not been further 

explored. 

EB guidelines [41] are available for TSOs to share the resources that are used by them 

for balance generation and demand. These codes allow new participants to take an 

active part in this market. Electricity balancing guidelines will help provide system 

security, lower costs to consumers, and fewer emissions. These codes encourage 

data exchange between TSOs and DSOs concerning imbalance settlements. These 

codes allow the stage for the balance server providers and the requirements need to 

be defined by DSOs in terms of balance service providers. 
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2.7 TSO and DSO collaboration in the context of smart grid 
 

For exchanging data between TSOs and DSOs, communication infrastructure tools 

are important nowadays. Such infrastructures are connected to the power systems 

devices and components to meet the requirements of communication. There are lots 

of communication technologies already implemented in existing power systems. 

Communication infrastructure that is developed in a power system must have ‘’wide 

bandwidth and low latency to support massive real-time data collection and data-

driven large-scale grid optimization” [42]. An ICT system in the power system is a vital 

tool for monitoring, controlling, and optimizing the grid. To be effective, the system 

must meet certain requirements. One of the most important requirements is that the 

system must be able to provide reliable and secure transmission of wide-area field 

measurements and control commands. This is important for managing voltage and 

frequency throughout the entire network [43]. Fibber optical and wireless cellular 

technologies are considered to be appropriate for TSO-DSO communication. The data 

flow in the smart grid is shown in Figure 2-4. 

 

Figure 2-4  Bidirectional flow of data within smart gird [43] 
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The concept of the smart grid enables the free movement of data between different 

parts of grids. Different layers interact with each other in a smart grid that ensures a 

more secure and reliable operation through the network [43]. 

2.8 TSO-DSO data exchange ICT requirements 
 

For future smart grids communication network is of great importance, it is considered 

the central nervous system. Communication infrastructure is important for 

collaboration between TSOs and DSOs [44]. This infrastructure will meet the 

challenges of connecting various power system devices and components. 

Communication standards are defined for communication technologies to perform 

tasks associated with them. The standards available for communication devices 

provide flexibility, scalability, and interoperability between the devices but raise 

security concerns. Inside the power system and electricity markets, different 

communication protocols are implemented to apply different levels of security. 

Different communication technologies are currently applied in the power system. The 

reference architecture given by IEC TR 62357-1 explains the complexity of data 

exchange within the power system. These communication technologies must have the 

diversity to connect to the system devices. low bandwidth and high ability to support 

large real-time data are required by communication infrastructure [44]. This section 

reviews the current ICT infrastructure and models used for data exchange between 

TSOs and DSOs. 

2.8.1Current ICT infrastructure 
 

This section explains the current efforts being made to develop an infrastructure to 

enhance collaboration within power systems.  

2.8.1.2 Explanation of reference architecture 
 

TSO-DSO reference architecture explains the services and communication protocols 

that are used for power system management [45]. It emphasizes the boundaries 

between different standards where harmonization is necessary. The reference 

architecture is layered with minimal dependencies between each layer. It consists of 
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TC57 standards and the interface between them. TSO or DSO Reference Architecture 

with standards to be used is shown in Figure 2-5. 

 

Figure 2-5 Reference Architecture example for TSO or DSO information exchange 
[45] 

 

Part A of the Reference Architecture explains business integration between different 

stakeholders, data applications, and representation for distribution and transmission 

systems. In this section, data is represented using CIM-defined standards. The syntax 

and semantics for data exchange are based on CIM standards. 

Part B of the Reference Architecture specifies the communication with external 

devices. The objects in the upper part of the models communicate using WAN (high-

speed data links). Communication between field devices is more heterogeneous and 

it uses communication network topologies. SCADA is an example that uses both types 

of interface. 

2.8.1.3 ICT data models 
 

Data transfer is a crucial aspect of TSO-DSO collaboration for the efficient and reliable 

operation of the power system. When it comes to data representation, it is important 
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to consider the application layer protocols and software interfaces. Data models can 

be classified into two categories: abstract models and concrete models. 

Abstract models are technology-independent and are typically created using Unified 

Modelling Language (UML). They provide a high-level view of the data and its 

relationships, making it easier to understand the data's purpose and usage. 

Concrete models, on the other hand, are technology-specific and are typically 

implemented using languages such as Extensible Markup Language (XML) or 

JavaScript Object Notation (JSON). XML (Extensible Markup Language) is a widely 

used markup language that is designed to store and transport data in a structured and 

human-readable format. JSON is a lightweight and widely adopted data interchange 

format. It is based on a subset of the JavaScript language and is easy for both humans 

and machines to read and write. JSON is commonly used in web APIs, configuration 

files, and various data exchange scenarios in modern web development. They provide 

a detailed view of the data and its implementation, making it easier to understand how 

the data is used in the system. 

In TSO-DSO collaboration, both types of data models play an important role in 

understanding and utilizing the data effectively. It is important to have a clear 

understanding of the data representation and the different ways it can be classified for 

successful data transfer. 

When an abstract model is implemented using technology, a concrete model is 

obtained. The standards for abstract models are IEC 61970/61968/62325, Common 

Information model (CIM), and IEC61850 [45]. For major power system components, 

CIM is the standard used for abstract modeling. CIM provides syntax and semantics 

for data exchange. 

The TCP/IP (Transmission Control Protocol/Internet Protocol) model is another 

networking model that is widely used and is often compared to the OSI model. It is a 

more practical and commonly implemented model that corresponds closely to the 

functionality of the Internet. Let's discuss both models in terms of system 

interoperability: 
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OSI Model and Interoperability: 

The OSI model is a theoretical and comprehensive framework that divides the 

networking process into seven distinct layers, each with its specific functions. While 

the OSI model provides a clear and structured approach to understanding networking 

protocols, it is not directly implemented in practice. Instead, it serves as a reference 

model for creating and understanding real-world networking protocols and 

technologies. 

Interoperability in the context of the OSI model can be challenging because different 

vendors and systems may implement networking protocols differently. As a result, 

ensuring seamless communication and compatibility between devices from different 

manufacturers can be complex and may require extensive testing and standardization 

efforts. 

TCP/IP Model and Interoperability: 

The TCP/IP model, on the other hand, is a more pragmatic and widely used networking 

model, especially in the context of the Internet. It consists of four layers: 

Application Layer: Corresponds to the OSI Application Layer. It includes protocols like 

HTTP, FTP, SMTP, and DNS, facilitating end-user interactions with network services. 

Transport Layer: Combines the functions of both the OSI Transport and Session 

Layers. The two most important protocols in this layer are TCP (Transmission Control 

Protocol) and UDP (User Datagram Protocol). TCP provides reliable, connection-

oriented communication, while UDP offers unreliable, connectionless communication. 

Internet Layer: Corresponds to the OSI Network Layer. This layer is responsible for 

routing packets across different networks and is where the IP (Internet Protocol) 

operates. 

Link Layer: Corresponds to both the OSI Data Link and Physical Layers. It includes 

protocols and technologies related to the physical network medium and data link 

establishment, such as Ethernet and Wi-Fi. 

Interoperability in TCP/IP Model: 

The TCP/IP model has facilitated interoperability to a significant extent, particularly 

because it is the foundational model of the Internet. Most networking equipment and 
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devices are built to be compatible with TCP/IP standards, leading to a high level of 

interoperability on the Internet. 

TCP/IP's success in achieving interoperability is due to its practical design and 

widespread adoption. The simplicity of its four-layer structure and the versatility of IP 

as a routing protocol have made it the de facto standard for networking in a global 

context. 

However, it's essential to note that even though TCP/IP facilitates broad 

interoperability at the network and transport layers, the application layer can still face 

challenges. Different applications may use proprietary or non-standard protocols, 

leading to potential issues in communication between specific applications or services. 

In summary, while both the OSI model and TCP/IP model provide frameworks for 

understanding networking protocols and technologies, the TCP/IP model's practical 

implementation has contributed to greater system interoperability, particularly in the 

context of the Internet. The TCP/IP model's standardized approach at the network and 

transport layers has been instrumental in achieving seamless communication and 

connectivity across a vast array of devices and networks worldwide. However, 

achieving complete interoperability still requires adherence to common standards and 

protocols across all layers, especially at the application layer, to ensure smooth 

communication between various systems and services. 

2.8.2 Overview of the current communication infrastructure 
 

There is a growing interest in studying TSO-DSO cooperation, and as a result, there 

is a lot of ongoing research in this area. However, it is a relatively new topic and most 

of the research currently available is at a conceptual level. This section reviews the 

most recent conceptual models for TSO-DSO cooperation. 

2.8.2.1 Coordination schemes present in Smart NET 
 

The Smart Net project presents five coordination schemes for optimized interaction 

between TSOs and DSOs in managing data exchange for the better use of ancillary 

services. These coordination schemes provide the architecture for this interaction, and 

specific roles are defined for each scheme, which are taken up by system operators. 

These roles include the management of data exchange, the coordination of ancillary 



33 
 

services, and the optimization of system performance. These schemes aim to enhance 

TSO-DSO interoperability, resulting in improved supply reliability and congestion 

control. By implementing these coordination schemes, the Smart Net project aims to 

improve the efficiency and effectiveness of data exchange between TSOs and DSOs 

in the power sector [46]. Details of these schemes are presented below. 

Centralized AS market- In this scheme, TSO without the involvement of DSO can use 

the resources connected to both transmission and distribution networks. This scheme 

limits the involvement of DSOs, but still, has to provide observability over its network. 

Local market- In this scheme DSOs will solve the issues on the distribution network 

and after solving will offer the remaining resources that are available to TSOs. DSOs 

will operate the local market where TSOs can indirectly contract with DER via that 

market. 

Common TSO-DSO market- In this scheme both TSOs and DSOs have a common 

object to lower the cost of the resources needed by both system operators. Both 

system operators should coordinate together which resources should be used to deal 

with local constraints to maintain flexibility on both networks. 

Integrated flexible market- In this scheme the market is open for all market operators 

i.e. both regulated and non-regulated. To guarantee neutrality an independent market 

operation is required. 

Shared balancing responsibility- In this scheme shared responsibilities regarding 

balancing are predefined. TSOs have no access to these resources on the distribution 

network, where DSOs will arrange a local market for balancing purposes as agreed 

with TSOs. 

2.8.2.2 Service platform by ENTSO-E 
 

A service platform is developed by ENTSO-E that is used for data exchange between 

TSO and regional security coordinators [47]. The operational planning data 

environment (OPDE) supports the implementation of the Common information model 

(CIM). The Common Information Model is an international standard for data exchange 

in the energy field. OPDE supports Advance Message Queuing protocols for data 
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exchange. An OPDE service platform can be used for TSO-DSO cooperation in the 

future. OPDE is divided into three categories, providing specific services: 

Energy communication platform- It is a communication platform that is for message 

delivery. This platform has additional features like security, transparency, reliability, 

and portability. 

EDX network- The EDX network is composed of two modules: toolbox and Service 

Catalogue. Both of these modules have their responsibility. Toolbox deals with the 

messaging interface and message delivery on the other hand Service catalog deals 

with the management of the network. 

An operational planning data management network- OPDM is an application that is 

used for providing operational data. Both the client and service provider can interact 

using specific messages. 

2.8.2.3 TDX-ASSIST project 

 

In this project novel ICT techniques are developed for secure and scalable data 

exchange between TSOs and DSOs. The three main aspects of data exchange using 

ICT tools developed in this project are Security, Scalability, and Interoperability [48]. 

In this project, substantial work has been done regarding developing Business Use 

cases (BUCs) details are in Chapter 4. 11 business use cases were developed, and 

13 System Used Cases (SUCs) were extracted regarding performing the field test. All 

the BUCs and SUCs were developed using the Modsarus© tool. Different 

demonstrations were done by different in this project for Security, Scalability, and 

interoperability. The defined BUCs and services are presented in Figure 2-6. 
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Figure 2-6 Business use cases defined in the TDX-Assist project [48] 

2.8.2.4 TSO-DSO Coordination Models 

 

Transmission System Operators (TSOs) and Distribution System Operators (DSOs) 

play crucial roles in the operation of the electric power grid. Coordination between 

these two entities is essential to ensure the reliability and efficiency of the power 

system. Various coordination models and approaches have been developed to 

facilitate this collaboration. Here are some common TSO-DSO coordination models: 

Vertical Coordination Model: 

Overview: In the vertical coordination model, the TSO and DSO operate as distinct 

entities, each responsible for its part of the power grid. The coordination primarily 

occurs through hierarchical communication channels. 

Use Cases: This model is often used when the TSO and DSO have well-defined 

responsibilities and do not frequently need to interact. 

Information Sharing and Data Exchange: 

Overview: TSOs and DSOs can establish information-sharing protocols and data 

exchange standards to improve coordination. This model focuses on the seamless 

exchange of operational data and information. 
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Use Cases: Information sharing can include real-time grid data, load forecasts, outage 

information, and more. It is essential for both planning and real-time grid management. 

Market-Based Coordination: 

Overview: Market-based coordination involves creating markets or platforms where 

TSOs and DSOs can buy and sell various grid services, such as flexibility, capacity, 

or demand response, to balance supply and demand. 

Use Cases: This model encourages market participants to provide grid support 

services and fosters cooperation between TSOs and DSOs to ensure grid stability. 

Integrated Control and Coordination: 

Overview: Integrated control and coordination models aim to merge the operational 

functions of TSOs and DSOs to some extent. This can include joint dispatch of 

resources, shared control rooms, and combined planning efforts. 

Use Cases: This model is particularly relevant in situations where the boundaries 

between transmission and distribution systems are blurred, such as in the integration 

of distributed energy resources (DERs). 

Active Network Management (ANM): 

Overview: ANM systems provide real-time visibility and control of distribution 

networks. They enable automatic or manual interventions in response to changing grid 

conditions and can be coordinated with TSO operations. 

Use Cases: ANM systems help manage congestion, voltage control, and the 

integration of renewable energy sources at the distribution level, which has 

implications for the overall grid. 

Multi-Agent Systems (MAS): 

Overview: Multi-agent systems involve the use of software agents that represent 

TSOs, DSOs, and other entities in a decentralized manner. These agents negotiate 

and make decisions to optimize grid operations. 

Use Cases: MAS can be used for real-time coordination, market transactions, and 

demand-side management, enabling efficient interactions between TSOs and DSOs. 

Regulatory Frameworks and Standards: 
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Overview: Regulatory authorities often play a role in shaping TSO-DSO coordination 

models. They establish rules, guidelines, and standards to ensure fair and effective 

collaboration. 

Use Cases: Regulatory frameworks can mandate data sharing, define roles and 

responsibilities, and encourage the adoption of coordination technologies. 

These TSO-DSO coordination models aim to address the evolving challenges posed 

by increasing grid complexity, the integration of renewable energy sources, and the 

need for more efficient and reliable grid operations. The choice of coordination model 

may vary depending on the specific regulatory environment, market structures, and 

grid characteristics in a given region. 

2.9 Chapter Summary 

 

This chapter reviewed the main principles and challenges for exchanging 

information data within the power system. It also included the role and 

responsibilities of power system entities in the power system for exchanging 

information. Afterward, the overview of the current ICT infrastructure is reviewed. 

The concept of observability area both from TSOs and DSOs points of view is 

explained in the survey conducted. TSOs and DSOs must have adequate 

observability over each other’s network concerning data exchange. The current 

TSO-DSO data exchange platforms were also discussed based on the available 

literature. The five most relevant challenges identified in the literature are: 

• TSOs and DSOs need to enhance visibility over each other's networks. 

• Need to coordinate operational optimization in different time scales. 

• Facilitate consumers to take part in the market. 

• The need for a well-organized and coordinated network design. 

• Integration of variable renewable energies for better management of the 

networks. 

 

However, there are still a series of challenges and issues to be addressed to improve 

the current level of information exchange within the power system.  
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3.1 Introduction 

 

Chapter 2 addressed the necessity of data exchange and provided an overview of 

the current infrastructure dedicated to this purpose. In this chapter discusses the 

technologies used for exchanging information and data in the context of the thesis. It 

emphasizes the importance of digitalization of energy systems using new ICT 

infrastructure and addressing the challenges of interoperability within power system 

entities. The chapter goes into detail about the specific technologies and protocols 

used for data exchange and how they can be applied to improve communication and 

coordination within the power system. It also discusses the benefits and limitations 

of these technologies and the potential impact they can have on the overall efficiency 

and reliability of the power system. Overall, this chapter aims to provide an in-depth 

understanding of the role of ICT in power systems and how it can be leveraged to 

solve interoperability issues. 

3.2 Cloud computing for data exchange 

 

Cloud computing is a pivotal technology for enhancing data exchange in power 

systems. It enables utilities and grid operators to efficiently store, process, and share 

vast amounts of data critical for managing electrical grids and ensuring reliability. 

Cloud platforms offer scalable storage solutions, data analytics tools, and secure 

communication channels, facilitating real-time data sharing among various 

stakeholders. This fosters improved grid monitoring, predictive maintenance, and 

faster response to outages or demand fluctuations, ultimately leading to a more 

resilient and efficient power system. Additionally, cloud-based solutions enhance 

cybersecurity measures, safeguarding critical power infrastructure against emerging 

threats. Exchanging information between TSOs and DSOs in the cloud has various 

advantages. Cloud computing refers to the delivery of various computing services, 

including servers, storage, databases, networking, software, analytics, and 

intelligence, over the Internet [49]. It allows individuals and organizations to access 

and use these services without the need to own or manage the underlying physical 

infrastructure [50].  

The following are the key features of Cloud computing: 

• Resource pooling: Cloud providers can dynamically allocate and reallocate 

resources based on demand, which helps to optimize resource usage. 
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• Rapid elasticity: Cloud resources can be quickly scaled up or down as needed. 

• Measured service: Cloud providers can track and report on the usage of 

resources, which allows for billing based on usage. 

• Scalability: Cloud computing allows for near-unlimited scalability, making it 

easy to handle large amounts of data and a large number of users. 

• Availability: Cloud providers offer a high availability of resources, which allows 

for minimal downtime. 

• Security: Cloud providers use various technologies and best practices to help 

ensure the security of data and systems in the cloud. 

• Cost-effective: Cloud computing can help reduce costs by allowing users to 

pay only for the resources they use, and by eliminating the need for expensive 

hardware and IT staff. 

 
Cloud computing provides three services which are infrastructure as a service (IaaS), 

platform as service (PaaS), and software as a service (SaaS) [49]. These services 

are explained further below. 

• Infrastructure as a Service (IaaS) 

This type of cloud computing, known as Infrastructure as a Service (IaaS), 

provides virtualized computing resources such as servers, storage, and 

networking over the internet [51]. IaaS providers allow customers to rent 

computing resources on-demand, on a pay-as-you-go basis, providing 

flexibility and cost efficiency. Examples of IaaS providers include Amazon 

Web Services (AWS), Microsoft Azure, and Google Cloud Platform (GCP). 

• Platform as a Service (PaaS) 

This type of cloud computing, known as Platform as a Service (PaaS), allows 

for the creation, testing, and deployment of applications without the need to 

handle the underlying infrastructure. PaaS providers offer various services 

such as databases, web servers, and development environments, which can 

be utilized to develop and run applications. PaaS providers are particularly 

useful for developers as they abstract away the need to manage 

infrastructure, allowing them to focus on building and deploying applications. 

Examples of PaaS providers include AWS Elastic Beanstalk, Microsoft Azure 

App Service, and Google App Engine. 

• Software as a Service (SaaS) 



41 
 

This type of cloud computing delivers software applications over the internet. 

SaaS providers offer a variety of applications such as email, customer 

relationship management, and accounting that can be accessed and used by 

customers over the internet. Examples of SaaS providers include Salesforce, 

Microsoft Office 365, Cloudera, and Google G Suite. Figure 3-1 below shows 

the services of Cloud Computing. 

 

 
Figure 3-1 Cloud Computing Services [49] 

3.2.1 Cloud computing types 
 

There are three types of Cloud Computing. Types of Cloud computing are discussed 

in this section. 

• Private Cloud 

Private cloud computing is a type of cloud service that is provided through a 

private network and is only accessible to a select group of users [50]. It offers 

organizations greater control, security, and compliance over their data and 

applications. This type of cloud service allows organizations to keep sensitive 

data and critical applications on-premises and to tailor the infrastructure to their 

specific needs. It also allows organizations to manage and maintain the 

infrastructure in-house, which can be beneficial for organizations with specific 

security or regulatory requirements. There are several ways to implement a 

private cloud, such as using virtualization technologies to create a virtualized 

infrastructure within an organization's data center, using dedicated hardware to 
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build a dedicated infrastructure, or using a combination of on-premises and third-

party resources, which is known as a hybrid cloud. 

• Public Cloud 

Public cloud computing is a service that is available to the general public and 

is provided by a third party over the Internet. With public cloud computing, 

customers can access the scalability, flexibility, and cost-effectiveness of 

cloud computing without having to invest in and manage their infrastructure. 

Public cloud providers, such as AWS, Azure, and Google Cloud, offer a wide 

range of services including computing power, storage, databases, and 

network services that can be used to build and run applications. The public 

cloud also allows for easy integration with other services and data sources 

and can be used for various types of workloads such as testing and 

development, running production applications, and big data analytics [50]. 

• Hybrid Cloud 

A hybrid cloud is a combination of Public and Private Clouds. This cloud is 

managed independently, but the data and applications can be shared among 

the clouds [49,50]. A hybrid cloud allows organizations to keep sensitive data 

and critical applications on-premises in a private cloud while leveraging the 

scalability and cost-effectiveness of public cloud services for non-sensitive 

workloads. This enables organizations to benefit from the increased security 

and control of private clouds for sensitive data, while also enjoying cost 

savings and scalability from public clouds for non-sensitive workloads. A 

hybrid cloud also allows organizations to move workloads between private 

and public clouds as their needs change, providing increased flexibility and 

agility. 

 

3.3 Cloud computing advantages 

 

Following are some advantages of applying cloud computing for exchanging 

information and data within power systems. 

• Scalability and Flexibility: 

Cloud services allow users to scale their computing resources up or down as needed. 

This elasticity is especially beneficial for businesses with fluctuating workloads. You 
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can easily increase resources during peak demand and scale down during quieter 

periods. 

• Cost-Efficiency: 

Cloud computing operates on a pay-as-you-go model, where users only pay for the 

resources they consume. This eliminates the need for upfront capital investments in 

hardware and software. It also reduces costs associated with maintaining and 

upgrading infrastructure. 

• Accessibility and Ubiquity: 

Cloud services are accessible from anywhere with an internet connection. This 

facilitates remote work, collaboration among geographically dispersed teams, and 

access to data and applications on various devices (e.g., smartphones, tablets, 

laptops). 

• High Availability and Reliability: 

Leading cloud providers, such as Amazon Web Services (AWS), Microsoft Azure, 

and Google Cloud Platform (GCP), offer robust infrastructure with redundant data 

centers. This results in high availability and reliability, reducing the risk of downtime 

and data loss. 

• Automatic Updates and Maintenance: 

Cloud providers handle server maintenance, software updates, and security patches. 

This relieves users from the burden of managing these tasks, ensuring that systems 

are up-to-date and secure. 

• Data Security and Compliance: 

Cloud providers invest heavily in security measures, including encryption, access 

controls, and monitoring. Many of them also offer compliance certifications, making 

it easier for businesses to meet regulatory requirements in various industries. 

• Disaster Recovery and Backup: 

Cloud services offer robust disaster recovery solutions. Data is often replicated 

across multiple data centers, ensuring that it can be recovered even in the event of 

a catastrophic failure. Automated backup options further enhance data protection. 

• Resource Pooling: 

Cloud computing allows multiple users to share resources, benefiting from 

economies of scale. This leads to cost savings and efficient resource utilization. 

• Innovation and Rapid Development: 
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Cloud platforms provide access to a wide range of development tools, databases, 

and other services that can accelerate application development and innovation. 

Developers can easily experiment and deploy new features without the need to 

procure hardware. 

• Environmental Sustainability: 

Cloud providers often have data centers that are more energy-efficient and 

environmentally friendly than traditional on-premises data centers. By using cloud 

services, organizations can reduce their carbon footprint. 

• Global Reach: 

Cloud providers have data centers distributed across the globe. This allows 

organizations to deploy applications and services closer to their target audience, 

reducing latency and improving user experience. 

• Analytics and Big Data: 

Cloud platforms offer powerful analytics and big data processing capabilities. 

Organizations can harness the scalability and storage options of the cloud to analyze 

vast amounts of data and gain valuable insights. 

• Collaboration and Integration: 

Cloud services facilitate collaboration among teams and integration with other cloud-

based or on-premises systems. This interoperability can streamline business 

processes and improve productivity. 

 

3.4 Virtual Machines advantages 

3.4.1 Security 
 

VMs have become increasingly popular due to their ability to emulate computer 

environments, provide isolation for different users, revert to previous states, and 

support remote launch [52]. These features enhance security by implementing 

hardware abstraction and isolation, making it more difficult for attackers to gain 

unauthorized access to data and resources on the physical machine. The ability to 

restore a VM to a previous state before an attack or data loss occurs improves 

malware removal and data preservation. Additionally, the capability to remotely start 

and stop VMs reduces the opportunities for attackers to plan and execute their 

attacks. VM infrastructure has the potential to be more secure than physical server 
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infrastructure [52]. Hypervisors run outside of the VMs, allowing them to detect 

malware, which is why VMs are considered a more secure option. 

 

Figure 3-2  Virtual machine architecture [52] 

 

3.4.1.1 Abstraction 
 

Each VM is given its own strictly restricted resources, and VMs abstract the hardware 

layer. Additional security is offered by this abstraction layer [52]. An attacker has 

complete control over the computer once they get access to the hardware layer. 

Operating systems limit hardware access by abstracting away hardware specifics, 

which explains how the same operating system can run on two separate computers 

with various hardware setups [53]. In other words, programmers and hackers cannot 

interact with the hardware since the operating system does. Complete hardware and 

operating system abstraction are produced by VMs. An application running locally on 

a physical device is aware of the operating system it is using. However, it's important 

to note that the host operating system and any running processes within it are not 

visible to the guest operating system as shown in Figure 3-3. Even though it is 

operating in a virtualized environment, the guest is unaware of it. This makes it harder 

for attackers to manipulate and gain control over the machine, as they are not aware 

of the specific details of the host environment. 
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 Figure 3-3 Abstraction of physical resources [53] 

 

Because they are so much more straightforward than conventional operating 

systems, hypervisors are much simpler to secure [53]. In comparison to a 

microkernel, a hypervisor has a smaller code base and a hardware compatibility 

layer, which makes it simpler for programmers to reduce flaws and vulnerabilities. 

The hypervisor's main responsibility is to assign and connect physical resources to 

each VM. Each virtual computer isolates the visitor and blocks unauthorized guests 

from accessing resources. This implies that only one virtual computer can be 

compromised at a time by attackers, not the entire real machine. 

3.4.1.2 Isolation 
 

Each guest operating system is given the freedom to function independently thanks 

to the hypervisors' division of physical resources into separate entities. Any other 

VMs on the server or the host operating system shouldn't be impacted by an assault 

on this particular VM [54]. This contrasts with multi-user operating systems, where 

an attack might potentially impact every user. Each user in a VM infrastructure has 

access to a particular VM either directly or indirectly. Access to files, including the 

ability to read, write, or execute them, is determined by the file system within a multi-

user operating system. VMs offer more security than regular multi-user computers 

due to their isolation and abstraction [55]. The hypervisor can delete hacked VMs or 

restore them to their original condition. 
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3.4.1.3 State Restore 
 

The capacity of VMs to roll back to a previous state is often praised. Typically, a file 

on the host is where the contents of each VM's virtual disc are kept. When 

modifications are made or at regular intervals, the majority of VMs take a snapshot 

of the virtual disk's contents [56]. State restore is not only convenient, but it also 

perfectly removes viruses and contributes to data integrity. Services like backup and 

Windows' System. While physical computers also try to provide the feature of 

restoring to a previous state, they often fall short as they are unable to combine all 

system settings and data into a comprehensive state [57]. State restore, which might 

return unpatched states and cause inconsistencies in the server infrastructure, 

unfortunately, makes security procedures more difficult. 

3.4.1.4 Remote Control 

 

One of the advantages of VMs from a security perspective is the ability to remotely 

start them, which allows for the machines to be active and accessible when needed. 

This is different from physical servers which are often left on all the time, even when 

not in use. Limiting the amount of time, a computer is online is an effective defense 

against potential attacks [58]. For example, if a virus affects one computer on a 

network, only online VMs will be affected. Keeping VMs in use and closely monitored, 

as they can be called up as needed, increases the likelihood of detecting an intrusion. 

This is because a person is more likely to notice an intrusion when actively using a 

computer than when it is not in use. 

3.4.1.5 External Monitoring 

 

Because VMs only use a portion of the hardware resources available, it is easy to 

monitor resource utilization and identify malicious software from outside the VM. 

Operating systems are typically physically installed with virus protection. However, 

advanced attackers have found various ways to circumvent virus protection, giving 

them access to an unprotected operating system. However, the hypervisor or a 

specially approved VM that can see software activities can keep an eye on VMs. The 

latter approach is recommended since it restricts the hypervisor's function, keeping it 

as straightforward and secure as feasible. The dedicated VM is only given access to 

the resources allotted to the monitored VM by the hypervisor. A single dedicated VM 
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that is only used to keep an eye on other running VMs is seen in Figure 3-4. These 

monitors are employed, among other things, in forensic analysis, integrity checking, 

honeypot systems, and intrusion detection systems (IDSs) [58]. To prevent malicious 

code from gaining access beyond the VM, the VM can be turned off or shut down if 

an attack is detected by the monitoring system and hypervisor [59] if it is being 

watched by an external process. The paradox with physical machines is that they 

cannot accurately tell if they contain a virus if they do. VMs, however, do not 

experience this issue. 

 

 

Figure 3-4 Dedicated external monitor [59] 

3.4.2 Scalability 

When it comes to scalability in the area of cloud computing, there are generally two 

types of scalability that are presented below: 

Vertical scalability: It is the ability to add more resources to the same server or 

hardware to make it bigger or do more. For example, you could add more processing 

power to a server to make it go faster [60]. It can be done by adding more hardware 

to the same thing, like hard drives, servers, CUs, and so on. It gives the operating 

system and applications more resources that they can use together [61]. This type of 

scalability may also be referred to as scaling up or scaling in. Vertical scaling is thought 

to be the easier way to grow because servers on cloud platforms like AWS are already 

virtualized, making it easy to add new hardware. Figure 3-5 shows how the number of 

servers in a cluster can grow vertically. 
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Figure 3-5 Vertical scaling of servers in a cluster [61] 

 

Horizontal scalability: Multiple pieces of hardware or software, like servers or 

networks, can be connected to the system or resources so that they work as one 

logical unit [62]. It means adding more resources that all do the same job. In the case 

of servers, for example, it could add more servers as needed to make the logical unit 

faster or more available. One can have two, ten, or more of the same server doing the 

same work instead of just one. It is also called scaling up or scaling down. However 

horizontal scaling makes the system harder to understand. Not only do updates, 

security, and monitoring need to be done on multiple servers, but applications, data, 

and backups also need to be in sync across many instances [63]. Figure 3-6 shows 

how servers in a cluster can grow horizontally. 

 

 

Figure 3-6  Horizontal scaling of servers in a cluster [63] 
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In general, a cluster of VMs, employed to develop a data exchange cloud platform, 

has the following scalability advantages, which are data storage, computing power, 

versatility, time saving, and cost-saving respectively. 

3.4.2.3 Versatility 

Cloud computing enables dynamic reconfiguration of infrastructure and workloads to 

fit current needs, without being tied to past equipment and assets, as they no longer 

need to be maintained. This makes it possible to create private networks that function 

as hybrid clouds or multi-cloud deployments, addressing existing issues and concerns. 

With cloud computing, it is possible to make real-time adjustments to ensure that the 

IT infrastructure meets the current requirements. This flexibility and scalability 

provided by cloud computing make it a valuable solution for organizations looking to 

manage and optimize their IT infrastructure [66]. 

3.4.2.1 Data Storage 

Cloud services provide a variety of services, storage is one of the most important. 

Having sufficient storage space is crucial for storing important files, hosting 

applications, and safeguarding valuable customer data. Cloud computing allows for 

scalable data storage to meet availability needs without incurring the capital costs 

associated with expanding physical infrastructure. This eliminates the need to manage 

a constantly growing collection of hard drives and allows organizations to easily adapt 

to changing storage needs. 

3.4.2.2 Computing Power 

Cloud computing has transformed the way IT infrastructure is managed by providing 

easy access to high-performance computing resources. This technology allows for 

utilizing powerful software development tools, analyzing data through advanced 

analytics programs, and creating products and services that drive significant business 

outcomes. The cloud environment enables organizations to scale computing power as 

per their needs, whether it be handling temporary traffic spikes or increasing capacity 

for permanent increases in workloads. This flexibility and scalability make cloud 

computing a cost-effective and efficient way to manage IT resources and adapt to 
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changing business requirements. It is a crucial solution for organizations looking to 

optimize their IT infrastructure and stay competitive in the market [65]. 

3.4.2.4 Time Saving 

Managing modern infrastructure can be challenging and time-consuming, often 

diverting resources away from innovation. Utilizing cloud computing and data centers 

for computing solutions instead of on-premises alternatives can free up technical 

resources for more innovative projects, rather than dedicating them to troubleshooting 

and management [67]. 

3.4.2.5 Cost Saving 

The use of cloud computing can result in cost savings for both equipment and power 

and cooling. The ability to adjust resources as needed also reduces risk. Additionally, 

many applications may run more efficiently in the cloud and can be easily migrated. 

These cost savings can then be used to support further business growth [67]. 

3.5 Blockchain in Information and Data Exchange 

 

Before the emergence of blockchain technology, several key innovations paved the 

way for its development. One of the earliest precursors was cryptographic hashing, 

which allowed for the creation of a unique digital fingerprint for data. This enabled 

secure authentication and verification of information. Additionally, concepts like 

public-key cryptography, introduced by Whitfield Diffie and Martin Hellman in the 

1970s, provided a foundation for secure digital communication. The idea of 

distributed computing and consensus algorithms, exemplified by the Byzantine 

Generals' Problem and solutions proposed by researchers like Leslie Lamport, also 

contributed to the development of blockchain. Furthermore, in the late 1990s and 

early 2000s, projects like Hashcash and b-money introduced elements of proof-of-

work and decentralized digital currency, foreshadowing the core principles of 

blockchain. These precursors collectively laid the groundwork for the eventual 

creation of blockchain technology and its revolutionary impact on various industries, 

including power systems and data exchange. Blockchain is a digital ledger 

technology that is distributed, immutable, and secured using cryptography. It is used 

to record transactions across a network of computers. A blockchain is a digital record 

that is made up of a sequence of blocks, each containing a set of transactions. These 
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blocks are linked together using cryptographic hash functions, forming a chain. This 

creates an immutable and unchangeable record of transactions, which is why it's 

called a "blockchain". The most popular blockchain platforms are Bitcoin and 

Ethereum. Transactions on a blockchain are grouped, recorded permanently in 

blocks, and linked in a chronological and linear order to form a blockchain. Every 

block in the blockchain is identified by a hash of its block header. The method of 

creating blocks and appending them to the blockchain is utilized to monitor the entire 

chain of network activity, commencing with the first block in the chain [68]. Figure 3-

7 illustrates the basic blockchain structure. 

 

Figure 3-7 A basic blockchain structure [68] 

3.5.1 Types of Blockchain 
 

There are different types of blockchains based on the data they manage, the 

accessibility of that data, and the actions that users can perform. Bitcoin introduced 

public blockchains, where nodes are not trusted. There are two types of blockchains: 

public or permissionless and private or permissioned. Public blockchains are 

accessible to anyone and have an anonymous identity, and private blockchains are 

closed networks with a verified identity and restricted access. Public blockchains can 

also increase computational power as the block size and data size grow, making them 

highly decentralized and scalable [69]. Most public blockchains, like Bitcoin and 

Ethereum, currently use a type of Proof of Work (PoW) consensus mechanism. PoW 

is a consensus mechanism that relies on computational power to validate transactions 

and add them to the blockchain. It is a decentralized process where a group of users 

called "miners" compete to validate transactions by solving complex mathematical 

problems. Once a miner solves the problem, they broadcast the solution to the 
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network, and if other miners agree that the solution is valid, the block is added to the 

blockchain, and the miner is rewarded with cryptocurrency. PoW is a secure and 

robust mechanism, but it's also energy-intensive, which can make it less efficient and 

more costly. Although they function similarly to public blockchains, permissioned or 

private blockchains require user authentication before they allow them to join. For 

submitting transactions, reading transactions, and taking part in the consensus 

mechanism, users in permissioned blockchains may have varying levels of access. 

Permissioned blockchains can use lighter consensus methods due to the initial user 

filtering which accelerates transaction processing [70]. One well-known permissioned 

blockchain example is Hyperledger Fabric [71]. 

3.5.2 Blockchain platforms 
 

The first use of the blockchain was in Bitcoin [72]. It was primarily created to control 

and send Bitcoin (its cryptocurrency). The advent of Ethereum [73] brought with it the 

notion of smart contracts, which greatly expanded the potential of blockchain 

technology and opened up a range of new applications and opportunities for 

development. This led to the emergence of a new generation of blockchain platforms 

and an abundance of use cases. Decentralized applications and smart contracts are 

being built on various blockchain platforms today. These platforms have different 

features and capabilities, but they all use the core blockchain technology. to anyone 

in the world. They support integrated cryptocurrencies and allow for a trustless and 

decentralized system. However, they can have scalability issues and may not provide 

the same level of privacy as private blockchains. Permissioned blockchains are 

designed for specific use cases and have a defined set of participants. They may not 

have integrated cryptocurrencies and may require permission to join and participate in 

the network. They are more suitable for use cases where a high level of privacy and 

security is required such as Hyperledger Fabric, Corda, and Quorum. 

In terms of tools and developer community, Ethereum and Hyperledger Fabric have 

well-developed tools and strong developer communities, while others may provide 

minimal support for users and developers. It's also important to consider the network's 

performance, privacy, cost, and maturity when choosing a blockchain platform. 
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Table 3-1 compares various platforms. In this thesis, the Hyperledger Fabric platform 

is used for exchanging information and data. The most developed permissioned 

blockchain that is available is Hyperledger Fabric [71], and it is a perfect fit for 

exchanging information and data within the power system. The fundamental ideas 

behind these two systems are discussed in the paragraphs that follow. 

 

 

 

 Table 3-1 Blockchain platforms 

Platforms Public or 

permission 

Cryptocurrency Smart 

contract 

Consensus 

algorithm 

Bitcoin Public Yes Ivy PoW 

Ethereum Public Yes Solidity PoW and PoS 

Hyperledger 

Fabric 

Permissioned No Java, Go, 

Node.js 

PBFT 

Corda [74] Permissioned No Kotlin Pluggable  

Quorum [75] Permissioned No Solidity Raft 

3.5.3 Hyperledger fabric 
 

The Linux Foundation hosts the permissioned blockchain known as Hyperledger 

Fabric [71]. Hyperledger Fabric's modular architecture allows for the plugging-in of 

various components such as consensus and databases. The membership layer can 

authenticate users and grant access based on their level of access and system policy 

[76]. Hyperledger Fabric is particularly advanced in terms of permissions, as it allows 

for granular access control. For example, it can be configured to allow only certain 

users to submit transactions, execute specific smart contracts, and view the ledger 

state. This level of granularity allows organizations to control access to sensitive 

information and ensures that only authorized parties can access and make changes 

to the network. 

Chain code is a concept introduced by Hyperledger Fabric. Chain code is a program 

that executes throughout the execution phase and implements the application logic 
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[77]. The phrases "smart contract" and "chain code" are used synonymously in 

Hyperledger Fabric. The transaction logic is, however, represented by a smart 

contract, which is subsequently packaged as chain code and uploaded on the Fabric 

blockchain network [78]. Each smart contract in a chain code has a set of transaction 

specifications as its foundation, and a chain code may contain one or more smart 

contracts. All of the smart contracts contained in a chain code are made accessible to 

applications when it is deployed to the network. 

3.5.4 Hyperledger Fabric transaction validation and endorsement 
 

In Hyperledger Fabric, transactions are validated and endorsed by a specific subset 

of network participants called "endorsers." When a client submits a transaction, the 

endorsers receive the transaction and validate it according to the smart contract's 

business logic and the current state of the ledger. If the transaction is valid, the 

endorsers will "endorse" it by signing it with their private keys. These endorsements 

are then sent back to the client, who can then broadcast the transaction to the rest of 

the network for ordering and commit [79]. 

Once the transaction is committed, it becomes a part of the ledger and can be queried 

by other participants. The endorsement process plays a crucial role in ensuring the 

integrity and accuracy of the ledger by validating transactions before they are added 

to the blockchain.  This process certifies that only legitimate transactions are recorded 

on the ledger. Additionally, it allows for multiple levels of access control, as different 

endorsers can be assigned to different subsets of the network, and certain 

transactions can be restricted to certain endorsers [80]. 

When compared to other blockchain systems, such as Ethereum or Bitcoin, 

Hyperledger Fabric stands out because it validates transactions with the help of 

endorsement policies. Any node on the network is capable of submitting genuine 

transactions in such kinds of systems [81]. On the other hand, transactions in 

Hyperledger Fabric have to be confirmed by trustworthy entities within the network, 

which makes it more realistically simulate situations that occur in the real world. 

Hyperledger Fabric also offers key-level or state-based endorsement policies. This 

policy enables more granular policies that are recorded on the ledger. Because of this, 

it is possible to configure a one-of-a-kind endorsement policy for each key-value item 
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[82]. Endorsing peer nodes must verify the transaction before signing them. This is 

done to ensure that there have been no intermediate steps. A transaction is 

considered legitimate if it passes both of these checks successfully. 

3.5.5 Smart contracts 
 

Smart contracts are computer programs that run on a blockchain network and are used 

to automate the execution of certain actions or transactions. With the advancement of 

blockchain platforms that support programming languages, it has become possible to 

develop more complex smart contracts that can be applied in a wide range of 

situations. The blockchain ensures that smart contracts adhere to their terms and 

conditions. The use of blockchain technology ensures that once a contract is executed, 

it cannot be altered and all parties have access to the same information. This 

eliminates the need for intermediaries, such as lawyers or banks, to verify or enforce 

the contract. Smart contracts have the potential to transform the way we conduct 

business and interact with each other. They can automate complex processes, reduce 

the need for intermediaries, and increase transparency and security [83]. 

Several blockchain platforms use smart contracts, some of the most popular ones 

include: 

Ethereum: Ethereum is the most widely recognized platform for creating and executing 

smart contracts. It employs its programming language, Solidity, to compose and 

implement smart contracts. 

NEO: NEO is a blockchain platform that uses smart contracts to build decentralized 

applications. It uses a unique consensus algorithm called Delegated Byzantine Fault 

Tolerance (dBFT) to process transactions. 

TRON: TRON is a blockchain platform that uses smart contracts to build decentralized 

applications. Delegated Proof of Stake (DPoS) is used to process transactions. 

Cardano: Cardano is a blockchain platform that uses smart contracts to build 

decentralized applications. It uses a unique consensus algorithm called Ouroboros to 

process transactions. 
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Tezos: Tezos is a blockchain platform that uses smart contracts to build decentralized 

applications. It uses a unique consensus algorithm called formal verification to process 

transactions. 

Hyperledger Fabric: Hyperledger Fabric is an open-source blockchain platform that 

uses smart contracts to build decentralized applications. It is designed for enterprise 

use cases and supports multiple programming languages. 

These are just a few examples of the many blockchain platforms that use smart 

contracts. Each platform has its unique features and capabilities and is suitable for 

different types of projects and use cases. 

3.5.6 Consensus algorithm  
 

The validation of transactions in blocks is completed by the consensus mechanism, 

which also agrees with all peers. Several alternative consensus techniques vary in 

processing power, performance, scalability, and ability to tolerate disruptive behaviors. 

In their study of blockchain consensus algorithms, Nguyen and Kim [84] carried out a 

study on consensus methods. The consensus procedures are divided into two groups: 

proof-based and voting-based. In the proof-based approach, a leader (or leaders) is 

chosen who is in charge of authenticating and affixing blocks to the ledger.  

Proof of Work (PoW) [85] was first proposed by S. Nakamoto as a consensus 

mechanism for Bitcoin and later adopted by Ethereum. In the incentive-based PoW 

algorithm, miner nodes must solve a complex mathematical problem to earn rewards. 

This process is similar to repeatedly guessing a value, called a nonce until the problem 

is solved. The first miner to solve the problem is the winner and gets to create the next 

block [86]. This block is then broadcast to other nodes for validation. The validation 

process is relatively simple, and the group of transactions is added as a new block to 

the blockchain once the proposed block is confirmed to be valid. 

To make PoW less expensive, Peercoin [87] first incorporated proof of stake (PoS). 

The foundation of PoS is the demonstration of Bitcoin ownership. The network 

selected a miner for each round based on the stake amounts of the nodes. Wealthier 

nodes have a greater likelihood of being chosen. After other nodes have validated the 

block, the miner is rewarded for suggesting the correct block. PoS decreases 

computation, but it has the potential drawback of making rich nodes richer over time. 
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It implies that richer nodes would have a higher chance of being chosen every time 

[87]. 

Byzantine Fault Tolerance (BFT) is a consensus mechanism used to ensure that a 

distributed system can function properly even when some of its components fail or act 

maliciously. The term "Byzantine" refers to the Byzantine Generals Problem, which 

describes a scenario in which multiple generals, each commanding a portion of the 

Byzantine army, must reach a consensus on a strategy for attacking a city. In a 

distributed system, nodes may experience failures or act maliciously, which can lead 

to conflicting information. The BFT consensus mechanism addresses this problem by 

allowing nodes to reach a consensus through a process of communication and voting. 

There are several BFT algorithms such as Practical Byzantine Fault Tolerance (PBFT) 

[88], Federated Byzantine Agreement (FBA), and Delegated Byzantine Fault 

Tolerance (DBFT). These algorithms differ in terms of their communication patterns, 

the number of rounds of communication required, and the number of faulty nodes that 

the system can tolerate. Figure 3-8 shows the three phases in PBFT [89]. 

 

Figure 3-8 PBFT Operation [89] 

checksums for file integrity verification, all within the context of application-level 

interactions and services. 

3.5.7 Open Systems Interconnection Model 

 
The OSI (Open Systems Interconnection) model is a conceptual framework used to 

understand and describe how different networking protocols and technologies interact 



59 
 

with each other to enable communication between devices on a network. It consists 

of seven layers, each responsible for specific functions in the communication process. 

Let's identify where the technology described earlier (using blockchain and checksums 

for file validation) sits within the OSI model: 

Physical Layer: The Physical Layer deals with the physical transmission of data over 

the network medium, such as cables, switches, and network interfaces. The 

technology we described does not directly interact with the Physical Layer, as it 

operates at higher layers of the OSI model. 

Data Link Layer: The Data Link Layer is responsible for establishing and maintaining 

a link between two directly connected nodes on the same network. It ensures reliable 

data transfer over the physical link. The technology we described does not directly 

interact with the Data Link Layer either. 

Network Layer: The Network Layer is responsible for routing data packets between 

different networks, enabling communication between devices on different subnets or 

networks. The technology we described does not have a direct association with the 

Network Layer since it operates at a higher layer. 

Transport Layer: The Transport Layer is responsible for end-to-end communication, 

ensuring reliable and error-free data transfer between applications running on different 

devices. The technology we described does not reside at the Transport Layer either. 

Session Layer: The Session Layer is responsible for establishing, managing, and 

terminating sessions between applications on different devices. The technology we 

described does not have any specific interaction with the Session Layer. 

Presentation Layer: The Presentation Layer is responsible for data representation, 

ensuring that data from different systems can be interpreted and presented in a 

compatible format. The technology we described does not operate at the Presentation 

Layer. 

Application Layer: The Application Layer is the highest in the OSI model, and it directly 

interacts with the end-user applications. This layer includes protocols and services that 

end-users interact with directly. The technology described, which uses blockchain and 

checksums for file validation, primarily resides at the Application Layer. 
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Specifically, the technology uses the blockchain as a decentralized and immutable 

ledger to record file upload transactions and metadata. This ledger is an application-

level construct that ensures transaction transparency and integrity. Additionally, the 

validation of the file's authenticity through checksums (cryptographic hashes) also 

occurs at the Application Layer. These checksums are calculated and verified as part 

of the application's logic and are used to ensure the integrity of the file data. 

In summary, the technology utilizing blockchain and checksums for file validation 

primarily sits at the OSI model's Application Layer. It leverages the decentralized and 

immutable properties of the blockchain for recording transactions and employs 

3.5.8 Blockchain in power system 
 

Blockchain technology is a complex system that allows individuals to verify information 

and conduct transactions directly with one another in a trustless environment. Three 

essential properties of blockchain are security, transparency, and immutability [90]. 

These properties make blockchain technology unique and useful for various 

applications in the energy and power sectors, such as creating transparent and secure 

supply chains, enabling peer-to-peer energy trading, and providing secure and 

tamper-proof metering and billing systems. The absence of a third party can lead to 

cost, operational, and market efficiencies. Blockchain technology has the potential to 

be used in nearly any market, and many companies in the energy sector are exploring 

its use for grid-level transactions, peer-to-peer trading, energy financing, electric car 

charging, and tracking of RES. This can help to create more efficient, transparent, and 

secure systems for managing energy resources [91]. 

There is an urgent need for a more transparent and decentralized system. Such critical 

infrastructure requires a platform based on decentralized control while upholding tight 

reliability and security standards. A system that, instead of the other way around, 

adjusts to and supports new technologies and usage patterns. Because there are so 

many producing and/or consuming organizations in the distribution grid, blockchains 

can be utilized to enhance supply and demand balance, automated grid asset 

verification, increase the visibility of distributed resources and assets, and better TSO 

and DSO coordination [92]. As data is communicated immutably rather than being 



61 
 

transmitted, blockchains can simplify the process by eliminating intermediaries, 

reducing delays, and guaranteeing data integrity. 

3.6 Issues with Blockchain 

 
Several common challenges and concerns are associated with blockchain technology. 

Let me provide some insights into each of these issues: 

Scalability Issues: Scalability is a significant challenge in public blockchains like Bitcoin 

and Ethereum. As more users join the network, the transaction processing capacity 

can become limited, leading to slow confirmation times and high fees. Solutions like 

sharding and layer 2 scaling solutions (e.g., Lightning Network for Bitcoin and 

Ethereum's Layer 2 solutions) are being developed to address these problems. 

Energy Consumption and Environmental Concerns: Public blockchains that use Proof 

of Work (PoW) consensus mechanisms, like Bitcoin and Ethereum, require substantial 

computational power and, as a result, consume a significant amount of energy. This 

has raised concerns about their environmental impact. Some blockchains are 

transitioning to more energy-efficient consensus mechanisms like Proof of Stake 

(PoS) to mitigate these concerns. 

Lack of Privacy: Many public blockchains are designed to be transparent, making all 

transaction data visible to anyone. This lack of privacy can be a challenge, especially 

for use cases where confidentiality is crucial. Projects like Monero and Zcash aim to 

address this issue by implementing privacy-enhancing technologies. 

Regulatory and Legal Challenges: Blockchain and cryptocurrency regulations vary 

widely from country to country. Regulatory uncertainty can create challenges for 

blockchain projects and users. Compliance with anti-money laundering (AML) and 

know-your-customer (KYC) requirements is a common concern, as are tax 

implications and securities regulations for token offerings. 

User Experience and Accessibility Issues: Blockchain technology can be complex for 

non-technical users, which can hinder its adoption. Wallet management, key security, 

and the need to understand gas fees (in Ethereum) are some of the usability 

challenges. Improving user interfaces and educational resources can help address 

these issues. 
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Smart Contract Vulnerabilities and Security Risks: Smart contracts are code-based 

and can be vulnerable to bugs and vulnerabilities. High-profile incidents, like the DAO 

hack in Ethereum, have highlighted the importance of robust security practices in 

blockchain development. Ongoing code audits, formal verification, and best coding 

practices are used to enhance smart contract security. 

As the technology matures and evolves, solutions to these issues are likely to emerge, 

making blockchain more efficient, secure, and accessible for a broader range of use 

cases. 

3.6 Chapter Summary 
 

In this chapter two ICT technologies in terms of exchanging information and data are 

critically reviewed. These two technologies are implemented in the thesis to evaluate 

the best possible for future data exchange within the power system. These 

technologies have been evaluated based on multiple performance metrics. 
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Chapter 4 Cloud Data Exchange Platform 
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4.1 Introduction 
 

The use of cloud computing techniques for exchanging information and data between 

TSOs and DSOs has numerous benefits, making it a vital area of research for future 

smart grid systems. The proposed method in this research utilizes a cloud computing 

platform to enable the exchange of information and data between TSOs and DSOs, 

highlighting the advantages of using such a platform [93,94]. Many researchers have 

explored ways to use cloud computing to improve the efficiency, reliability, and 

scalability of power systems. Different cloud-based solutions, such as virtualization, 

distributed computing, and edge computing, address various challenges in power 

systems, such as integration of RES, demand response, and real-time monitoring 

and control [95,96]. Cloud computing allows for the distribution of work across the 

computational network, reducing the load on local computers. The main objective is 

to provide an ICT infrastructure that is scalable and cost-efficient. In this thesis, 

Cloudera has been selected as the data exchange platform because it can effectively 

and efficiently manage large quantities of data utilizing Apache Hadoop. 

Before selecting Cloudera for information and data exchange.  Three different cloud 

platforms were investigated namely; Cloudera, Amazon AWS, and Microsoft Azure 

for exchanging information and data between TSOs, DSOs, and other actors or 

participants. A range of Use Cases were implemented on three different platforms 

with different volumes of data to evaluate the performance of these platforms. All the 

requested data for data exchange is in XML format.  For data set 1, the size of data 

used for Use Case 1, Use Case 2, and Use Case 3 was 5MB, 8MB, and 2MB 

respectively. For data set 2, the size of data used was 7MB, 10MB, and 4 MB. For 

data set 3 the size of data used was 9MB, 12MB, and 6MB. The reason for using 

three different datasets is the evaluate different data exchange platforms while 

increasing the volume of data. The datasets used in these demonstrations were both 

realistic and simulated available by the TDX-ASSIST project. The results have shown 

that the TSO, DSO, and other grid actors can exchange the requested data through 

these platforms successfully. The subsequent graphs depict the results obtained from 

these experiments. 
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Figure 4-1 Execution time data set 1 

 

Figure 4-2 Execution time comparison data set 2 

 

Figure 4-3 Execution time comparison data set 3 

It is evident from figures, that the service execution time of Cloudera is less as 

compared to other platforms. It is mainly because in Cloudera actions are distributed 

on the virtual machine cluster. Cloudera has already deployed the Hadoop ecosystem 

and hence has a really strong performance in handling complex data. The execution 

time of Use Case 2 is higher in all three platforms because there are more actions 
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required for the data to be exchanged as explained in the previous section. The 

execution time of Use Case 3 for Amazon AWS and Cloudera is almost similar. The 

execution time of the Microsoft Azure data platform is higher in all three cases as 

compared to other data exchange platforms mainly because of the location of the 

data center. 

 

4.2 Introduction to the Cloudera data platform 
 

Cloudera offers a comprehensive platform that makes it simple to handle growing 

volumes and types of data in your enterprise. Its products and solutions allow for the 

deployment and management of Apache Hadoop and related projects and enable 

the manipulation and analysis of data while ensuring it remains secure and protected 

[97]. Cloudera Data Platform is capable of managing data in any scenario. The 

Cloudera Platform also lets system administrators protect a cluster by encrypting 

data, verifying users, and giving permissions. Figure 4-4 illustrates the overview of 

the Cloudera data platform in figure [96]. 

 

 

 Figure 4-4 Overview of Cloudera data platform [96] 

 

4.2.1 Cloudera data platform functionality 
 

Cloudera data platform consists of four parts, Data science and engineering, Data 

warehouse, Data science workbench, and operational Database [98]. These parts 

are briefly explained below. 
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• Data Science and Engineering 

Cloudera Data Science and Engineering is capable of performing advanced 

data engineering and machine learning at a scale regardless of the location 

of data. It can process all types of data from all sources [96,98]. High-

performance machine learning and continuous data processing streams are 

highly supported. Modern predictive analysis can be performed using 

Cloudera Data Science and Engineering as it gives better access to Apache 

Hadoop data. To ensure stable models Cloudera Data Science and 

Engineering provides a high-performance programming interface with 

modern liabilities. 

• Data Wearhouse 

Data Wearhouse provides an enterprise solution to modern analytics. It is 

capable of analyzing all sorts of data, unstructured, semi-structured, 

machine-generated, and traditional data sources in a single Data warehouse 

environment. It is an auto-scaling, highly synchronized, and cost-effective 

hybrid solution. It provides a safe and secure solution with almost zero time 

with reduced IT cost [96,98]. In addition to that, for easier experimentation 

machine learning techniques and algorithms are present. 

• Data science workbench 

The data Scientist can manage analytics pipelines using the Cloudera data 

Science workbench. It is a safe and self-service data Science platform. 

Existing tools and techniques, such as Python and Scala can be used in the 

platform for the data science team to run experiments. Any library can be 

installed within an isolated project environment and has direct access to 

secure clusters using Spark and Impala. Data pipelines can easily be 

monitored using built-in job secluding. It gives the leverage to share results 

with the whole team [96,98]. 

• Operational database 

It is an open-source platform with technologies such as Apache HBase, 

Apache Kudu, and Apache Spark. It can extract real-time inside of big data 

with high- concurrency and security. Security and governance are the core of 

this platform, which helps secure data and fulfills the needs of the industry. It 

can compare real-time data with historical data for better analysis of future 
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events. An operational Database can process real-time data with 

continuously changing data for better decision-making [96,98]. 

4.2.2 Cloudera platform security 
 

Data encryption and user authorization techniques are used by the system 

administrator to secure the cluster in the Cloudera platform. As this platform is 

designed to deal with large amounts and types of data, Cloudera clusters meet 

evolving security requirements that are imposed by industries, government, and 

regulating agencies [99]. Lightweight Directory Access Protocol (LDAP) and 

Kerberos are used by Cloudera clusters for the authentication process. Kerberos 

provides a strong authentication mechanism. It uses cryptographic mechanisms 

rather than using a password alone.  

To protect data Cloudera provides an encryption mechanism. It is a process that uses 

digital keys to encode various components so that only the concerned users can 

decode and view the items. In Cloudera when this protected data is persisted on the 

storage devices it is called HDFS encryption. And when this data moves on the 

network it is called SSL encryption. Protecting the data specifically means encrypting 

the data when it is stored on the device and decrypting the data only by the authorized 

person when it is needed [100]. Figure 4-5 below explains the encryption mechanism 

of Cloudera. 

 

 

Figure 4-5 Encryption mechanism in Cloudera [100] 
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4.3 Architecture design of the platform 

 

Cloud computing is a technology that allows for on-demand access to computer 

system resources, such as data storage and computing power, without the need for 

direct management by the user [101]. The technology that enables cloud computing 

is virtualization, which enables the separation of a physical computing device into 

one or more virtual devices. These virtual devices can be easily managed and used 

to perform computing tasks. Virtualization also improves efficiency by allowing for the 

more effective allocation and utilization of idle computing resources. Additionally, it 

helps to speed up IT operations and reduce costs by increasing infrastructure 

utilization.  

Cloud computing is utilized to design data exchange platforms, with an emphasis on 

the design of service deployment and the HDFS file system. The architectural 

structure of the proposed data exchange cloud platform is illustrated in Figure 4-6. In 

this architecture, different entities of the power system will have access to the defined 

use case services through the Cloudera. A cluster of VMs is created, consisting of 

multiple VMs created on physical computers, and acts as the backend to support the 

platform. An HDFS file system is established on top of the VM cluster to enable data 

exchange among different actors within the services. The HDFS file system provides 

scalability, robustness, and resilience for actor interactions in terms of data 

exchange, storage, and extendable interfaces. These features are further discussed 

in the following section. 

 

Figure 4-6 Data exchange cloud platform system design  



70 
 

 

A service-oriented strategy is implemented to effectively fulfill the service needs of 

various VMs and manage resources. Assigning different services to separate VMs 

is crucial for secure operation, manageable management, and enhanced system 

efficiency. An example of how services like Service 1 and Service 2 can be deployed 

on the data exchange platform is demonstrated in Figure 4-5. Service 1, which only 

requires one method and relatively fewer system resources, can be installed on VMs 

1 and 2. Service 2, which includes more methods and requires more system 

resources, can be deployed on VMs 2, 3, and 4. By distributing services across 

multiple VMs, the services can still be accessed reliably even if one of the VMs fails. 

The architecture is structured with a service-based approach, where all activities are 

performed. Each virtual node can be controlled directly by the user through the use 

of a Cloudera manager, leading to increased flexibility and improved resource 

allocation. The service-based approach used to construct the VM cluster guarantees 

high modularity and interoperability. The allocation of services on the VM cluster is 

illustrated in Figure 4-7. 

 

Figure 4-7 Data exchange platform services deployment 

4.3.1 Experimental setup 
 

The thorough experimental setup for the demonstration is shown in Table 4-1. In the 

presentation, CIM/XML (Common Information Model)-formatted real and simulated 

data are both used. Python is a programming language that is used to code the 

process by which different entities of power systems exchange information and data. 

VM 1

VM 2

VM 4

VM 3

VM N VM 5

Virtual Machine ClusterService 1

Service 1
Service 2

Service 2

Service 2

Service N Service N

Service 1: Data collection (1 method)
Service 2: Data processing (6 methods)
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 Table 4-1 Experimental Setup tools 

Platform Software Cloudera 

Storage database HDFS 

Programming Language Python 

No of VMs 3-120 

Disk Size 64 GB 

Memory 8 GB 

Processors 2 

Data Format CIM/XML 

ETL Tool Apache Nifi 

 

 

shows the home page of Cloudera, which provides the status information of the VM 

cluster. Although several different parcels are included in Cloudera, such as HBase, 

Hive, Spark, and YARN [102], only HDFS is started and used for demonstration 

purposes. Besides, Figure 4-8 describes the summary of HDFS, including the health 

information and the status summary. 

 

Figure 4-8 Platform home page 
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Figure 4-9 Summary of HDFS 

 

In general, the data exchange platform utilizes cloud computing techniques. Firstly, 

in terms of scalability, the designed platform is built up on the distributed framework, 

which is capable of scaling up and down based on the practical need (e.g., data 

exchanged, actors involved, etc.). However, ECCo-SP, proposed by ENTSO-E [103], 

is a centralized data exchange platform that is built on a single server where all the 

services are deployed. In addition, from the perspective of security, the designed 

platform is developed in the Linux operating system on the VM cluster, which allows 

itself to be compliant with open standards for security and enables itself to take 

advantage of the benefits of VMs. ECCo-SP makes use of a series of secure 

communication protocols and complies with IEC standards. Finally, regarding 

reliability, the HDFS file system of the designed platform supports data replication 

and fault tolerance across the VM cluster. Thus, even if a few VMs of the cluster are 

compromised, actors are still able to exchange data on the platform reliably and 

robustly.  

 

4.4 Implementation of selected Business Use Cases (BUC) 
 

This section illustrates the process of data exchange between different entities of the 

power system via the proposed platform in a specific scenario by highlighting the 

implementation of selected business use cases (BUCs). The detailed process of 

exchanging data between different actors in the BUC is described, and a table is 
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provided to explain the steps of data exchange in the BUC. The table includes 

information about the producer and receiver of the data, the information exchanged, 

the data format, access control, and the time scale. This implementation is based on 

the BUCs from the European project TDX-Assist Horizon 2020 [103], which aims to 

enhance the coordination and data exchange between transmission and DSOs to 

ensure a more efficient and secure power system. 

4.4.1 BUC 1: Coordination of operational planning activities between TSO and DSO  
 

Business Use Case 1 (BUC 1) coordinates operational planning activities between 

TSOs and DSOs up to 72 hours in advance. It is implemented on the data exchange 

platform. The service associated with this scenario involves the exchange of 

information between TSOs and DSOs to enhance the programming of their network 

activities. DSOs can predict the load and distributed generation separately by 

technology type and location, with a sample interval of up to 15 minutes. Once shared 

with TSOs and correctly aggregated, this information allows the bulk power system 

to operate more efficiently and securely. Figure 4-10 illustrates the process of BUC 

1 in this scenario. Throughout the entire process of BUC 1, in this BUC 12 actions 

are performed between the DSO, the TSO, and the market operator to exchange 

data. Table 4-2 provides a step-by-step analysis for BUC 1 [103]. 

 

Figure 4-10 Platform mechanism of BUC 1 
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Table 4-2 Steps Involved in BUC 1 

Scenario 

name 
All DRES under incentive 

Step No. 

Information 

producer 

(actor) 

Information 

receiver 

(actor) 

Information 

exchanged 

Information 

format 

Access 

control 

Time 

scale 

1 DSO  
Day D+3 

load/DG forecast 
CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 

2  TSO   

download, 

display, 

delete 

 

3 DSO  
Day D+2 

load/DG forecast 
CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 

4  TSO   

download, 

display, 

delete 

 

5 
Market 

Operator 
 

Day-ahead 

market clearance 

results 

CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 

6  DSO   

download, 

display, 

delete 

 

7 DSO  
Day D+1 

load/DG forecast 
CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 
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8  TSO   

download, 

display, 

delete 

 

9 DSO  

Distribution grid 

loop connection 

state forecast for 

day 

D+3/D+2/D+1 

Maintenance 

actions 

scheduled for 

Day 

D+3/D+2/D+1 

CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 

10  TSO   

download, 

display, 

delete 

 

11 TSO  

Transmission 

grid loop 

connection state 

forecast for day 

D+3/D+2/D+1 

CIM/XML 

upload, 

display, 

delete 

days, 

weeks, 

months 

12  DSO   

download, 

display, 

delete 
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(a) DSO 

 

 

(b) Market operator 

 

 

(c) TSO 

Figure 4-11 BUC 1 data storage in the local file system before data exchange  

 

(a) DSO 

 

(b) Market operator 
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(c) TSO 

Figure 4-12 BUC 1 data storage in the local file system after data exchange 

Figures 4-11 and 4-12 demonstrate the data storage of different actors (TSO, DSO, 

and Market operator) of BUC 1 in the local file system, before and after data 

exchange, respectively. After the actors exchange data through the platform, they 

have the requested data stored in their respective directories. As seen in Figures 4-

11(a) and 4-12(a), the DSO receives the requested data, such as the transmission 

grid loop connection state forecast for Day D+3/D+2/D+1, after data exchange 

through the platform. Similarly, as seen in Figures 4-11(c) and 4-12(c), the TSO 

receives the requested data, such as the Day D+3 load forecast and the Day D+3 

DG forecast, after data exchange through the platform. Furthermore, Figure 4-13 

illustrates the data storage for BUC 1 in HDFS. It can be observed that fourteen types 

of requested data are stored in the corresponding directories of HDFS. All the 

requested data is stored and exchanged on the platform in the CIM/XML format. For 

example, as seen in Figure 4-9(a), the Day D+1 load forecast and the Day D+1 DG 

forecast are stored in the CIM/XML format in the directories of "Day D+1 load 

forecast" and "Day D+1 DG forecast" in HDFS, respectively. 

 

 

Figure 4-13 Data storage for BUC 1 in HDFS 
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4.4.2 BUC 2: Coordination of long-term network planning between TSO and DSO  
 

BUC 2 coordinates the long-term network development plans between TSOs and 

DSOs on the TSO/DSO interface and is implemented on the data exchange platform. 

This service includes exchanging information between TSOs and DSOs to develop 

long-term investment, expansion, and reinforcement plans to ensure long-term 

network stability and resilience. DSOs and TSOs discuss potential improvements to 

the current network model simplifications, which also include the addition of new 

interface substations and HV power lines and the removal of existing ones. The 

network plans may also include DSO or TSO network reinforcement plans, as well 

as the anticipated connectivity of key grid users to the DSO or TSO network. When 

relevant changes to the TSO/DSO interface plan are made, this information is 

exchanged. By considering both TSO and DSO network plans, both TSO and DSO 

can identify synergies and the best time to execute the plans. Figure 4-14 illustrates 

the process of BUC 2 in the scenario of Development plans. Throughout the entire 

process of BUC 2, in this BUC 4 actions are performed between the DSO and the 

TSO to exchange data. These actions involve the exchange of development plans 

for the transmission network and development plans for the distribution network, via 

the platform. Table 4-3 provides a step-by-step process for BUC 2 [103]. 

 

Figure 4-14 Platform mechanism of BUC 2 
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Table 4-3 Steps Involved in BUC 2 

Scenario 

name 
 Coordination of Long-Term Network Development Plans on the TSO/DSO Interface 

Step No. 

Information 

producer 

(actor) 

Information 

receiver 

(actor) 

Method/Information 

exchanged 

Information 

format 

Access 

control 

Time 

scale 

1 TSO  

Development plans 

for transmission 

network 

CIM/XML 

upload, 

display, 

delete 

years 

2  DSO   

download, 

display, 

delete 

 

3 DSO  

Development plans 

for the distribution 

network 

CIM/XML 

upload, 

display, 

delete 

years 

4  TSO   

download, 

display, 

delete 

 

 

 

 

(a) DSO 

 

 

(b) TSO 

Figure 4-15 BUC 2 data storage in the local file system before data exchange 
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(a) DSO 

 

(b) TSO 

Figure 4-16 BUC 2 data storage in local file system after data exchange 

Figures 4-15 and 4-16 demonstrate the data storage of different actors (TSO and 

DSO) of BUC 2 in the local file system before and after data exchange, respectively. 

After the actors exchange data through the platform, they have the requested data 

stored in their respective directories. As seen in Figures 4-15(a) and 4-16(a), the DSO 

receives the requested data, which is the transmission network development plans, 

after data exchange through the platform. Similarly, as seen in Figures 4-15(b) and 

4-16(b), the TSO receives the requested data, which is the distribution network 

development plans, after data exchange via the platform. Furthermore, Figure 3-17 

illustrates the data storage for BUC 2 in HDFS. It can be observed that two types of 

requested data are stored in the corresponding directories of HDFS. All the requested 

data is stored and exchanged on the platform in the CIM/XML format. For example, 

as seen in Figures 4-15(a) and 4-16(b), the development plans for the distribution 

network and the development plans for the transmission network are stored in the 

CIM/XML format in the directories of "Development plans for distribution network" 

and "Development plans for transmission network" in HDFS, respectively. 

 

 

Figure 4-17 Data storage for BUC 2 in HDFS 

 

4.4.3 BUC 3: Improve system real-time supervision and control through better 

coordination  
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BUC 3 manages two different scenarios, each of which outlines a specific process of 

data exchange among various actors. The scenario that is implemented is "Real-time 

information exchange" and it provides the service of exchanging real-time information 

between TSOs and DSOs regarding their networks and other connected resources. 

The main focus is on making sure that the essential real-time information flow between 

TSOs and DSOs is in place, to enable better monitoring and management of 

transmission and distribution networks. Standardization/normalization of real-time 

data flow between TSOs and DSOs will be addressed to improve comprehension of 

counterparty signals. It will also develop the necessary practices to allow for recurring 

changes to the TSO and DSO's observability regions. This will guarantee that the 

networks are sufficiently visible to one another, regardless of how the topology of the 

network changes over time. Figure 4-18 illustrates the platform mechanism of BUC 3 

in the scenario for Real-time information exchange. The illustration shows that there 

are a total of 8 actions between the DSO and the TSO to exchange data, such as IDs 

of data signals of DSO within the TSO observability area and short-circuit power 

values of transmission network buses within the DSO observability area, via the 

platform. Table 4-4 provides a step-by-step process for BUC 3 [103]. 

 

 

Figure 4-18 Platform mechanism of BUC 3 
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Table 4-4 Steps Involved in BUC 3 

Scenari

o name 
Real-time information exchange 

Step No. 

Informatio

n producer 

(actor) 

Informatio

n receiver 

(actor) 

Method/Information 

exchanged 

Informatio

n format 

Access 

control 

Time 

scal

e 

1 DSO  

Timeframe/ 

IDs/types/units/value

s of data signals of 

DSO within the TSO 

observability area 

CIM/XML 

upload, 

display, 

delete 

real-

time 

2 TSO  

Timeframe/ 

IDs/types/units/value

s of data signals of 

TSO within the DSO 

observability area/ 

IDs/short-circuit 

power values of 

transmission network 

buses within the 

DSO observability 

area 

CIM/XML 

upload, 

display, 

delete 

real-

time 

3  TSO   

download

, display, 

delete 

 

4  DSO   

download

, display, 

delete 
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5 DSO  

Real-time information 

acknowledged by 

DSO 

CIM/XML 

upload, 

display, 

delete 

real-

time 

6 TSO  

Real-time information 

acknowledged by 

TSO 

CIM/XML 

upload, 

display, 

delete 

real-

time 

7  TSO   

download

, display, 

delete 

 

8  DSO   

download

, display, 

delete 

 

 

 

 

(a) DSO 

 

(b) TSO 

Figure 4-19 BUC 3 Data storage in the local file system before data exchange 
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(a) DSO 

 

(b) TSO 

Figure 4-20 BUC 3 data storage in the local file system after data exchange 

Figures 4-19 and 4-20 demonstrate the data storage of different actors (TSO and 

DSO) of BUC 10 in the local file system before and after data exchange, respectively. 

It is clear that after the actors exchange the data through the platform, they have the 

requested data stored in their respective directories. As seen in Figures 4-19(a) and 

4-20(a), the DSO receives the requested data, such as the time of real-time 

information collected by TSO and the IDs/short circuit power values of transmission 

network buses within the DSO observability area, after data exchange through the 

platform. Similarly, as seen in Figures 4-19(b) and 4-20(b), the TSO receives the 

requested data, such as the IDs/types/units/values of data signals of the DSO within 

the TSO observability area and the real-time information acknowledged by the DSO, 

after data exchange through the platform. Furthermore, Figure 4-21 illustrates the data 

storage for BUC 10 in HDFS. There are a total of fourteen types of requested data that 

are stored in the corresponding directories of HDFS for data exchange. All the 

requested data is stored and exchanged on the platform in the CIM/XML format. For 

instance, as seen in Figure 4-19(b), the time of real-time information collected by TSO 

and the real-time information acknowledged by the TSO are stored in the CIM/XML 

format in the directories of "Time of real-time information collected by TSO" and "Real-

time information acknowledged by the TSO" in HDFS, respectively. 
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Figure 4-21 Data storage for BUC 3 in HDFS 

4.4.4 BUC 4: Improve fault location close to the TSO-DSO Interface  
 

BUC 4 handles a specific data exchange process among various actors using the 

scenario "Improve Fault Location Near the TSO-DSO Interface." This scenario 

provides the service of determining the location of faults on distribution network lines 

that are connected to the transmission network interface. The goal is to improve the 

accuracy of fault locations on distribution lines that are directly connected to 

transmission bays owned and operated by both the TSO and the DSO by using data 

gathered on the TSO side. This requires real-time exchange of additional information 

between the two system operators. Figure 4-22 illustrates the platform mechanism of 

BUC 4 in the scenario for Fault occurrence, detection, and information exchange. 

Throughout the entire process of BUC 4, there are a total of 4 actions between the 

DSO and the TSO to exchange data, such as network fault and impedance to a fault, 

via the platform. Table 4-5 provides a step-by-step analysis for BUC 4 [103]. 
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Figure 4-22 Platform mechanism of BUC 4 

Table 4-5 Steps Involved in BUC 2 

Scenario 

name 
Fault occurrence, detection, and information exchange 

Step No. 

Information 

producer 

(actor) 

Information 

receiver 

(actor) 

Method/Information 

exchanged 

Information 

format 

Access 

control 

Time 

scale 

1 TSO  

Network 

fault/Time/Faulty 

network element 

ID/Impedance to 

fault/Fault type 

CIM/XML 

upload, 

display, 

delete 

Real-

time 

2  DSO   

download, 

display, 

delete 

 

3 DSO  Acknowledgment CIM/XML 

upload, 

display, 

delete 

Real-

time 
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4  TSO   

download, 

display, 

delete 

 

 

 

(a) DSO 

 

(b) TSO 

Figure 4-23 BUC 4 data storage in the local file system before data exchange 

 

(a) DSO 

 

b) TSO 

Figure 4-24 BUC 4 data storage in the local file system after data exchange 

Figures 4-23 and 4-24 demonstrate the data storage of the various actors (TSO and 

DSO) of BUC 4 in the local file system before and following the data exchange, 

respectively. After the actors exchange data through the platform, they have the 

requested data stored in their respective directories. As seen in Figures 4-23(a) and 

4-24(a), the DSO receives the requested data, which includes network fault, time, 

faulty network element ID, impedance to fault, and fault type, after data exchange 

through the platform. Similarly, as seen in Figures 4-23(b) and 4-24(b), the TSO 

receives the requested data, which is the acknowledgment, after data exchange 

through the platform. Furthermore, Figure 4-25 illustrates the data storage for BUC 4 

in HDFS. It can be observed that six types of requested data are stored in the 

corresponding directories of HDFS for data exchange. All the requested data is 

stored and exchanged on the platform in the CIM/XML format. For instance, as seen 
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in Figure 4-23(b), the fault type and the network fault are stored in the CIM/XML 

format in the directories of Fault type and Network fault in HDFS, respectively. 

 

Figure 4-25 Data storage for BUC 4 in HDFS 

4.5 Experimental results 

 

This section evaluates the performance of the platform designed in the previous 

section. It assesses the platform's ability to meet the data access needs of the web 

portal and priority portal information, as demonstrated by the services extracted from 

the selected BUCs. The evaluation covers three key areas: scalability, reliability, and 

the benefits of the platform. The aim is to determine the suitability of the platform for 

its intended purpose. 

4.5.1 Scalability test 
 

To examine the scalability of the proposed data exchange platform, experiments 

were conducted using services extracted from BUCs. These experiments simulate 

scenarios where data is being exchanged between multiple TSOs and DSOs. The 

experiments were designed to test the platform's ability to handle increasing amounts 

of data and users without experiencing a significant decrease in performance. The 

results of these experiments are used to determine the platform's scalability and the 

ability to add additional users. 
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Figure 4-26 BUC 1 Service execution time with One TSO 

 

As shown in Figure 4-26, there is a correlation between the number of DSOs 

participating in the service and the time it takes to execute the service. As the number 

of DSOs increases, the execution time also increases in a nearly linear fashion. This 

is because more actions are required for data exchange when more DSOs are 

involved. However, when the number of VMs increases, the execution time of the 

service decreases linearly. This is because the actions are distributed among the 

VMs, which all have similar specifications and configurations. This linear performance 

scaling is observed as more resources are added to the system, highlighting the 

scalability of the platform. To further evaluate scalability, similar experiments were 

conducted using services extracted from BUC 1, BUC 3, and BUC 4, with 3 TSOs 

interacting with 60 DSOs to exchange data. The results of these experiments also 

confirm that the platform is highly scalable, even when more resources, TSOs, and 

DSOs participate in the data exchange process. 

 

Figure 4-27 BUC 1 Service execution time with 2 TSOs and increasing numbers of 
DSOs 
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Figure 4-28 BUC 1 Service execution time with 3 TSOs and increasing numbers of 
DSOs 

As illustrated in Figure 4-27, an increase in the number of VMs leads to a decrease 

in the service execution time. This is because the processes and data necessary for 

communication between TSOs are distributed among multiple VMs. This allows for 

more resources to be devoted to data communication, thereby speeding up the 

process. As the number of VMs continues to grow, the service execution time will 

continue to decrease, but there may be a point where the improvements become less 

substantial and may plateau as a result of the management overhead associated with 

maintaining a cluster of VMs. 

 
Figure 4-29 Service execution time with increasing number of VMs in BUC 1, BUC 2, 

and BUC 3 

 
To evaluate the platform's ability to handle increased workloads, experiments were 

conducted by deploying services extracted from four different BUCs (BUC 1, BUC 2, 

BUC 3, and BUC 4) onto various numbers of VMs. The experiment assumed that each 
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BUC's services involved 2 TSOs and 30 DSOs, and all services were run concurrently 

on the VM cluster. Three different deployment scenarios were considered:  

Case 1: All BUC services were deployed on a single VM (VM 1) 

Case 2: BUC 1 and BUC 2 services were deployed on one VM (VM 1), while BUC 3 

and BUC 4 services were deployed on a separate VM (VM 2)  

Case 3: Each BUC service was deployed on a different VM (VM 1 for BUC 1, VM 2 for 

BUC 2, VM 3 for BUC 3, and VM 4 for BUC 4) 

This experiment was designed to test the platform's ability to handle an increasing 

amount of data and a larger number of users while maintaining consistent performance 

as the number of VMs increases. This will help to determine the platform's scalability 

and its capacity to handle high user volume. 

 
 

 
 

Figure 4-30 Service execution time with 2 TSOs and 30 DSOs for BUC 1, BUC 2, 
BUC 3 and BUC 4 

The results of the performance evaluation for the proposed approach are presented in 

Figure 4-30. The graph demonstrates that when all services were executed on a VM 

with adequate computing and storage resources, as in Case 3, the total time for 

service execution was the most efficient. However, when all services were executed 

on a single VM as in Case 1, the total time for service execution was the least efficient. 

This is because all services share the same computing and storage resources. In 

summary, the scalability of the data exchange cloud platform was evaluated through 

three different experiments. The results of the experiments suggest that the platform 
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has a high level of scalability and adaptability. As the number of VMs increases, the 

platform can support more services, handle more data, and involve more participants 

with faster execution times. 

4.5.2 Reliability testing 

The platform's reliability was evaluated by conducting three different deployment 

scenarios for services extracted from BUC 1, BUC 2, BUC 3, and BUC 4. As shown in 

Figure 4-31, the platform's ability to handle VM failure was assessed. Out of the three 

deployments, the first cluster (Cluster 1) was determined to be the most reliable. This 

is because each BUC's service was deployed and executed on multiple VMs, ensuring 

that even if one VM went down, the services would still be available. However, the 

other two clusters were found to be less reliable as a failure in one VM in these clusters 

would result in service interruption. 

 

Figure 4-31 Virtual Machine Clusters for reliability analysis 

It is particularly noteworthy that VM cluster 3 is vulnerable to failure if a single VM is 

compromised, as all services in the cluster are hosted on just two VMs. This highlights 

that the cloud platform for data exchange is more reliable, resilient, and robust with a 

larger number of VMs in the cluster. This is because deploying each service on 
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multiple VMs provides redundancy, ensuring that services can continue to be 

supported even if one or more VMs are compromised. 

 

 

 

 

 Figure 4-32 Reliability of Cloud platform with regards to the number of virtual 
machine failure 

The performance of the BUC deployments on three different VM clusters, each 

consisting of 2 TSOs and 30 DSOs, during data exchange, is displayed in Figure 4-

32. When three VMs malfunctioned in the proposed cluster, there was a considerable 

increase in service execution time. This demonstrates that the cluster presented in 

Figure 4-31 is superior in performance as compared to the other clusters. The results 

imply that the proposed cluster is reliable, as it can still exchange data even when VMs 

malfunction or are removed. 

4.6 Chapter Summary  
 

This chapter presents a cloud-based platform for the exchange of information and data 

among various entities involved in power systems. The utilization of cloud computing 

provides benefits such as scalability and reliability. The platform has been evaluated 

with multiple use cases to assess its suitability for data exchange between TSOs and 

DSOs. The platform has been designed to be secure, reliable, and scalable, and to 

enable interoperability among various actors in the power systems industry. A service-

oriented mapping approach is employed on a cluster of VMs to deploy different use 
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case scenarios. The platform utilizes Cloudera as a cloud service provider for data 

exchange. Simulation results indicate that the platform is scalable and reliable for 

exchanging data among power system entities, and it allows actors to access services 

through the cloud, with access to different services based on their roles or needs. 
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Chapter 5 Blockchain-Enabled Data Exchange 

Platform for Power System 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



96 
 

5.1 Introduction 

  

Blockchain technology, known for its ability to decentralize systems and eliminate 

intermediaries, has gained widespread interest across various industries and 

applications. It is a shared and distributed ledger that records transactions and is 

managed by a network of untrusted nodes. Each node holds a copy of the ledger, 

typically represented as a chain of blocks, each containing a logical sequence of 

transactions. The blocks include the hash of the preceding block, making the ledger 

tamper-proof and providing a secure, transparent, and tamper-proof record of 

transactions. This capability has enabled the use of blockchain technology in various 

applications, including financial services, supply chain management, and digital 

identity verification. 

This chapter presents a platform for the exchange of information and data among 

entities in the power systems industry. This platform combines Hyperledger Fabric 

blockchain technology with Apache Hadoop to provide a secure and private 

environment for data exchange. By using blockchain technology, the platform ensures 

that data is kept secure and private, while the integration of Apache Hadoop allows for 

third-party computation to be performed within the data owner's environment. This 

enables the platform to provide a high level of security and privacy while also allowing 

for powerful computation capabilities. The platform can be beneficial to the 

Transmission TSOs and DSOs by providing transparency and accountability for data 

access and usage through blockchain and smart contract technology. Additionally, the 

platform allows for specific conditions to be set for data exchange, ensuring that data 

is used in an appropriate and authorized manner. 

A blockchain is a secure, distributed ledger that is maintained by network nodes and 

users. On a ledger, transactions do not require monitoring by an external party. 

Instead, the network's nodes use a consensus process to alter the ledger's state. In a 

public blockchain, anyone can participate in the network under an anonymous identity, 

while in a permissioned blockchain, a node must receive approval from the network 

before joining. In contrast, traditional databases and private blockchains are 

centralized systems that rely on a central authority. While private blockchains share 

many of the same characteristics as public blockchains, such as immutability and 
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digital signatures, they offer additional security and control benefits. The design and 

operation of the prototype will be discussed in subsequent sections. 

5.2 System model design 
 

The proposed architecture, as depicted in Figure 5-1, comprises three main 

components: data storage, blockchain, and computation. The primary users of this 

blockchain consortium are data suppliers, data consumers, TSOs, DSOs, and market 

participants. The data is provided by the users and is transferred to Apache Hadoop 

for processing via the blockchain. Authorized data consumers can only access the 

provided data set to run their code. The smart contract, created by the data providers, 

governs the use of the data set and monitors the computational complexity of the 

consumer code, preventing any harmful functions. The smart contract is a 

collaborative effort between the data providers. The Hadoop Distributed File System 

(HDFS) is used as the storage layer, where the data is stored and is also included in 

the architecture. This approach allows large amounts of data to be stored off-chain, 

thus increasing the computational efficiency of the blockchain. 

 

Figure 5-1 Blockchain-based data exchange architecture 

The proposed system incorporates Hyperledger Fabric (HLF) blockchain technology 

to trace data provenance by maintaining a shared ledger. However, the storage 

capacity of the HLF blockchain can become a constraint as the size of the ledger 

grows. To overcome this limitation, the system stores data in an Apache Hadoop 

environment, which allows for off-chain storage. The integrity of the stored data is 
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verified by using checksums, which are compared with the recorded information in the 

shared ledger to validate the stored data. The HLF network utilizes chain code to 

facilitate these processes on each peer node, and the data checksum and provenance 

data are sent using the built-in client library, eliminating the need for file storage 

operators. The distributed Hadoop ecosystem provides a secure and validated data 

storage alternative. The proposed method uses Hadoop to store data, this allows the 

system to speed up data processing. The data is first stored on a Hadoop storage 

system and then transferred to the blockchain for verification. The ledger is used to 

obtain the location and address of the data, which is then retrieved from the Hadoop 

storage. The decentralized consensus framework of blockchain technology allows for 

verifiable data transactions, and the use of HDFS allows for efficient storage and 

retrieval of large amounts of data. This workflow is illustrated in Figure 5-2, it shows 

how the system uses Hadoop for data storage, and blockchain for data verification 

and retrieval. 

 

Figure 5-2 Blockchain platform workflow 
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In this system, the blockchain serves as a decentralized and immutable ledger that 

maintains a record of transactions related to files stored in a 'traditional' cloud-based 

file store. When a user wants to upload a file to the system, they initiate a transaction 

on the blockchain that includes relevant metadata about the file, such as its name, 

size, owner, and a URL pointing to the location of the file in the cloud-based file store. 

Decentralized and Immutable Ledger: The blockchain ensures that all transactions 

related to file uploads are recorded in a decentralized manner. Instead of relying on a 

central authority or server, the information is distributed across multiple nodes within 

the blockchain network, making it resilient to single points of failure and tamper-

resistant due to its immutability. 

Transaction Transparency: Since the blockchain is transparent, all participants within 

the network can see the details of each file upload transaction, enhancing trust and 

accountability. 

Smart Contracts: Smart contracts can be utilized to automate specific actions or 

validation processes when certain conditions are met. For instance, a smart contract 

could be triggered to validate the authenticity of a file after it is uploaded. 

Validating the Authenticity of the File: 

To ensure the authenticity of the file itself, our system employs checksums 

(cryptographic hash functions) as part of the file upload process. When a user uploads 

a file, the system generates a checksum (also known as a hash) of the file's content. 

This checksum is a unique fixed-length string that acts as a digital fingerprint for the 

file. 

The generated checksum is then stored as part of the metadata in the blockchain 

transaction associated with the file upload. This way, the checksum becomes an 

integral part of the blockchain's permanent record. 

Whenever someone retrieves the file from the cloud-based file store, the system can 

recalculate the checksum of the file's content. If the recalculated checksum matches 

the original checksum stored in the blockchain, it means that the file has not been 

altered or corrupted since its initial upload. In case the checksums do not match, it 

indicates that the file's content has been modified, and the system can raise an alert 

or take appropriate actions to address the issue. 
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By combining the blockchain's decentralized and immutable properties with 

checksum-based authentication, our system ensures the integrity and authenticity of 

files throughout their lifecycle, providing users with greater confidence in the security 

and reliability of their data 

5.2.1 Role of regulator and network participants 
 

The proposed information and data exchange platform for power systems includes 

several key participants, each with specific roles and responsibilities. 

Regulator: An administrator is responsible for controlling and managing the 

exchange of data within the power systems network. With the consent of enough 

network users, the administrator can exchange data with the requested user. The 

administrator is responsible for keeping the database in good condition and ensuring 

that when a user revokes their access, their data is removed from both the database 

and the organization's database. Additionally, the administrator conducts audits to 

ensure that no data is being stored illegally. This person has to be a reliable one. The 

proposed data exchange system for the power sector involves three key elements: 

Data Producers, the Exchange Platform, and Data Consumers. 

Data Producers: TSOs, DSOs, and other market participants generate data and 

have the ability to upload it to cloud servers and the blockchain network for storage. 

They also have the option to retrieve data and share it with other network participants. 

Exchange Platform: This platform utilizes cloud storage servers to store power 

system data. The blockchain network stores the index record of data such as the 

location of data storage, serving as an off-chain solution for data storage. 

Data Consumers: Data Consumers are required to be registered with the regulator. 

The platform grants access to data based on the acceptance of requests, ensuring 

secure and controlled access to data while maintaining the network's privacy and 

security. 

Figure 5-3 illustrates the system participants involved in the proposed information 

and data exchange platform for power systems. 
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Figure 5-3 System participants 

5.2.1 Off-chain storage 
 

This chapter proposes the use of off-chain storage for the storage of data from power 

system entities. Data that is too large to be stored on the blockchain is passed to the 

Hadoop Distributed File System (HDFS) for storage. This off-chain storage method 

reduces the amount of storage required by each blockchain node on the network and 

reduces blockchain traffic, enabling more efficient archiving of the various types and 

levels of data in the system. Only file metadata, such as access time, modification 

time, and hash value, is stored using Hyperledger Fabric. The HDFS is responsible 

for managing the files, while the information is stored on the blockchain in the form of 

secured transactions, improving security and traceability. Users can always submit a 

query to the Hyperledger Fabric to read changes that have occurred to a specific file. 

5.2.2 Smart contract 
 

The proposed system utilizes smart contracts, also known as chain code, to perform 

essential functionalities on the network. Chain code is a section of code written in a 

supported language such as Java or Go [105], that is installed on the peers of the 

network and enables interaction with the shared ledger. The primary tasks of the chain 

code include logging network-provided consent data, requesting user consent 

information, and providing history data. Users can view a list of the companies with 

which they have shared data by using the ledger's history information, which acts as 

a log for them. Organizations must join the network and install the chain code on peers 



102 
 

to use its functionalities. The chain code carries out certain operations when specific 

conditions are met. 

The results of the transaction execution are then uploaded to the blockchain network 

and are connected to all of the peers' respective copies of the ledger. Smart contracts 

are automatically carried out when executed on a blockchain. Payments or other items 

of value can be exchanged by the terms of the contract if the provisions of the contract 

are satisfied. If the terms of the contract are not satisfied, payments may be withheld, 

if that provision is included in the smart contract. On a decentralized network of 

computers on the blockchain, smart contracts execute exactly as their programming 

directs them to, eliminating the risks associated with illegal alterations. Without the 

assistance of attorneys or the judicial system, the contract is automatically carried out, 

resulting in an exchange of value and payments between the parties involved. The 

timestamps of each entry on the blockchain, for example, are immutable and cannot 

be changed. This results in the creation of a platform that is suitable for contracts since 

any changes made to contracts are timestamped, and the blockchain stores prior 

versions of the contracts. 

5.3 Network development 
 

Table 5-1 lists the tools and technologies that are used in the proposed blockchain-

based data exchange platform. Hyperledger Fabric 2.0, which is installed on a Linux 

machine, is the blockchain framework used in this proposed approach. There are VMs 

used, and each Hyperledger Fabric element is a Docker machine that is built into a 

Docker container. For the blockchain and HDFS to work together, a Representational 

State Transfer (REST) API is being built. Using the REST API, transactions are added 

to and removed from the distributed ledger. The API is made with Node.js and an 

open-source JavaScript library. The setup has one NameNode and one DataNode, 

which makes it a Single Node. Intel i7 CPU@3.00GHz and 16 GB of RAM are the 

specs for the hardware that is being used. In this network, only users who have been 

verified can change the information on the blockchain. See Appendix A for more 

details 
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Table 5-1 Tools for the proposed framework 

Components Description 

Operating System Ubuntu 22.02 

CPU Intel Core i7-3.00GHz 

Memory 16 GB 

Python V2.8.12 

Blockchain Network Hyperledger Fabric 

On-chain storage CouchDB 

Off-chain Storage HDFS  

 

There are a total of four nodes running in the VMs, and they are depicted in Table 5-

1. Node 1 has 16GB of RAM and 4 VCPUs, while the remaining nodes each have 4GB 

of RAM and 1 VCPU, and all of them are running Ubuntu 22.02. In a Hyperledger 

fabric network, the various nodes are implemented as Docker containers running on 

separate VMs. The peers and clients/CLIs in the network are the players represented 

by the containers for these roles. The network will be crash fault resilient thanks to 

Node 0's three Orderer containers. 

Contains information on the Orderer, such as the address of the Orderer and their port 

numbers, as well as whether the Orderer is "solo" or "Kafka" [106]. Batch Timeout and 

BatchSize are the parameters that the Orderer uses to specify the generation of 

blocks; the Orderer will use either of these two parameters to generate each block. A 

block will be generated regardless of which of these two parameters is reached first: 

the Batch Timeout or the Batch Size. Because of the application-specific nature of 

these configurations and the possibility that different networks will have distinctive 

policies on block configuration, Hyperledger did not supply any combination of these 

options. We based our configurations on the fact that we would like to have a balanced 

amount of data in each block. As a result, we selected 100 transactions, and in 

circumstances in which the transactions might take some time to reach the Orderer, 

we selected a delay of 5 seconds. 
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Figure 5-4 Orderer setup of network 

We do not want each block to take up an excessive amount of memory space because 

we would rather have more blocks with a balanced number of transactions than a few 

blocks with a lot of data. Because of this, the maximum block size has been set to 1 

megabyte (MB), which will limit the block size. To provide the information required for 

each object to identify and communicate in the network, YAML files are implemented 

in Docker containers to represent the entities in the network. YAML is a human-

readable data serialization format often used for configuration files and data exchange 

between programming languages. It uses indentation to represent data structures, 

making it easier for humans to read and write compared to XML. The yaml files allow 

us to configure each entity for a specific task; for example, we can map crypto-material 

to a container so that the docker client knows how to identify itself to the network, open 

channels, list its peers, and initiate or query transactions.  

 

Figure 5-5 Crypto-material file 
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A replica of the produced folders containing the crypto-material, container deployment 

files, and channel files will be sent to each VM. Chaincode will be distributed to nodes 

that aren't part of the Orderer network so that they can participate in simulations and 

invoke transactions. After the containers have been set up, a participant can start a 

transaction to create a channel. Before invoking or querying a transaction, the network 

must first install and instantiate the chaincode, which saves resources like processing 

time and data storage. All of the peers run the same version of the chaincode, and the 

chaincode is instantiated just once on the channel. When you install chaincode, a 

docker container is created, which keeps any potentially harmful or faulty code 

contained. 

5.3.1 Hyperledger Caliper  

Hyperledger Caliper is a powerful tool for evaluating the performance of blockchain 

implementations and comparing them to established benchmarks [107]. It provides 

detailed performance reports and various indicators. Caliper is compatible with 

different versions of Hyperledger Fabric SDK, such as 1.1.0, 1.4.11, 2.1.0, and the 

most recent version. This tool can be used to measure the performance of a blockchain 

platform and compare it with industry standards [107]. 

 

Figure 5-6 Hyperledger Caliper Setup 

The Hyperledger Caliper tool utilizes a YAML file called the network-config file to 

create the configuration file for the network. This file is customized to meet the specific 

configuration needs. An illustration of the network configuration used to establish a 

connection to Caliper is shown in Figure 5-7. 



106 
 

 

Figure 5-7 Network Configuration for Connection with Caliper 

After the configurations are completed, the Docker container is launched. The process 

began with the creation of two test cases, one for receiving data from the network and 

the other for simultaneous reading and writing of data to the network. The rates for 

both test cases were maintained consistent throughout the development. 

5.4 Performance metrics 

To measure the performance of a blockchain network, throughput, and latency are 

important metrics that are used. Both indicators are often used to compare different 

blockchain platforms and consensus mechanisms. Throughput can be further divided 

into two categories: "read throughput" and "transaction throughput". Read throughput 

is a measurement of the number of read operations completed in a given amount of 

time, typically expressed as "reads per second" (rps). It is not commonly used as a 

primary performance metric for evaluating the performance of a blockchain network, 

but rather as a supplementary metric to assess the overall efficiency of the system 

when combined with other technologies. On the other hand, transaction throughput is 

the rate at which valid transactions are committed by the blockchain within a specified 

period and is expressed as tps.            

Transaction Per Second = 
Total successful Transaction 

Time(sec)
                                   (1) 

Transaction latency and read latency are two different classes of latency in blockchain 

systems. Read latency is a metric that captures the time elapsed between a read 

request being sent and the receipt of the response. It indicates how long it takes for a 
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read operation to be completed. It is a measure of how quickly data can be retrieved 

from the system. It is typically measured in milliseconds. 

Transaction latency, on the other hand, refers to the overall time it takes for a 

transaction to be validated by the entire network, including the duration of broadcasting 

and consensus allocation processes. It also includes the network threshold, or the time 

required for the network to confirm a transaction. This time is measured in seconds. 

Both read latency and transaction latency are key performance indicators used to 

measure the efficiency and scalability of a blockchain system. A low read latency and 

transaction latency indicate a system that is fast and responsive, while high latencies 

can indicate scalability issues or bottlenecks in the system [108]. This time is 

represented in seconds. 

Furthermore, Equation 2 [109] specifies how to calculate the Read/Write rate per 

second about the total number of tasks performed. 

 

                            Read/Write Rate =  
Read/Write Total transactions

Time(sec) 
                  (2) 

 

It is important to note that the equation for calculating read/write latency (Equation 3) 

was not provided in the previous text. To evaluate the proposed framework, it would 

be necessary to have the specific equation or method used to calculate this metric. 

Additionally, it would be helpful to have further information on how the framework was 

evaluated, such as the specific parameters used and any results or conclusions that 

were drawn from the evaluation. 

                Read/Write Latency = Response time received – Request time               (3) 

Network latency is defined as the total time taken for a transaction to be approved, 

including the time taken for the nodes to reach a consensus. Equation 4 would provide 

the specific method for calculating this metric.  

                        Transaction Latency = Commitment time – Request time               (4) 
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5.5 Experimental results  

 

Multiple experiments are performed in this section to assess the performance of our 

approach to exchanging data within a power system using a blockchain network. 

5.5.1 Read/Write rate test  
 

The proposed approach's performance is evaluated by comparing the storage of data 

using an on-chain approach versus an on/off-chain approach. The results of this 

comparison are illustrated in Figure 5-8 and Figure 5-9. The analysis shows that when 

a large amount of data needs to be stored, distributed data storage (using the on/off-

chain approach) is more efficient than non-distributed data storage (using the on-chain 

approach) in terms of reading and writing data. The use of a distributed storage system 

allows for each piece of data to be stored individually, thus reducing the volume of 

data on the blockchain network. Additionally, the distributed database is maintained 

locally, which eliminates any storage capacity limitations, enabling easy scalability. 

This separate storage scheme separates the data storage from the blockchain 

network, which minimizes the amount of data stored on the blockchain. This provides 

several benefits such as improved system scalability and efficient use of storage 

capacity. By storing data off-chain, the system can handle a larger amount of data 

without overwhelming the blockchain network. This means that the system can 

continue to function effectively as the amount of data grows. 

The proposed approach combines the strengths of both blockchain and Hadoop, by 

utilizing the decentralization and security of blockchain and the storage and processing 

capabilities of Hadoop. By integrating these two technologies, the proposed approach 

provides a balance of security and efficiency. While this approach may be less secure 

than keeping data solely on a blockchain network, it is still more secure than traditional 

centralized data storage methods. The core concept of blockchain technology is to 

store data in a decentralized manner to provide data security. This approach ensures 

that the data is kept safe and private by distributing it across a network of nodes, rather 

than storing it in a central location. The decentralized architecture of this structure 

makes it challenging for unauthorized parties to access the data and also enhances 

its resistance to tampering and data breaches. 
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Figure 5-8 Read and write rate of the proposed platform  

The results of the performance evaluation of the proposed approach are displayed in 

Figure 5-8 and Figure 5-9. Figure 5-8 illustrates the response time for writing and 

reading data of our proposed platform with 4 users involved in the process. The 

response time was measured by generating fixed file sizes ranging from 500 to 2500 

MB. The black bar in the figure represents the time taken when the file is stored in the 

Hadoop Distributed File System (HDFS). The shaded portion of the black bar 

represents the additional time required when blockchain technology is used to write 

the file, while also validating the transaction. It can be observed that using blockchain 

technology incurs some overhead in terms of performance when writing data. 

However, as the file size increases, the proportion of the blockchain overhead 

decreases. This is mainly because HDFS takes more time to write larger files. The use 

of blockchain technology adds an extra step of validation and security, which increases 

the response time slightly. However, as the file size increases, the proportion of this 

overhead decreases about the time taken by HDFS to write the file. 

The blue bar in Figure 5-8 represents the read time for the file. The shaded portion in 

red of the bar represents the overhead time when the blockchain is used to read the 

file while validating the transaction against the hashed value stored on Hyperledger. It 

can be seen that the blockchain overhead in reading the file is much less compared 

to writing the file using blockchain. The proportion of blockchain overhead decreases 

as the file size increases. This suggests that while reading files, the overhead of using 

blockchain is relatively insignificant and it can be used to ensure the integrity of the 
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data being read without introducing a significant overhead. Figure 5-9 illustrates the 

read and write rate of data of our proposed platform with only 2 users. The black bar 

in the figure represents the rate at which the file is written to the Hadoop Distributed 

File System (HDFS). The shaded portion of the bar represents the overhead when 

blockchain technology is used to write the file into HDFS. This overhead is caused by 

the additional steps involved in using the blockchain, such as creating and validating 

transactions, updating the shared ledger, and ensuring data integrity through the use 

of checksums. This overhead may slow down the writing process, but it also provides 

a higher level of security and data integrity. It can be seen from the figure that the rate 

of reading and writing data is affected when blockchain is used, but it is not specified 

in the text provided how significant the difference is. 

 

 

Figure 5-9 Read and write of the proposed platform 

As shown in Figure 5-10, the performance of both HDFS and blockchain is evaluated 

by comparing their throughput while varying the number of nodes and using a file size 

of 1500 MB. A replication factor of 3 is applied to HDFS. The results indicate that as 

the number of nodes increases, the TPS (transactions per second) for both HDFS and 

blockchain also increases, meaning that higher throughput can be achieved by adding 

more nodes. This linear scaling relationship suggests that blockchain can be a viable 

framework for data exchange in power systems. However, it's worth noting that the 

ratio between HDFS and blockchain performance may be lower when using just 2 

nodes, potentially due to variations in network latency caused by unreliable network 
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connections. Therefore, to ensure scalability and reliability, it's essential to conduct 

performance testing under various scenarios. 

 

Figure 5-10 Performance evaluation of the proposed approach 

5.5.2 Transaction throughput and latency test 
 

This section presents the results of the evaluation of various customizable parameters. 

To examine the impact of block size on the performance of blockchain networks, 

experiments were conducted using three different transaction send rates and three 

different block sizes (35, 65, and 100). The performance was measured in terms of 

transaction throughput, which varied from 30 to 300 tps. The results of these 

experiments are shown in Figure 5-8, which illustrates the average transaction 

throughput. The graph indicates that as the transmit rate increases, the transaction 

throughput also increases linearly until it reaches around 210 tps. After this point, the 

increase in transaction throughput slows down significantly and approaches a level 

state. When the send rate was set to 300 tps, the throughput at every block size was 

found to be 290.4 tps, 270.3 tps, and 266.5 tps respectively. 
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Figure 5-11 Transaction Throughput with one TSO and one DSO 

The results of the experiments are illustrated as a plot in Figure in terms of the average 

transaction latency. The amount of time it takes for a transaction to complete 

decreases when the send rate is increased. For example, the latency dropped from 

166.5 to 110.3 ms with the block size at 35 with the send rate increasing from 30 to 

120. The findings of this experiment suggest that the configuration options for the block 

size have a minimal impact on the performance. There is only a slight but noticeable 

improvement in application performance when using a smaller block size, both in 

terms of throughput and latency. 

 

Figure 5-12 Transaction Latency with one TSO and one DSO 
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Hardware bottlenecks can have a profound impact on the performance of experiments, 

especially in cloud-based environments. The limit of the number of CPUs can be highly 

significant, and the performance of virtual machines (VMs) can vary based on the 

allocation of CPUs. Let's explore these aspects in detail: 

1. Impact of Hardware Bottlenecks: 

a. CPU Bottlenecks: If the CPU resources allocated to VMs are insufficient for the 

computational demands of the experiments, it can lead to performance degradation. 

Tasks that require significant CPU processing may experience delays, resulting in 

longer execution times. 

b. Memory Bottlenecks: Insufficient RAM can lead to memory bottlenecks, where the 

VMs are forced to swap data between RAM and slower disk storage. This can 

significantly slow down data-intensive tasks and reduce overall system performance. 

c. Disk I/O Bottlenecks: Slow disk I/O operations can affect the speed at which data is 

read from or written to storage. If the experiments involve frequent disk I/O, a 

bottleneck in this area can lead to delays and reduced performance. 

d. Network Bottlenecks: In cloud-based environments, network bottlenecks can occur 

if data transfer rates between VMs or with external resources are constrained. This 

can affect data exchange and communication, impacting the overall experiment 

performance. 

2. Significance of the Number of CPUs: 

The number of CPUs allocated to VMs is crucial, and its significance depends on the 

nature of the workload: 

a. CPU-Intensive Workloads: Workloads that are highly CPU-intensive, such as 

complex simulations or data processing tasks, benefit significantly from having more 

CPUs. An increase in CPU resources can lead to shorter execution times and 

improved performance. 

b. Parallel Processing: Some tasks can be parallelized to take advantage of multiple 

CPUs simultaneously. VMs with more CPUs can process multiple tasks in parallel, 

which can significantly enhance performance for parallelizable workloads. 

c. Diminishing Returns: However, it's essential to recognize that adding more CPUs 

does not always lead to proportional performance gains. The efficiency of 
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parallelization depends on the specific workload and the software's ability to utilize 

multiple cores effectively. 

3. VM Performance with More CPUs: 

The performance of VMs when given more CPUs depends on several factors: 

a. Workload: If the workload is CPU-bound and can effectively use multiple cores, 

increasing the number of CPUs will likely result in improved performance and reduced 

execution times. 

b. Software Optimization: The software being used should be optimized for multi-

threading and parallel processing to make effective use of additional CPUs. Not all 

applications or tasks can efficiently utilize multiple cores. 

c. Resource Balance: Proper resource allocation is crucial. Increasing the number of 

CPUs should be balanced with sufficient memory and I/O resources. Over-allocating 

CPUs without addressing memory or disk bottlenecks may not yield expected 

performance gains. 

d. Testing and Benchmarking: To determine the optimal number of CPUs for your 

specific workload, thorough testing and benchmarking are necessary. Performance 

may vary based on factors like data volume and task complexity. 

In conclusion, hardware bottlenecks and the allocation of CPUs can significantly affect 

the performance of experiments in a cloud-based environment. Adding more CPUs 

can improve performance for CPU-intensive and parallelizable workloads, but it must 

be done strategically and in conjunction with other resource optimizations to avoid 

creating new bottlenecks.  

5.6 Chapter Summary 

 

In this chapter, a new method for information and data exchange among different 

entities within power systems was presented. The proposed approach combines 

blockchain and big data technologies like Hadoop Distributed File System (HDFS) to 

create a secure and efficient platform for data exchange. 

Most of the present data exchange platforms are centralized, which can lead to 

vulnerabilities such as single points of failure, malicious attacks, and data alteration. 

The proposed approach, however, utilizes the decentralized nature of blockchain 



115 
 

technology to address these issues. It uses a decentralized consensus system to 

ensure the security of data transactions and prevent unauthorized access. 

The evaluation of our proposed approach suggests that it can be implemented with an 

acceptable level of overhead. Furthermore, experimental results indicate that this 

platform is effective in sharing data and information in a power system. The use of 

Hadoop allows for off-chain storage which provides additional benefits such as 

improved scalability and efficient use of storage resources. This platform provides a 

secure and efficient solution for exchanging among TSOs, DSOs, and other 

stakeholders in the power systems industry. 
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6.1 Introduction 
 

As previously mentioned in Chapter 5, permissioned blockchain platforms like 

Hyperledger Fabric have faced criticism for performance issues and scalability 

concerns. Hyperledger Fabric is made up of various components like endorsers, 

ordering services, and committers among others. It also includes multiple phases in 

the processing of a transaction such as the commit phase, validation phase, ordering 

phase, and endorsement phase. Due to the many components and stages it contains, 

Fabric has a wide range of adjustable characteristics, including block size, block 

interval, endorsement policy, channels, and state database. Therefore, determining 

the appropriate values for each of these factors is one of the most challenging aspects 

of building an effective blockchain network. 

Hyperledger Fabric's performance can be limited by its low throughput and high 

latency. The rate at which the blockchain network commits valid transactions during a 

given period is referred to as transaction throughput, measured in the number of 

transactions per second (TPS). Transaction latency, on the other hand, is the amount 

of time that passes between the initiation of a transaction and its confirmation as 

committed across the network. According to Swan [110], there are several 

technological challenges associated with the adoption of blockchain technology, 

including throughput, latency, size and bandwidth, security, wasted resources, 

usability, versioning, and hard forks. Latency and throughput refer to the time taken 

for a transaction to be processed and the number of transactions that can be 

processed per second, respectively. While there has been a significant amount of 

research on blockchain technology, latency, and throughput are still considered to be 

key challenges that have not been widely studied [111]. This study was based on the 

difficulties mentioned above and the fact that a scalability study is necessary as it is 

expected that implemented blockchain frameworks will require a high number of nodes 

[111]. The article highlights the efforts being made by academics to optimize the 

blockchain system to improve its scalability. It mentions that research conducted by a 

source [112] focused on optimizing the block construction process, transaction security 

mechanism, block size, and time control to improve the scalability of private blockchain. 

Furthermore, it notes that the use of deep reinforcement learning was proposed by Liu 

et al. [113] to maximize the scalability of the blockchain-based industrial Internet of 
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Things (IoT). It also refers to other recent solutions that address blockchain scalability 

from a storage perspective, proposing storage optimization schemes to reduce the 

storage demand of peers [114,115]. These solutions are referred to as "storage-first" 

approaches. Additionally, the passage mentions that very few papers have attempted 

to evaluate network optimization in conjunction with blockchain [116-118]. 

In this chapter, an optimization technique was proposed to enhance the performance 

of blockchain-enabled information and data exchange for power systems. The 

framework includes the application of a machine learning technique to the proposed 

data exchange platform to enhance the performance of our blockchain platform. It 

explains how the proposed approach interacts with an external machine learning 

module to optimize the performance. The proposed approach has an extensible 

architecture that supports an interface to interact with different external machine-

learning modules. The proposed approach was tested using case studies of data 

exchange between power systems entities, which indicates that the implementation of 

machine learning techniques can be useful to improve the performance of the 

blockchain network by analyzing the data and optimizing the network's parameters in 

real time. 

6.2 Proposed optimization mechanism based on ANN 

 

Figure 6-1 illustrates the design of using an artificial neural network (ANN) to enhance 

the performance of our blockchain network. The blockchain system is composed of 

multiple nodes that serve as hosts for smart contracts and maintain copies of the 

distributed ledger to maintain the network's stability. The ANN-based prediction module 

is separate from the blockchain network and can be linked to it. Users can submit 

transactions by utilizing the functions outlined in the smart contract. The network's 

performance is tracked in real-time and receives these measurements. The ANN 

module is implemented to enhance the overall performance of the blockchain network. 

The network administrator can adjust the configuration based on the predicted 

throughput and latency values after each test, and testing will stop once optimal 

conditions are reached.  

 



119 
 

 
Figure 6-1 The architecture of the ANN-based performance optimization of 

blockchain 

 

6.3 Development of the ANN-based optimization mechanism  
 

An Artificial Neural Network (ANN) is a computer system modelled after the human 

brain that is made up of many interconnected processing elements, known as neurons, 

which work together to solve a problem [119]. ANNs are built with weighted, directional 

graphs as their architecture, where the artificial neurons are nodes, and the arrows and 

weights represent the relationship between the neurons' inputs and outputs. ANNs can 

be broadly classified into two categories based on their architecture: feed-forward 

networks and recurrent networks. Feed-forward networks are networks in which the 

information flows in one direction from the input layer to the output layer. Recurrent 

networks, on the other hand, have feedback connections allowing information to flow 

in cycles, which allows them to maintain a state and process sequences of inputs [120]. 

In this research, a feed-forward ANN is used because it can handle non-linear data. 

Different configurations of the ANN are tested to find the best training method by 

adjusting the number of neurons in the hidden layer, the learning rate, and the 

activation function. The experiments were conducted multiple times for each network 

configuration to train and the average results were recorded to analyse the random 

factor for initializing the weights of the ANN network. First, the data is imported, and 

initial pre-processing is performed, which includes checking for missing values and 
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providing a data description. Afterward, labels are assigned to the data as optimal and 

non-optimal classes. The data is then divided into three categories before being input 

into the network: 15% for validation, 70% for training, and 15% for testing. The network 

configuration for training is set up with 3 inputs, 20 neurons in the hidden layer, and 

two outputs. The benchmark results are examined by the optimization module, which 

is then run repeatedly to get the optimal network parameters. These results are then 

provided to the system administrator to update the system configurations based on the 

predicted throughput and latency. This learn-to-predict model is executed outside of 

our blockchain network. 

 
Figure 6-2 The detailed structure of the Learn to Predict model 

 
 
6.4 Parameter effecting blockchain performance  
 
Several parameters can affect the performance of a blockchain network, including: 

• Block size: The size of the blocks in a blockchain can affect the speed and 

efficiency of the network. Larger block sizes can lead to faster transaction 

processing times, but they can also increase the risk of network congestion and 

slow down the network. 

• Consensus mechanism: The consensus mechanism used by a blockchain 

network can have a significant impact on its performance. Some mechanisms, 

like Proof of Work (PoW), can be more resource-intensive and slower than 

others, like Proof of Stake (PoS) 

• Network latency: The time it takes for transactions to be propagated across the 

network can affect the overall performance of a blockchain. High network 

latency can lead to slower transaction processing times and increased risk of 

network congestion. 
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• Node count: The number of nodes present in a blockchain network can affect 

its performance. While adding more nodes can increase security and 

decentralization, it can also lead to increased network congestion and impede 

the processing of transactions. 

• Mining difficulty: The mining difficulty level of a blockchain can affect its 

performance. Higher mining difficulty can increase the security of the network, 

but it can also lead to slower block confirmation times and higher costs for 

miners. 

• Transactions per block: A blockchain network's performance is impacted by the 

amount of transactions that can be handled in each block. A higher transaction 

per block can lead to faster transaction processing times, but it can also 

increase the risk of network congestion. 

• Hardware and software infrastructure: The underlying hardware and software 

infrastructure of a blockchain network can also affect its performance. A well-

designed, high-performance infrastructure can help to ensure fast and efficient 

processing of transactions. 

 

6.5 Experimental setting 

 

We carried out extensive experiments on our proposed blockchain-enabled data 

exchange platform. The results of the baseline scheme and our scheme were obtained 

and compared. The table shows the tools used for building the proposed architecture. 

Hyperledger Fabric is an open-source blockchain framework that was developed by 

the Linux Foundation. The docker engine was utilized to create VMs on which each 

Hyperledger fabric was embedded in a docker image. Additionally, the Hyperledger 

caliper was integrated with our blockchain network to collect information about the 

blockchain network. An Artificial Neural Network (ANN) was used as the learn-to-

predict module to predict transaction throughput and latency to find the optimal 

configurations for the network. The Hadoop HDFS file system was used to store the 

information and data exchange off-chain for better performance. A non-SQL database 

Mongo DB was used to store benchmark results from Hyperledger fabric for the 

prediction module. The configuration parameters used in this proposed model are 

presented in Table 6-1. These parameters were used to improve the performance of 
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the proposed blockchain-enabled data exchange platform for the entities of the power 

system. See Appendix A for more details. 

 

Table 6-1 Development environment of the proposed framework 

Components Specification 

Docker Engine 20.10.17 

Docker Composer 1.29.2 

CPU Intel Core i7-3.00GHz 

Memory 16 GB 

Operating System Ubuntu 20.4 

Node SDK Node.js 

Blockchain Platform Hyperledger Fabric 

Programming Language JavaScript 

DBM MongoDB 

 

6.6 Performance evaluation 
 

For evaluating the performance, an open-source tool Hyperledger caliper is used for 

the proposed framework. The performance is measured in terms of network 

throughput and latency. The configuration parameters of the proposed framework are 

presented in Table 6-2. These configuration parameters are used to enhance the 

performance of the proposed blockchain network. 

Table 6-2 Experimental setup parameters for a blockchain configuration 

Parameter Value Description 

Block Size 128,512 KB Max block size 

Block Interval 250, 300, 350 ms Time to create a block 

TSOs 1 

Transmission System 

Operators 
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DSOs 5 

Distribution System 

Operators 

Internal Database CouchDB Ledger data storage 

External Database HDFS Off-chain data storage 

Ordering Service PBFT Transaction order 

 

The participants of the network are TSOs and DSOs. Users who can submit 

transactions to the blockchain network are referred to as Participants. To evaluate the 

capabilities of the blockchain network, a simple smart contract is utilized. A new block 

is created every 250 ms, and the default block size is set to 100 transactions per block. 

The default ordering service operates in Raft mode and has only one ordering node. 

In this experiment, CouchDB is used as the default state database. To reduce 

inaccuracies caused by network congestion, the evaluation tests presented in this 

section were averaged over multiple rounds. 

 

6.7 Experimental results  

 

In this section, we evaluate the effectiveness of our method for optimizing the 

blockchain network by comparing it with a baseline scheme. We compare the results 

of using our learning-to-predict method with the results of using the baseline network. 

We use sample data to evaluate the network's transaction throughput. Figure 6-3 

illustrates a comparison of the network's performance. The performance is tested 

using different send rates ranging from 30 to 400. It is observed that the transaction 

throughput increases linearly about the send rate until it reaches around 210 tps. 

Beyond this point, the increase in transaction throughput slows down and becomes 

steady. The transaction throughput of the network improves by 23.9% to 153.2 tps and 

201.4 tps, respectively, when the transmit rate is set to 175 tps, indicating that our 

proposed method is effective in improving the performance of the blockchain network. 
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Figure 6-3 Average Transaction Throughput with one TSO and one DSO 

 

In Figure 6-4, we can see a comparison of the network's performance when utilizing 

our proposed mechanism, which is based on learning to predict, the performance of 

the standard network, at varying transaction send rates. The transaction latency of the 

learning-to-prediction mechanism is 77 ms, while the baseline network has a latency 

of 102 ms. This demonstrates that the transaction latency is improved by 21% when 

the sending rate is set to 400 tps. 

 

 

Figure 6-4 Average Transaction Latency with one TSO and one DSO 
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Figure 6-5 and 6-6 compares the network latency and throughput of the proposed 

blockchain performance improvement mechanism based on learn-to-predict with the 

baseline network with one TSO and two DSOs at varying transaction send rates 

between 30 and 400 tps. In this experiment, it can be seen that transaction throughput 

scaled linearly with a send rate up to about 210 tps. The transaction throughput of the 

learning-to-predict mechanism and the baseline were 140 and 179.3 tps, respectively, 

when the send rate was set to 400 tps, representing a 21.9% increase in transaction 

throughput). Similarly, when the send rate was adjusted to 400 tps, the transaction 

latency of the learning-to-predict mechanism and the baseline were 115 and 91 ms, 

respectively, representing a 20.8% reduction in transaction latency. 

 

Figure 6-5 Average Transaction Throughput with one TSO and two DSO 

 

Figure 6-6 Average Transaction Throughput with one TSO and two DSO 
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Figure 6-7 compares the network's performance when using our proposed mechanism 

based on learning to predict, with the performance of the baseline network, at different 

transaction send rates to evaluate transaction throughput with one TSO and five DSOs 

(range from 30 to 400 tps). There is a linear increase in the transaction throughput 

with an increasing send rate until it reaches approximately 210 tps. As the send rate 

surpasses this threshold, the increase in transaction throughput slows significantly, 

and the system reaches a saturation point. The transaction throughput for the learning-

to-predict mechanism was 221.5 tps, and for the baseline network, it was 263.4 tps. 

This means that when the send rate is set to 400 tps, the proposed mechanism leads 

to an 18.9% increase in transaction throughput as compared to the baseline network. 

                                                           

 

Figure 6-7 Average Transaction Throughput with one TSO and five DSO 

 

Figure 6-8 compares the network's performance when using our proposed transaction 

traffic control mechanism based on learning to predict the performance of the baseline 

network, at different transaction send rates to evaluate transaction latency with one 

TSO and five DSOs (range from 30 to 400 tps). It can be seen from Figure 6-6 that 

when the send rate is set to 400 tps, the transaction latency of the learning-to-predict 

mechanism is 1200 ms, and the baseline network has a transaction latency of 790 ms, 

respectively. This means that the proposed mechanism leads to a 34.1% reduction in 

transaction latency as compared to the baseline network. 
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Figure 6-8 Average Transaction Throughput with one TSO and five DSO 

 

The results of the experiments in this section demonstrate that the proposed strategy 

is effective for sharing data and information between different entities of the power 

system. We implemented a case study of a blockchain network for data exchange 

within the power system, using a permission-based blockchain network called 

Hyperledger Fabric. This study introduces a learn-to-predict mechanism for improving 

the performance of the blockchain network. The results of the case study indicate that 

the system performance is improved by increasing the network throughput and 

reducing the latency. 

 

6.7 Chapter Summary 
 

This chapter presented a performance improvement mechanism for blockchain based 

information and data exchange for power system entities used to predict the ANN 

model. Various experiments were performed to assess the effectiveness of the 

proposed approach. The experimental results indicate that the proposed approach is 

suitable for data exchange within power systems, and the performance of the 

blockchain network is augmented when combined with the learn-to-predict model. The 

results indicate that the overall throughput is improved with the increasing send rate 

and the network latency is reduced. 
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Chapter 7 Conclusion and Future Research 
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7.1 Conclusion 
 

This part concludes the thesis by reviewing its most important contributions and 

discoveries. The following are the summaries of the three primary works included in 

this thesis: 

Cloud-based data exchange platform: The newly designed cloud platform is 

intended to facilitate data exchange among various actors in the power sector such as 

TSOs, DSOs, consumers, grid users, producers, and aggregators. This will increase 

interoperability among a wide range of actors in the energy sector. The use of cloud 

computing in this platform has many benefits, such as scalability and reliability. In 

comparison to existing data exchange platforms in the energy sector, the new cloud 

platform is equipped to handle a larger number of services, include more actors, and 

transfer a larger volume of data. Additionally, the platform is evaluated for scalability 

and reliability to ensure that it is suitable for its intended purpose of priority information, 

data needs, and interfaces. This evaluation is based on a series of experiments, as 

well as an analysis of service deployments and VM cluster architecture. 

Blockchain-enabled secure and transparent data exchange: We have proposed a 

system for information exchange that prioritizes trustworthiness, transparency, and 

accountability for data breaches. This system combines the use of blockchain 

technology and big data tools such as HDFS. The decentralized consensus framework 

of blockchain technology is particularly useful for verifiable data transactions. This 

proposed platform can enhance TSO-DSO interoperability, resulting in better system 

performance in terms of both supply reliability and congestion control. The blockchain-

based approach eliminates the need to rely on a single entity for controlling access to 

encrypted data and utilizes chaincodes to store and evaluate access control policies 

on the chain. The experiments indicate that the proposed platform scales linearly with 

the number of nodes. Analysis shows that the platform can use a private blockchain 

with minimal overhead for communication between various power system entities. The 

experimental results also demonstrate the proposed platform's feasibility for data and 

information sharing in a power system. 

Blockchain performance optimization: Performance optimization is becoming 

increasingly crucial in the development of new blockchain technology as it is being 

integrated into various applications. In this thesis, an ANN-based learn-to-predict 
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model was proposed in Chapter 6 for performance optimization of the blockchain 

platform. The method was used to predict the network's throughput and latency, 

allowing the network administrator to adjust the network's settings to achieve high 

throughput and low latency. The results indicate that the proposed model was 

successful in improving the performance of blockchain-enabled information and data 

exchange, and able to adapt to the dynamic nature of power systems. 

7.2 Future research 
 

This thesis has made significant contributions to the analysis of various ICT tools for 

information and data exchange within power systems. However, there are still some 

research gaps that need further exploration. One such area is the scalability of the 

platform, which could be demonstrated through a comprehensive demonstration of 

additional services on a VM cluster that includes multiple VMs. Another potential area 

of research is the optimal allocation of VMs, services, and market participants. Future 

research could also focus on developing a variety of applications such as load 

forecasting, electric vehicle charging planning, and power system optimization that 

can be added to the TSO-DSO use cases on the designed data exchange cloud 

platform. This is because the platform is designed to facilitate the exchange and 

storage of a variety of data types. 

This study has shown that blockchain technology can be effectively employed for 

exchanging information and data among entities in a power system. However, there 

are several areas for future research to improve upon this. One area of improvement 

would be to compare the performance of Hyperledger Fabric with other enterprise 

blockchain platforms in terms of throughput, scalability, and latency. Another area of 

exploration could be to assess the scalability of the system in a configuration where 

each node is installed on a separate physical or VM, both horizontally and vertically. 

In addition, this thesis has implemented a Node.js server in conjunction with the Fabric 

network to improve the overall speed of the system. However, the use of a separate 

server (Node.js) to process requests increases the system overhead, which may not 

be desirable for the computing device due to its limited resource capacity. Therefore, 

it may be necessary to investigate ways to improve the performance of the network 

without placing excessive strain on the system's resources in future research. 



131 
 

In this research, parameters of a blockchain, such as block size and block interval 

time, were adjusted using a learn-to-predict model. However, in theory, this prediction 

model would continually interact with the network, which would slow down the network 

and reduce the speed at which transactions can be processed. Future research could 

explore how to strike a balance between low interaction and high performance, to 

optimize the performance of the blockchain network. 
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Appendix A 
 

Software Environment Description: 

1. Docker Engine (Version 20.10.17): 

Overview: Docker Engine is a containerization platform that allows you to package 

and run applications and their dependencies in isolated containers. It provides a 

consistent and reproducible environment for your experiments. 

Significance: Docker containers are lightweight, efficient, and can be easily deployed 

across different environments. They ensure that your blockchain setup and 

dependencies are consistent and isolated from the host system. 

2. Docker Compose (Version 1.29.2): 

Overview: Docker Compose is a tool for defining and running multi-container Docker 

applications. It allows you to define the services, networks, and volumes required for 

your application in a single Compose file. 

Significance: Docker Compose simplifies the management of complex multi-container 

applications, making it easier to set up and orchestrate your Hyperledger Fabric 

blockchain network and related components. 

3. CPU: Intel Core i7-3.00GHz: 

Overview: The Intel Core i7 processor is a high-performance CPU known for its 

processing power and efficiency. It plays a crucial role in the overall performance of 

your experiments. 

Significance: The powerful Intel Core i7 CPU ensures that your blockchain network 

can handle computationally intensive tasks efficiently, contributing to the overall 

performance of your experiments. 

4. Memory: 16 GB: 

Overview: The 16 GB of RAM (Random Access Memory) provides the server with a 

sufficient amount of memory for running applications and handling data efficiently. 
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Significance: Ample memory is essential for managing the blockchain network, 

databases, and any other software components simultaneously, ensuring smooth and 

responsive performance. 

5. Operating System: Ubuntu 22.02: 

Overview: Ubuntu 22.02 LTS is a popular Linux distribution known for its stability and 

long-term support. It provides a reliable environment for running various software 

components. 

Significance: Ubuntu offers a secure and well-supported platform for hosting your 

Hyperledger Fabric blockchain network, Node.js applications, and MongoDB 

database. 

6. Node SDK (Node.js): 

Overview: Node.js is an open-source JavaScript runtime environment that allows you 

to execute JavaScript code outside of a web browser. It's commonly used for building 

server-side applications. 

Significance: Node.js, along with the Node SDK, is crucial for interacting with and 

developing applications for the Hyperledger Fabric blockchain network. It enables the 

creation of blockchain smart contracts and client applications. 

7. Blockchain Platform: Hyperledger Fabric: 

Overview: Hyperledger Fabric is a blockchain framework designed for building 

permissioned blockchain networks. It provides a modular and extensible architecture 

for developing enterprise-grade blockchain applications. 

Significance: Hyperledger Fabric serves as the foundation of your blockchain network, 

providing the necessary infrastructure and tools for creating, managing, and executing 

blockchain transactions. 

8. Programming Language: JavaScript: 

Overview: JavaScript is a widely used programming language known for its versatility. 

In your context, it's used for developing blockchain applications and interacting with 

the Hyperledger Fabric network. 
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Significance: JavaScript allows you to write smart contracts, applications, and scripts 

to interact with the blockchain. It's commonly used in web-based blockchain 

applications. 

9. Database Management System (DBMS): MongoDB: 

Overview: MongoDB is a NoSQL database known for its flexibility and scalability. It's 

suitable for storing unstructured or semi-structured data, making it relevant for 

blockchain use cases. 

Significance: MongoDB likely serves as the database for storing off-chain data related 

to your blockchain network. It complements the blockchain ledger with versatile data 

storage capabilities. 

Server Specifications: 

Processor (CPU): 

Manufacturer: Intel 

Number of Cores: 14 

Clock Speed: 1.7GHz 

Cache Size: 35.75 MB 

Memory (RAM): 

Total Installed Memory: 128 GB 

Memory Type: DDR4 

Memory Speed: 2400 MHz 

Number of Modules: 8 

Total Memory Capacity: 256 GB (Expandable) 

Storage Devices: 

Hard Disk Drives (HDDs): 

Number of HDDs: 2 

Capacity of Each HDD: 2 TB 
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RPM (if applicable): 7200 RPM 

Solid State Drives (SSDs): 

Number of SSDs: 1 

Capacity of Each SSD: 512 GB 

Graphics Processing Unit (GPU): 

Manufacturer: NVIDIA 

Model: GeForce RTX 2080 Ti 

VRAM: 11 GB GDDR6 

Type (e.g., Ethernet, Wi-Fi): Ethernet 

Data Transfer Speed (for each NIC): 1 Gbps 

Operating System: 

Name: Ubuntu Server 

Version: 22.02 

Architecture (32-bit/64-bit): 64-bit 

 

 

 

 

 


