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Pre-Processing of Integral Images for 3-D Displays

Amar Aggoun, Member, IEEE

Abstract—This paper seeks to explore a method to accurately
correct geometric distortions caused during the capture of three-
dimensional (3-D) integral images. Such distortions are rotational
and scaling errors which, if not corrected, will cause banding and
moire effects on the replayed image. The method for calculating the
angle of deviation in the 3-D Integral Images is based on Hough
Transform. It allows detection of the angle necessary for correc-
tion of the rotational error. Experiments have been conducted on
a number of 3-D integral image samples and it has been found that
the proposed method produces results with accuracy of 0.05 deg.

Index Terms—Hough transform, integral imaging, three-dimen-
sional (3-D) display, 3-D image acquisition.

1. INTRODUCTION

EAL WORLD information, obtained by humans is three

dimensional (3-D). There is growing evidence that 3-D
imaging techniques will have the potential to establish a future
mass-market in the fields of entertainment (television, video
game) and communications (desktop video conferencing). In
experimental user-trials, subjective assessments have clearly
demonstrated the increased impact of 3-D pictures compared to
conventional flat-picture techniques. It is reasonable, therefore,
that we humans want an imaging system that produces pictures
that are as natural and real as things we see and experience
every day. Three-dimensional imaging and hence, 3-D televi-
sion (3DTV) are very promising approaches expected to satisfy
these desires [1].

Many different approaches have been adopted in attempts to
realize free viewing 3-D displays [2]-[4]. Several groups [5]
have demonstrated autostereoscopic 3-D displays, which work
on the principle of presenting multiple images to the viewer by
use of temporal or spatial multiplexing of several discrete view-
points to the eyes. However, these autostereoscopic 3-D displays
are not truly spatial displays since they exclude vertical parallax
and rely upon the brain to fuse the two disparate images to create
the 3-D sensation. True autostereoscopic 3-D display systems
should have parallax in all directions and present images, which
allow accommodation and convergence to work in unison as in
normal viewing. Integral imaging is a technique that is capable
of creating and encoding a true volume spatial optical model of
the object scene in the form of a planar intensity distribution by
using unique optical components [6]-[13]. It is akin to holog-
raphy in that 3-D information recorded on a 2-D medium can
be replayed as a full 3-D optical model, however, in contrast to
holography, coherent light sources are not required. This conve-
niently allows more conventional live capture and display pro-
cedures to be adopted. With recent progress in the theory and
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microlens manufacturing, integral imaging is becoming a prac-
tical and prospective 3-D display technology and is attracting
much interest in the 3-D area.

To date, most researchers have concentrated on establishing
appropriate viewing parameter characterization and improved
image generation. However, there are many data processing is-
sues that require specialist solutions unique to integral images
[14]-[18]. One of these issues is to correct geometric distortion
caused during the pickup process. A 3-D integral image is repre-
sented entirely by a planar intensity distribution, which may be
recorded on to a photographic film for later electronic scanning
and processing or directly recorded as an intensity distribution
using a charge-coupled device (CCD) with a standard camera
lens. A flat panel display, for example, one using liquid crystal
display (LCD) technology, is used to reproduce the captured
intensity modulated image, and a microlens array reintegrates
the captured rays to replay the original scene in full color and
with continuous parallax in all directions. This system offers the
potential for stress-free viewing by more than one person. To
obtain the highest possible 3-D viewing, it is essential that the
structure microlens array overlaid over the LCD panel matches
the pixel structure of the planar intensity distribution displayed
on the LCD. This paper proposes an automatic method, which
correct rotational distortions that may occur during the capture
of Integral Images.

II. DEVELOPMENT OF INTEGRAL 3-D IMAGING

The first person who originated the term integral 3-D imaging
was G. Lippmann [19] in 1908. To record an integral photo-
graph, Lippmann used a regularly spaced array of small lenslets
closely packed together in contact with a photographic emul-
sion. Each lenslet views the scene at a slightly different angle
to its neighbor and, therefore, a scene is captured from many
view points and parallax information is recorded. After pro-
cessing, if the photographic transparency is reregistered with the
original recording array and illuminated by diffused white light
from the rear, the object will be constructed in space by the in-
tersection of ray bundles emanating from each of the lenslets.
It is the integration of the pencil beams, which renders inte-
gral imaging unique and separates it from Gaussian imaging or
holography. In replay, the reconstructed image is pseudoscopic
(inverted in depth). Optical and digital techniques to convert
the pseudoscopic image to an orthoscopic image have been pro-
posed [6]-[13].

An optical configuration necessary to record one-stage ortho-
scopic 3-D integral images has been proposed [6]-[8] and is
shown in Fig. 1. This employs a pair of microlens arrays placed
back to back and separated by their joint focal length, which
produces spatial inversion. The arrangement allows a pseudo-
scopic image to be transferred such that it can straddle a separate
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Fig. 1. An advanced integral imaging system.

microlens recording array (close imaging). The recording mi-
crolens array can be put anywhere in the transferred image space
to allow the desired effect to be achieved freely: The object can
be entirely inside of the display, outside of the display, or even
straddling the display. The space transfer imaging scheme of-
fers the flexibility of recording the object at a desired depth.

The system uses an additional lens array, which images the
object space around the plane of the microlens combination.
This arrangement has been termed a two-tier optical combi-
nation. Effectively the first macro array produces a number of
pseudoscopic, laterally inverted, images around the double in-
tegral microlens screen. This image is transmitted effectively
negating the sign of the input angle such that each point in ob-
ject space is returned to the same position in image space. The
arrangement performs pseudo-phase conjugation, i.e. transfer of
volumetric data in space. The image is transmitted with equal
lateral longitudinal magnification, and the relative spatial coor-
dinates, are preserved i.e. there is no inversion in the recorded
image and no scale reduction in depth.

It is possible to capture integral 3-D images electronically
using a commercially available CCD array [6]—[8]. This form
of capture requires a high resolution CCD together with special-
ized optical components to record the micro-images fields pro-
duced by precision micro-optics. The two-tier system shown in
Fig. 1 has been used for the capture of the integral images used
in this work. The object/scene is recorded on a film placed be-
hind the recording microlens array through a rectangular aper-
ture. The recorded data is then scanned using a high resolution
scanner.

The aperture greatly affects the characteristics of the micro-
images recorded. Since each micro-image is an image of the
object seen through the aperture independently, its shape and
size is determined by the aperture. If the field of a micro-image is
fully covered by the image, it is said to be fully-filled, otherwise
it is said to be under-filled or over-filled. Under-filled micro-
images are caused by smaller aperture size than the correct size,
and lead to decreased effective viewing zone with large part of
the image area invalid when the image is replayed. Over-filled
micro-images on the other hand are caused by bigger aperture
size than the correct one. The overlapped micro-images lead
to confusion in image reconstruction, thus degrade the replay
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(a) Example of the nature of sub-image field. (b) Magnified section.

Fig. 2.

quality. The system is setup to avoid overfilled micro-images to
obtain a good 3-D integral image quality.

The system would record live images in a regular block pixel
pattern. The planar intensity distribution representing an inte-
gral image is comprised of two-dimensional (2-D ) array of
M x M micro-images due to the structure of the microlens
array used in the capture and replay. The resulting 3-D images
are termed omnidirection integral images (OII) and have par-
allax in all directions. The rectangular aperture at the front of the
camera and the regular structure of the hexagonal microlenses
array used in the hexagonal grid (recording microlens array)
gives rise to a regular “brick structure” in the intensity distri-
bution as illustrated in Fig. 2.

Unidirectional integral images (UIIs) are obtained by using a
special case of the integral 3-D imaging system where one-di-
mensional (1-D) cylindrical microlens array is used for cap-
ture and replay instead of a 2-D array of microlenses. The re-
sulting images contain parallax in the horizontal direction only.
Fig. 3(a) shows an electronically captured unidirectional inte-
gral 3-D image and Fig. 3(b) shows a magnified section of the
image. The M vertically running bands present in the planar in-
tensity distribution captured by the integral 3-D camera are due
to the regular structure of the 1-D cylindrical microlens array
used in the capture process.

The replay of the 3-D Integral images is achieved by placing a
microlens array on the top of the recoded planar intensity distri-
butions. The microlens array has to match exactly the structure
of the planar intensity distribution. A slight mismatch would
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Fig. 3. An electronically captured unidirectional integral image. (a) Full. (b)
Magnification.

lead to undesirable effect on the 3-D display such as banding
and moiré effects. The problem of correcting the existing geo-
metric distortions in the recorded intensity distribution implies
detecting and calculating the error angle, and rotating the image
with this value. The correction should be applied in such a way
that the structure of the intensity distribution is preserved. An
automatic method for calculating the rotational error angle is
proposed based on the detection of the boundaries of the micro-
images in the recorded intensity distribution using the Hough
Transform.

III. ERROR ANGLE CALCULATION IN THE UII DATA

The process of implementing the Hough transformation on
Ull intensity distributions involves two steps; firstly, the bound-
aries of the micro-images in the captured intensity distribution
data must be detected using a gradient operator [20]. The edge
detection technique used is the Pythagorean sum of two Sobel
gradient operators at 90 deg each [20]. The edge-detection algo-
rithm is followed by a standard Hough Transform to assemble
the edge pixels into meaningful boundaries. The Hough trans-
form was introduced to detect complex patterns of points in bi-
nary images and became quickly a very popular algorithm for
detecting lines and simple curves.

A line detecting Hough transform is calculated by consid-
ering all of the detected edge points and representing all pos-
sible lines through these points. Considering a point (z;,y;),
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Fig. 4. (a) Perfectly aligned UII. (b) Hough image of the sample taken from a
perfectly aligned UIIL

the set of lines through this point is represented as the set of
all possible values of (p, ), where p represents the distance be-
tween the image origin and the line, and 6 the line orientation.
A straight line is described by

p = x;cos(f) + y; sin(9).

Each point (p, ) in Hough space corresponds to a line at
angle § and distance p from the origin in the original data space.
The value of a function in Hough space gives the point den-
sity along a line in the data space The Hough transform is con-
structed by considering the sum of the sets of all lines through
all edge points. The main peaks in the transform represent the
boundary lines of the object. The graph is shown in rectangular
coordinates (p, #) for § € (—180,4180) in Fig. 4.

It can be observed in the Hough image represented in Fig. 4,
that all intersection points are collinear (see the indication
arrow) and that they form a line located at # = 0 in the pa-
rameters space (p,6). This observation is the starting point
in our analysis. This line was termed the “Indication Line”
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(IL). The experiments were carried out with the same integral
image rotated with different angles measured in respect with
the horizontal axis.

The location of the IL relating to the origin gives an indication
of the direction of the rotation. An image rotated in a clockwise
direction from the horizontal axis will produce in the Hough do-
main an /L situated on the left side of the origin. An image ro-
tated in an anticlockwise direction from the horizontal axis will
produce in the Hough domain an /L situated on the right side of
the origin. The difficulty of calculating the value of 6 is reduced
to the estimation of the distance between the IL and the origin.
Since the IL holds the area of interest for detecting the angle,
the vicinity of this line was selected for examination. In order to
determine the location of the /L in the magnified Hough image,
the structure of this line has been analyzed. The IL is formed by
many pixels with different values of grey level. However, we can
assume that the /L contains the largest number of black pixels
in the magnified image representing the vicinity of the /L. To
achieve a clearer representation of the /L, the magnified Hough
image was thresholded. This results in a binary image, where
the value of “1” was considered for each white pixel and the
value of “0” was assigned to each black pixel. The sum of each
column is then calculated. The maximum value is achieved for
the column that contains the largest number of elements with
the value of 1. This column is then identified as the /L whose
location is equivalent to the value of the rotational angle.

Experiments were carried out on various samples of images
with correct resolution together with the right threshold level
in the process. Results showed a clear detection of the parallel
boundaries of the micro-images using this process. This algo-
rithm has been extended to OII data and results are presented
and discussed in the remaining of this paper.

IV. PRE-PROCESSING OF OII DATA

The alignment process in the case OII is discussed around
the position of the horizontal row of micro-images in the “brick
structure,” which has to produce a null angle with respect to
the horizontal direction. In order to understand how the Hough
transform can be applied on the captured OII intensity distribu-
tion, a test image Fig. 5(a), which simulates the structure of such
set of data, is considered.

The IL is located in the Hough image at § = 90 as pointed
out by the arrows, Fig. 5(b). A clockwise rotation (equal to 10°)
was applied to the initial test image producing the image shown
in Fig. 6(a). The rotation process creates a transfer of the /L in
the Hough image, which is denoted by z[ see Fig. 6(b)].

The value of x is equal to the rotational angle when the origin
is considered to be at § = 90. Taking into account this observa-
tion, the error angle in real OII sample data has been calculated
using the Hough transform.

V. ERROR ANGLE CALCULATION IN THE OII DATA

To illustrate the algorithm for calculating the error angle in
the captured OII data, samples have been taken from several
intensity distributions including the one shown in Fig. 2(a).
Due to the structure of the OII data where all the horizontal
lines are parallel and uniformly distributed on the entire surface
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Fig. 5. Hough transform of the test image that simulates the OII structure. (a)
Input image. (b) Hough representation. (c) Result produced by the Hough trans-
form procedure.

of the image, an examination sample can be taken from any
position in the image. From a visual analysis of Fig. 7 it
can be seen that an anticlockwise rotation is necessary for
the image in Fig. 2(a).

The method previously implemented for calculating the error
angle based on the Hough transform implemented for the UII
data has been applied to the captured OII intensity distribution.
Because of the very small value of the rotational angle, an ac-
curate identification of the /L location was found to be difficult.
For this reason a new step was added to the initial algorithm.
This consists of increasing the initial rotation of the sample in-
tensity distribution.

VI. ADDING ROTATION TO THE SAMPLE IMAGE

In order to obtain a clear representation of the /L in the Hough
image of the OII sample, an extra rotation in the same direc-
tion is added to the sample image. By completing a rotation on
the sample image, extra black patches have been introduced as
shown in Fig. 8(a). This affects the edge detection process that
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Fig. 6. Hough transform of the rotated test image. (a) Rotated input image
(—10°). (b) Hough representation. (c) Result produced by the Hough trans-
form procedure.

Fig. 7. Sample taken from the captured OII data shown in Fig. 2(a).

is part of the Hough transformation. To obtain a realistic result
from this procedure the region of interest (ROI) was selected
from the extra-rotated sample image as indicated by the dashed
rectangle as illustrated in Fig. 8(b).

VII. IDENTIFICATION OF THE ROI IN THE IMAGE

In order to identify the optimal value of the ROI, the parame-
ters of the rectangular shape, which delimit this area, should be
estimated. The initial and final values of width and height are
known as well as the rotational angle. From Fig. 8(b) the fol-
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Fig. 8. (a) Example of the test sample after adding rotation. (b) Method of
estimating the parameters of ROI illustrated for a clockwise rotation.

TABLE 1
PARAMETERS ESTIMATION OF ROI GIVEN FOR A CLOCKWISE ROTATION

ROI parameters | Anticlockwise Rotation (+)

Width

W:( 4 —YlsinaJ(l+tan2a)
cosax

H =Y +Ysin® o~ X (sinor+tan )

)

Height

Starting point

. 2
coordinates Ysino—tan

Xlsina

lowing notations have been used:

X width of initial image before rotation;
Y height of initial image before rotation;
X1 width of the image after rotation;

Y1 height of the image after rotation;

a  angle of clockwise rotation;

W width of ROI;

H height of ROL

The width and height of the ROI area with the notation
mentioned above have been calculated for clockwise rotation
and are given in Table I. These values have been used in
order to extract the ROI area. Similar procedure is followed
to define the parameter needed to extract the ROI area for
anticlockwise rotations.

After the ROI area has been identified, the Hough transform
is applied on this image. The area of interest used for Hough
analysis comprises the continuous horizontal and noncontin-
uous vertical lines consisting of average intensity pixels, which
are the key element for the Hough analysis. A process of re-
moval of small details from the image prior to object extraction
and bridging the small gaps in lines is often used as a prepro-
cessing stage to the object extraction. For this reason, a filtering
stage is applied prior to application of the edge enhancement.
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Fig. 9. Line detection images. (a) Before filtering. (b) After filtering.

(b)

Fig. 10. (a)Hough representation foré € (0, 180) of the test sample illustrated
in Fig. 2(a). (b) The magnified section (10 %) of the IL vicinity (the square box).

A 3x3 median filter is used to achieve noise reduction while
preserving edge sharpness. Application of a median filter on the
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Fig. 11. Threshold image of IL vicinity of the sample image where (a)
T =180. (b) T'=200. (c) T = 220.

sample images before the Hough transformation enhances the
line detection image and increases the accuracy of the proce-
dure as shown in Fig. 9.

The Hough transformation has been applied to the filtered
sample images and the Hough domain representation is given
in Fig. 10 for # € (0, 180). The reference line for calculating
the angle is at § = 90. To facilitate the analysis of the IL
structure, its vicinity was selected individually for each sample
image.

VIII. THRESHOLDING OF THE IL VICINITY

In order to extract the IL from the magnified section of its
vicinity, a threshold process was carried out. One obvious way
to identify the object from the background is to select a threshold
T that separates these modes.

From the histograms of the IL vicinity image, a set of
threshold values are selected. The accuracy of the segmentation
process which identifies the IL line is given by the value of the
chosen threshold as it can be seen in Fig. 11 for the sample
images in Fig. 2(a).
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Fig. 12. Error angle representation for different threshold values.

Thus a set of binary images are formed where pixels labeled
1 correspond to objects, whereas pixels labeled O correspond
to the background. By adding the values of the pixels on each
column the graph in Fig. 12 was obtained. The maximum value
in each graph gives the distance between the IL and the reference
line in the Hough domain representation, which corresponds to
the value of the error angle in the input data.

An accurate value of this angle is obtained by calculating the
distance between the centre of the IL and the centre of the origin.
The value of the angle was calculated as

_ maxy ((d/m) — a,) + ming ((d/m) — a,)
2

error angle;

d  distance from max-point to reference point
m  magnification factor of the IL vicinity;

a, added rotation.

For the example described, a,, = 4 and m = 10.

The error angle values for the four test OII images calculated
using this method, are (0.575, 0.225, 0.435, and 0.625). Fig. 13
shows an example of the preprocessing of a UIIL. This UII is
captured using microlens array with a pitch of 1270 ym and
is chosen here to clearly show the effect of preprocessing
in correcting the rotational error caused during the capture.

To access the accuracy of the algorithm, a sample of UIls which
have been rotated by 10° have been used as test images. The
estimated angular components were found using the proposed
method to be between 9.80° and 9.95° depending on the noise
level in the captured images. Hence the proposed method
could detect rotational errors with an accuracy of up to 0.05°.

Real-time implementations of the Hough transform for straight
line detection using dedicated hardware have been reported
in the literature [21]. Since the Hough transform is the main
computational intensive operations of the algorithm, itis possible
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(b)

Fig. 13. Example of the preprocessing of the unidirectional integral image.
(a) Misaligned UII without preprocessing. (b) Perfectly aligned UII after
preprocessing.

to develop a dedicated hardware for real-time operation of
the proposed preprocessing technique.

IX. CONCLUSION

This paper has covered the aspects of preparation and conver-
sion into a proper format of 3-D integral images as a preprocess
before the 3-D display. Most methods to capture integral im-
ages involves the use of a standard camera with a CCD in front
a lens array, which could result in geometric distortions in the
captured data. Since a microlens array is required to be placed
on the recorded data to replay the 3-D Integral Imaging and a
slight rotational mismatch would result in banding and moiré ef-
fect. The paper provides an automatic method using the Hough
transform to detect and correct rotational error. The correct rota-
tion adheres with the decoding lens for absolute alignment with
accuracy up to 0.05 degrees. The method is easy to implement
which makes it attractive for real time preprocessing of integral
images on a frame by frame basis.
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