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Bit-Level Pipelined Digit-Serial Array Processors [3]. Although the resulting architectures aké times faster than the
) bit-serial structures, the initial delay is still that of the bit-serial
A. Aggoun, M. K. Ibrahim, and A. Ashur (i.e., 2N, where N is the wordlength). Another drawback is the

additional cost needed for the switching circuitry. Two other methods

) ) . ) for the design of digit-serial structures were proposed later, which
Abstract—A new architecture for high performance digit-serial vector hel th bl f the initial del The first is to start
inner product (VIP) which can be pipelined to the bit-level is introduced. "?p ovgrcome € problem or the iniial ae ay' e 'rsl IS 1o S."’.\r
The design of the digit-serial vector inner product is based on a new With a bit-parallel structure and then use folding to obtain the digit-
systematic design methodology using radi2” arithmetic. The proposed serial architecture [5]. The second approach is to start with a bit-serial
architecture allows a high level of bit-level pipelining to increase the architecture and then use unfolding to obtain the digit-serial one [4].

throughput rate with minimum initial delay and minimum area. This . . .
will give designers greater flexibility in finding the best tradeoff between The major drawback of the architectures based on these approaches is

hardware cost and throughput rate. It is shown that sub-digit pipelined ~that they cannot be pipelined at a sub-digit level, which has severely
digit-serial structure can achieve a higher throughput rate with much less limited their throughput. This could be a major obstacle for high-
area consumption than an equivalent bit-parallel structure. speed applications. In digit-serial systems, the throughput rate often
A twin-pipe architecture to double the throughput rate of digitserial = o oqants the overriding factor dictating system performance. The
multipliers and consequently that of the digit-serial vector inner product . L .
is also presented. The effect of the number of pipelining levels and the Main reason why these structures cannot be pipelined is due to the
twin-pipe architecture on the throughput rate and hardware cost are existence of carry feedback loops, which are impossible to pipeline.
discussed. A two’s complement digit-serial architecture which can operate Modification of these designs is very complex and could ultimately
on both negative and positive numbers is also presented. mean a redesign because they are specified in terms of gates and
full adders by the initial bit-parallel (bit-serial) architecture and the

I. INTRODUCTION folding (unfolding) process.

Bit-serial computations have been studied extensively during theRecently, a new approach to the design of digit-serial structures has
last decade. Complete very large scale integration (VLSI) desi§fen proposed based on radik-arithmetic [8], [9]. The advantages
methodologies based on bit-serial arithmetic have been built, p&f-the radix approach are: 1) it has enabled for the first time the design
ticularly for the VLSI implementation of digital signal processingef functionally correct digit-serial structures that are based on two’s
(DSP) algorithms [1], [2]. However, the disadvantage of the bitomplement representation, directly and in a hierarchical way without
serial systems is that they are considered to be very slow for mdﬁ? need for bit-parallel or bit-serial designs as an initial starting
application such as radar, sonar, and video and image processing.f@ft; 2) it is more general than the bit-level cellular arrays approach
higher throughput DSP applications, however, it is clear that a modge to the fact that more designs can be derived from the radix
toward higher bit-width operations is necessary, where the solutigpproach; 3) it allows fothe first timethe direct application of all
often used is bit-parallel computation. However, the bit-paralléhe existing synthesimethods in designing digit-serial structures; and
systems require a very large amount of silicon area, communicatihit only specifies the functionality of the basic cell and hence any
overhead, and pin-out. internal architecture can be used so long as it satisfies the functionality

To avoid the disadvantages of the bit-serial and the bit-paralgbecification of the cell.
computation, the concept of digit-serial implementations has beenRecently, the first digit serial structures that can be pipelined at
proposed in recent years [3]-[5]. The digit-serial systems are idesib-digit level based on radiX* arithmetic has been reported by the
for moderate speed applications, for which the bit-serial style is t@mthors [7]. It involves a novel carry feedforward technique which
slow, and the bit-parallel style is faster than necessary. was proved functionally correct using radiX- arithmetic. The use

Digit-serial algorithms have been proposed using on-line arithmet€ carry feed-forward has solved a major bottleneck of the carry
(most significant digit first) based on signed-digit number represefeedback loops of existing designs. Also, the flexibility offered by
tation [6]. The drawbacks of this approach are the increased sizetlodé radix2” approach in choosing the cell architecture has enabled
the computational elements and the overhead of data conversion fh¢ design of the basic cells using carry save arithmetic, which is

Also, several approaches have been proposed to design digit-sefeister and requires less area.
architectures based on two's complement number representatiorThe possibility of high degree of pipelining offered by the structure
which are summarized in Fig. 1. Most of the proposed design [7] will increase the throughput rate of the digit-serial systems.
methodologies use theit-level cellular arraysas theirstarting point  However, because of the interconnections between adjacent cells, the
[3]-[5]. The approach proposed by Wu and Cappello [13] is base@dimber of pipelining levels is limited by the area constraint as well as
on partitioning a bit-parallel multiplier intd” blocks, then applying the initial delay. The reason is that the initial delay of this structure
the space-time transformation proposed by Chen [12] to each blofigreases rapidly with the degree of pipelining and the number of
A similar architecture has been previously proposed by Setithl.  digits per word.
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Fig. 1. Different approaches used to design digit-serial structures.

digits. In this case, the degree of pipelining is only limited by th&/. A twin-pipe and a two’s complement digit-serial multipliers are

area constraint. presented in Sections V and VI, respectively. Conclusions are drawn
The performance of the proposed designs are evaluated with respecbection VII.

to area, time, and area-time complexity. It is shown that sub-digit

pipelined digit-serial architectures designed using the proposed radix- II. THE RADIX-2" APPROACH

2" algorithm can achieve etterthroughput rate than the bit-parallel The radix2” algorithm can be considered as a generalization of

structure with much lower hardware cost. As a consequence, #@ pinary arithmetic where the simplest building block is an AND
digit-serial structures can no longer be considered as a compromisged full adder (FA) [8]. The basic cell of the radi-multiplication

approach between the bit-serial and the bit-parallel structures bUta"Pg?orithm, for instance, multiplies twe-bit digits «; andv; and adds
one of the main contenders in the design of array architectures {gg product to two othen-bit digits si, and ci, viz.,

high-speed applications.
This paper is organized as follows. Section Il describes the r2itlix- {Couts Sout} = wiv; + in + Cin @)

approach, where a design of the digit-serial multiplier reported in [ihe result will always be a two digit number, the most significant digit
is described. In Section I, a systematic design methodology of digWSD) is the carry digitcout, and the least significant digit (LSD)
serial VIP based on the proposed radik-algorithms is presented. js the sum digit,s.... This implies that any bit-level architecture
In this section, new radig” algorithms are presented. The desigitan be generalized to perform a particular razfix-algorithm by
and optimization of the basic cell architecture based on an arrginply replacing the bit-level basic block with a radik- basic
multiplier and the design of the first bit-level pipelined digit-seriatell. Furthermore, the bit-level DG’s which have been proposed for
adder are also described. Evaluation of the hardware cost and fingtiplication and VIP operations [10]-[12] can all be generalized
throughput rate of the proposed digit-serial VIP with respect to ther radix-2" multiplication and VIP operations. One of the most
digit size and the number of pipelining levels are presented in Sectisignificant advantages of the radiX-approach which was indicated
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Fig. 2. Design of the digit-serial multiplier reported in [7]. (a) Dependency graph. (b) Digit-serial multiplier derived by projecting the goaysTticdl axis.

earlier is that the digit-serial structures can be, for the first timé. Writing the Algorithm Using the RadiX* Arithmetic

deriveddirectly from such radixdependencgraphs. _ To illustrate the concept, the example of the VIP algorithm will
The design of the digit-serial multiplier can be derived by lineage adopted. Here, new rad¢- algorithms are developed based on
projection of the DG’s of the radiz* multiplication algorithm gpjitting the digit partial products prior to accumulation, as opposed
according to the classical theoretical framework of regular arrgy ine multiply accumulate operation used in Section II.
architectures synthesis [2]. Depending on the way carry digits arenew Radix2” Vector Inner Product Algorithms:The  evaluation
transmitted to the next most significant digit position, there are sevegl ine inner product of two vectors is one of the most important
possible graphs, one of which is given in Fig. 2. In this graph, thgithmetic computations in the field of digital signal processing. In
carry digits originating in node,j) are transmitted forward 10 fact, poth digital filters and DCT processors require the computation
node (i + 2,j — 1), wherei and j are the horizontal coordinate of v/|p's, In the last decade, several bit-level VIP architectures have
axes. This radi2" DG can be seen as the radik-generalization peen reported in the literature [10].
of the bit-level DG's (graph 3) presented by Privat [11]. A bit- The jnner product of vectoF” = (Uy, U1, ..., Uni—1) andV =
Ieyel pipelin_ed digit-_seriz_al muItipIieIr can be derive(_:i by projectingvoﬂfh___’VMfl) can be obtained by multiplying one pair of
this graph in the direction of1,0]" (Fig. 2(b)). It is similar to nympers(t7,,,V;,) and adding their product to an accumulating
the digit-serial multiplier reported by the authors [7], where thgssyit, This is described at the word level by a simple recursion of
basic cell based on the carry save array multiplier is shown jRe formW,, — W,, + U.,V,,. Assume that the elements, and
Fig. 3. The main disadvantage of this cell architecture is that the are unsigned numbers and can be divided iitaligits of n-bit

initial delay of the digit-serial multiplier increases rapidly with thegacp. Letu,,, andv;,. represent théth and jth digits of U/,, and
number of pipelining levels and the number of digits per wordy,  respectively, viz.,

In what follows, new radix2” algorithms are presented. In this

. . . K—-1 K—1
paper, the proposed rad- algorithms are used to design bit-level _  ain —— L in
pipelined digit-serial vector inner product with minimal initial delay U = ZO Uim? and Vi = ZO Ujm2 2)
computation. = =

The producti?,,, of the two numberg/,, andV,, can be computed

lIl. DESIGN METHODOLOGY according to the following equation:

As mentioned earlier, all of the reported design methodologies rrl

can be adopted to design digit-serial structures directly from the W = Z Z 2 i 0 ®)
radix2" algorithms. The design methodology adopted in this paper =0 =0

is based on the one proposed by Kung [2]. It can be described byEquation (3) can be written in a recursive manner using (1), from
three main steps, namely: 1) writing the algorithm using the radiwhich the DG shown in Fig. 2 can be derived (s kept constant).

2" arithmetic; 2) generating the dependency graph and selecting Biace the partial products; ., v, are2n-bit number,2n-bit adders
projection direction; and 3) design and optimization of the rafix- are required for the accumulation in each ra#fixcell. In what
cell. follows, a whole new set of radi?” algorithms are derived using
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Fig. 3. Cell architecture of the digit-serial multiplier reported in [7].

the fact that these partial products can be partitioned into the maS8D’s of the partial products on the same horizontal planefrom
significant digit (MSD),(u;..v;m )mMsp, and the least significant digit spatial coordinate§, j+ 1, m) to spatial coordinate§, j, m). It can

(LSD), (¢imvjm)Lsp. The productiv,,, can be rewritten as be easily shown that (4) can be computed by the following recurrence:
K—-1K-1 o
Wi = Z Z 2("”)"((11i,,1'1)j,,1)1\,15[)2'1 + (WimVjm)1sD)- (4) {Cijms Sijm } = (WimVjg1,m)LSD + (Wirn Vjr )MSD
=0 5=0 + 8i—1 ,7+H1,m + ci—1 \J,m (5)

The new radibx@™ algorithms are shown to result in a more efficient
implementation of the radi2® cell by reducing the length of the wheres; ;.. is the accumulating partial sum along the vertical planes
adders required for the accumulation. (i + j) and c;j,, represents the partial carry digit generated at the
In the index spacéi, j,m), (i + ) represents a family of vertical spatial coordinates:, j, m). In the notation used in (1) and (5),
planes and determines the significance. The most and least signifidant... si;. } denote an--bit binary number» > n) of which then
digits of the partial product$u;,.v;.m )msp and (wimvjm)Lsp are least significant bits are;;» and the remaining bits are;,.. Since
computed at the plang + j). Since the term(wim v jm)msp IS 0N (WimUjm )MSD, (UimVjm)LsD, ands; ., aren-bit numbers, the total
the next highest significance with respect (0 v, )Lsp, these sum of these three numbers(&'*' + 2" — 3) which is (n + 2)-bit
two terms cannot be added within the same planhe- j). This wide. As a resultg; ;. is at least 2-bit wide. I£; 1 ;. is 2-bit wide
implies that in order to add the terms with the same significandge., its maximum value is 3), the maximum value of the sum, i.e.,
the MSD generated at the platé+ j) must be added to any of {¢ijm,s:jm} in (5) is (2"T' 4+ 2™), which can be represented using
the LSD’s on the next highest significance at ther j + 1) plane. (n-+2) bits. Sinces; ;. is n-bits, the output carry digit; ;. remains
If (4) is to be implemented in a recursive manner, the MSD’s artd be 2-bit This implies that twa-bit adders are required for the
the LSD’s with the same significance must be made to accumulaecumulation in (5) compared to twan-bit adders in (1).
along the same path, which implies that one of these terms must be
transferred to the path of the other. Hence, there are two different ) ) ) o )
approaches to implement (4) depending on the transfer of either freGeneration and Mapping of the DG into Digit-Serial VIP
MSD’s or the LSD'’s of the partial products. It should be noted that The inner productV of vectorU and vectoi” can be obtained by
these transfers can be performed on the same horizontal plame accumulatingw,, following the m axis. The DG, which represents
from one horizontal plane to another. Each transfer represents d¢me above computation, is shown in Fig. 4. This DG is embedded
algorithm which can be formulated in a recursive form using spacier a three-dimensional index space represented(idby, m). The
time indices. However, in this paper only one of these algorithms fisultiplication of two elementd/,,, and V;, is performed on the
considered for the design of a digit-serial VIP that can be pipelindobrizontal planesn. Each node in this graph shows the interaction
at the bit-level. It is shown that using the approach developed by the digits within each word:;,,, andv;,,. The accumulating sum
Kung [2], a systematic design methodology of digit-serial vector inneligits s; ;,, are connected in the diagonal direction so that the products
products can be developed. Other digit-serial vector inner product a@nthe form (wiy, vjm )msp + (Wimvj+1,m)r.sp are accumulated as
be design following the same methodology. indicated by (5). The LSD’s are transferred horizontally from left to
The Radix@™ Approach to the Design of Digit-Serial Vectorright while the carry digits:; ;.. are transferred horizontally following
Inner Products The proposed bit-level pipelined digit-serial VIP isthe j direction. In order to form the final digits of the vector inner
designed using the algorithm which considers the transfer of tpeoductW, the partial sum at the nodg, 0, m), sio.. is added to
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Fig. 4. Design of a digit-serial vector inner product based on the proposed Xadagorithms. (a) Dependency graph.

the LSD of the partial produdtu;» v )r.sp and to the partial result C. Design and Optimization of the Basic Cell

wm—1 from plane(m — 1) as shown in Fig. 4. This is represented 1 pagic cell of the digit-serial multiplier can be implemented

by the vertical plane on the right in the DG. . L . .
. . ) N . ... using a carry-save array multiplier. The basic cell which computes
This DG can be projected in several directions to obtain dlf‘fEIl’J- 9 y-sav y multiph ! wh Pu

ent digit-serial VIP. Considering the projection in the direction 045) Is shown '”,F'g- 5_ fom = 4, where the upper indices are used to
[1,0,0]", the digit-serial VIP shown in Fig. 4(b) will be obtained.rePresent the bit significance. It uses the fact that the full adders at the

Each row of the VIP shown in Fig. 4(b) performs a digit_seriapoundaries of the carry-save array multiplier have free bit positions.
multiply-add operation. The multiplication of two terms in the innef he= sum bits produced on the right-hand side of the array multiplier
product is performed using a digit-serial multiplier where the designhich form the LSD(uimv;m )Lsp are transferred to the next cell on
of the basic cell is the subject of the next section. the right and added with the MSRt;,,v;—1,. )msp. This addition
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Fig. 4. (Continued) Design of a digit-serial vector inner product based on the proposed 2&dadgorithms. (b) Digit-serial vector inner product derived
by projecting the graph onto the directidn, 0,0]7.
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Fig. 5. Cell architecture using array multiplier.

is performed using the empty bit positions on the left-hand side afray multiplier using the first CSA to produce two 1-digit outputs.
the array multiplier. One of the two digits S1..¢, Obtained from the first CSA is fed to

In conventional carry-save array multipliers, a carry propagatee next cell on the right. While the second digit is fed down into
adder is required to add the carry and sum bits from the lower row afsecond CSA to be summed with the two digi#;» and S3in,
full adders to form the carry digit. To allow bit-level pipelining, theseeoming from the cell on the left, the two carry bits produced by the
carry and sum bits from the lower boundary of the array multiplier atevo CSA'’s are summed to form the carry digit.... The carry digit
summed with the partial sums from the previous cell using two carey; ., is fed back into the same cell to be added as shown by (5). This
save adders as shown in Fig. 5. The partial result from previous dsllperformed using the empty least significant bit position available
on the left consists of three digit$,1in, S2in and S3i.. The digit in the second CSA as shown in Fig. 5. As it can be seen from Fig. 5,
S1i, is summed to the two digits from the lower boundary of théhe feedback of:;;,, will not affect the pipelining, since the delay
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Fig. 6. Optimized cell architecture using array multiplier.

within the loop is one FA delay. It should be noted that the DG caadded to the next digit output using the second CPA as shown in
be modified to allowe;;,, to be fed forward to the next cell. Fig. 7. Note that the only case where carry bit obtained from the
The cell architecture shown in Fig. 5 can be made more efficies¢cond CPA is equal to one is when the current output of the first
by removing the top two CSA, since they have empty bit position€PA is 2" — 1, wheren is the digit size, and the carry from the
The optimized cell is illustrated in Fig. 6. This does not affect thprevious digit is one. In this case, the carry to the next significant
final result as explained below. It should be pointed out that thifigit should be set to one. A simple circuit that will propagate the
description must be seen in conjunction with Figs. 5 and 6. ALet correct carry to the second CPA is shown in Fig. 7. The digit from
represent the bit significance 0fimv;m )Lsp. From Fig. 5 it can be the first CPA is fed to a:-input AND gate to check whether it is
seen that there are no carries from significahce 0 to significance equal to2™ — 1. This is performed by using an array of 2-input AND
k = 1. If the bitsu},, v},, andu/,,v},, are not added within the cell gates arranged in a tree structure as shown in Fig. 7. The resulting bit
(j,m), but fed to be added in the céll — 1, m) as shown in Fig. 6, and the carry bit obtained in the previous cycle are fed to a 2-input
the carries to the significande = 2 are also equal to 0. The two AND gate to check whether the current output of the first CPA is
bits u, v}, andu/,, v}, are added to the b7, v" 7', (n =4 2" —1 and the carry from the previous digit is one simultaneously.
in Fig 6) using one FA. This implies that the three bits,v%,. The output bit and the carry of the current digit are fed to a 2-input
wl vk im ,andu?,,v f 2 for k = 2 ton — 1 can be added using one OR gate to calculate the correct carry bit to be fed to the second CPA.
single FA as shown in Fig. 6. As can be seen from Fig. 7, there is only one feedback loop within
As shown in Fig. 4(b), a column of adders is required to add tiibe digit-serial adder. However, the propagation delay within the
results of the multiplication of each pair of elemefits andV,, in feedback loop of the carry bit is equal to one AND plus one OR
the inner product to obtain the final result. The addition is perform @ate delay, and hence the pipelining within the loop is not necessary.
two stages. First, the digits obtained from the last cell on the right dhe remaining data paths in the digit-serial adder can all be pipelined
the digit-serial multiplier are added to the digits of the partial resultp the bit-level since they are moving in the same direction.
w1, Obtained from the digit-serial multiplier-accumulator on the
top, using an array of CSA’s to produce two 1-digit outputs which are |y pipelINING OF THE DIGIT-SERIAL VECTOR INNER PRODUCT
propagated down to the next digit-serial multiply-accumulator. The

two digits from the last digit-serial multiply-accumulator are added In th's. section, the p_erformance of the proposed d_|g|t—_sgr|al Inner
product is evaluated with respect to the number of pipelining levels
using a digit-serial adder.

for different digit sizes. Prior to comparing the time také&n,area

consumed,4, and area-time measuré,T, for the proposed digit-

D. Bit-Level Pipelined Digit-Serial Adder serial VIP, first the time and area for each component are given.
The conventional digit-serial adder uses a carry propagate addephould be pointed out that both unit time\) and unit area

(CPA), where the last carry bit is fed back to the same adder. Tdr) considered here are, respectively, the time taken and area

take full advantage of the high degree of pipelining offered by th&quired in an inverter circuit [14] which depends on the technology

proposed cell architectures, the CPA is implemented using a digifaplemented.

serial pipelined adder. This is achieved by using two CPA’s, wherel) The time and area taken by a full adder &g = 6A and

the carry bit produced by the first CPA is propagated forward and  Apa = 10A7.
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Fig. 8. Area of a vector inner product as a function of the digit-size and the degree of pipelvirg §2 bits andM = 5).

2) The time (including setup and hold time) and area taken bycan be shown clearly in Fig. 10, where it is shown that for each

1-bit latch areTta¢ch = 6A and Apach = TA7. digit size, there is a transitional number of pipelining levels which
3) The time and area taken by an AND gate @remn = 2A and results in the best area-time tradeoff for that particular digit size.
Aanp = 24r. It is also shown that for each number of pipelining levels, there
4) The time and area taken by a 2-bit multiplexer’&yg;x = 2A  is an intermediate digit size value which produces the minimum
and Aqux = TAr. area-time complexity. However, the most significant result shown by

Pipelining of the digit-serial VIP to the bit level will certainly these figures is that sub-digit pipelined digit-serial VIP can achieve
increase the throughput rate, but at the same time increase the nunhiigter throughput rates than the bit-parallel VIP with less silicon area
of latches which are only used to temporarily hold the data. Asc@nsumption. As an example from Figs. 8 and 9, it can be seen that
result, the number of pipelining levels is only limited by the arehit-level pipelined digit-serial VIP with digit size 4 is twice as fast
constraint. The time in terms of gate delays, the area in terms ag the equivalent bit-parallel VIP and uses a quarter of the hardware
gates, and area-time (AT) complexity of a 32-bit digit-serial VIP witigost required by the bit-parallel VIP. This is very significant because
length 5 as a function of the digit-size and the degree of pipelinintfie digit-serial structure is no longer seen as a compromise between
are shown in Figs. 8, 9 and 10, respectively. Figures 8 and 9 shbitrserial and bit-parallel structures, but can perform better than the
that as the number of pipelining levels increases, the throughgit-parallel in high-speed applications such as video signal processing
rate as well as the area increase. For low pipelining levels, thad radar.
percentage increase in hardware is less than the percentage increaSig. 11 shows the percentage of improvement in area-time obtained
in time, whereas for high pipelining levels, the percentage increasgh the 32-bit digit-serial VIP based on the proposed rafix-
in hardware is much more than the percentage decrease in time. Eigorithm when compared to the one derived from the generalization
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of the binary arithmetic. The comparison is performed for optimumeduces the number of latches by per basic cell. This implies
pipelining. The optimum pipelining is defined by the number ofhat the advantage of the proposed digit-serial VIP is that it can be

pipelining levels which produce the lowest area-time complexityipelined more efficiently than the one based on the existing r2tix-
for each digit size. From Fig. 11, it can be seen that the proposg@gorithm.

digit-serial VIP has a far better performance than the one based

on the previously reported radi algorithm [7], [8]. It shows V. TWIN-PIPE DIGIT-SERIAL ARCHITECTURES

that for n = 8, an improvement of 31% in area-time complex- A digit-serial multiplier require2 K’ clock cycles to produce the
ity is obtained. Without pipelining, both digit-serial VIP structuref I -digit product of ak’-digit multiplicand (data word) and & -
have similar performances, although the proposed digit-serial VtiRgit multiplier (coefficient). In this section, a twin-pipe architecture
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function of the digit-size for optimum pipelining.

The conventional design of the two’s complement digit-serial
multipliers requires the extension of the sign bit. The proposed
design is based on the algorithm for direct two’s complement array
multiplication proposed by Baugh and Wooley in 1983 [15]. The

YK-1 YK-2 YO

Xi

—_— — C S
CELL1 CELL2[— " —T|cELLK ] § Digit-Serial principle advantage of this algorithm is that the signs of all the
] —- —A Adder LSD  summands are positive, thus allowing the array to be constructed

— entirely with conventional full adders. The two’s complement digit-

M M| : serial multiplier cells are shown in Fig. 14. To show how two’s

§_°_. S A ﬂ:Digit—Serial— complement digit-serial multiplication is performed, we will first

- A Adder MSD . L . - ,
————] * consider the multiplication of twadv-bit two’s complement numbers

Fig. 12. Twin-pipe digit-serial multiplier. which may be written in the form

7 N—-1)sN—-1 ~
Up, = _“'5n )2 + Um

1)&5_])2]\'_1 ©)

which reduces the multiplication time #@ cycles without truncating 4
Vmn

the results is presented. To be able to reduce the multiplication
time to K cycles without truncation of the results, a second pipe
is required for the computation of th& most significant digits Whereéu., andv,, are N — 1 bit positive numbers comprising the
(MSD) as shown in Fig. 12. AfteK cycles, thek least significant ¥ — 1 least significant bits of/,, andV:,,, and N is the wordlength.
digits (LSD) of the result appear in the top accumulator. Duringollowing the same procedure as in [16], the product of the two
the nextK cycles, thek” MSD of the result are shifted out usinghumbers,U», and V..., is given by

registers in the lower pipe, while the array multiplier computes the

"/:n = -

partial product of the next _date_t who_sg tﬁ’e_LSD are computed i_n Uy - Vi = (ugﬁvfl)vgiyfl))22N,2 N (4&”1&5_1)
the top accumulator. A twin-pipe digit-serial VIP can be obtained _ I

. . N . X ~  (N=1)yaN-—-1 N 2N -1
by accumulating thek’ LSD and theKX MSD of each digit-serial +Omum )27 427 =2 7

multiplier separately.

The twin-pipe architecture doubles the throughput rate of the digifo adapt (7) for digit-serial operation, the two’s complement format
serial VIP’s at the expense of some extra hardware. Fig. 13 sholgsaccounted for in two ways. First, in the first radix cell on the left
the area-time complexity of the single and twin pipe digit-serial VIRf the digit-serial multiplier, the partial products involving the sign
This figure shows the area-time of the twin pipe architecture is muglt vy ="' are inverted using a NAND gate rather than an AND gate
lower than the single pipe. The reason is that the twin pipe doubles {8ee Fig. 14(a)). Second, at ttéth cycle, wherek is the number
throughput rate; however, the increase in hardware due to the secefndigits, the final row of each radix cell must subtract rather than
pipe is considered insignificant with respect to the total area and théd the final partial product (which involve the sign @ ~") using
improvement in the throughput rate. The improvement in area-tini@o’s complement addition. During the previous cycles, the last row
complexity varies between 11% far= 2 to 42% forn = 16. of each radix cell performs an addition. This is achieved by using a
control bit to define thé{'th cycle and EXOR gates for the inversion
as shown in Fig. 14. The answer is then obtained by adding a fixed

VI. Two's COMPLEMENT DIGIT-SERIAL MULTIPLICATION correction term (given by the last two terms in (8)) to the final result.

So far, it has been assumed that the vector elerdéntsandV,,,  The addition of the term-22"V =" is taken care of by adding a one to
to be multiplied are both unsigned numbers. Most real applicatiottse most significant bit of the result and the te2fh by adding a one
require the processing of negative numbers. In this section, a twadsthe (V + 1)th column of the final result [16]. This is achieved by
complement digit-serial multiplier which can operate on both negatifeeding the control bit into the most significant bit position of the first
and positive numbers is presented. CSA of the first cell for the-22V~' term and delaying the control
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Fig. 14. Two’s complement cell architectures using array multiplier. (a) First cell. (b) Intermediate cell.

bit by one cycle and feed it into the least significant bit position df allows pipelining to the bit-level for high throughput rate with
digit-serial adder for the? term (see Fig. 14). minimum initial delay and minimum area. The initial delay is made
dependent only on the number of the pipelining levels. The number of
pipelining levels can be varied to find the best compromise between
the throughput rate and the hardware cost.

A whole new set of radi@” algorithms are proposed. A design A twin-pipe architecture is presented which doubles the throughput
methodology of digit-serial VIP is also presented. The design &dte of the digit-serial VIP. The increase in hardware due to the
digit-serial VIP is based on the proposed raflix-algorithms. It second pipe is considered insignificant compared to the total hardware
was shown that the proposed digit-serial VIP outperforms the onest and the improvement in the throughput rate. Also, a two’s
based existing radig” algorithms. Also, a new cell architecturecomplement digit-serial multiplier which can operate on both positive
is proposed for high-performance digit-serial vector inner produend negative and numbers is presented.

VII. CONCLUSION
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