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Abstract—Lower limb motor imagery (MI) classification is a challenging research topic in brain-computer interface (BCI) due to
excessively close physiological representation of left and right lower limb movements in the human brain. Moreover, MI signals have
severely subject-specific characteristics. The classification schemes designed for a specific subject in previous studies could not meet
the requirements of cross-subject classification in a generic BCI system. Therefore, this study aimed to establish a cross-subject lower
limb MI classification scheme. Three novel sub-band cascaded common spatial pattern (SBCCSP) algorithms were proposed to extract
representative features with low redundancy. The validations had been conducted based on the lower limb stepping-based MI signals
collected from subjects performing MI tasks in experiments. The proposed schemes with three SBCCSP algorithms have been
validated with better accuracy and running time performances than other common spatial pattern (CSP) variants with the best average
accuracy of 98.78%. This study provides the first investigation of a cross-subject MI classification scheme based on experimental
stepping-based MI signals. The proposed scheme will make an essential contribution to developing generic BCI systems for lower limb
auxiliary and rehabilitation applications.
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1 INTRODUCTION

B RAIN-COMPUTER interface (BCI), which can establish an
alternative and enhanced communication channel be-

tween the human brain and the external device, has demon-
strated its great potential to be integrated with auxiliary and
rehabilitation applications [1], [2], [3], [4]. Motor imagery
(MI) signal is a physiological signal generated when the user
imagines the movements of limbs. By analyzing the brain
activation patterns, MI-based BCI can recognize the user’s
movement intention and then control the device with brain
activities [5], [6].

Research into decoding upper limb MI classification BCI
is developing rapidly. The lateralization of the upper limb
representation area in the brain is relatively apparent in
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classifying the left and right upper limb MI tasks. However,
the physiological representation areas for the left and right
lower limbs are located within the interhemispheric fissure
of the sensorimotor cortex and share the proximity spatially
[7], [8]. Thus, the classification of left and right lower limbs
MI is more challenging than the classification of upper limb
MI. The lower limb MI classification is gaining increased
attention from researchers [9], [10], [11].

From the literature, MI signals used for stepping clas-
sification can be categorized into foot-based MI signals,
stepping-standing MI signals and stepping-based MI sig-
nals [12], [13], [14]. The most significant difference between
the three signals is that the subjects perform the MI task
differently, involving different body parts. The foot-based
MI task asks subjects to imagine the movement of feet.
However, the classification results are not ideal because the
representation areas of the left and right foot are too close
in the sensorimotor cortex [15], [16]. The low discrimina-
tion between signals limits the application effect of foot-
based MI signals in stepping classification. For the stepping-
standing MI classification, subjects need to imagine walking
upright or stopping in place. The principle is similar to a
brain-controlled switch, only focusing on the start and finish
of the stepping tasks. Generally, the stepping-standing MI
shows more accurate classification results than the foot-
based MI [17], [18]. However, the stepping-standing MI
classification suffers the disadvantage of limited application
scope. The movement order of the stepping-standing MI
task is usually pre-set and fixed. In this case, users cannot
change the movement order and realize complex gait. The
classification of stepping-based MI aims at the left and right
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stepping tasks, which involves the cooperative imagery of
movements performed by multiple body parts, including
the hip, thigh, calf, knee, foot, and toes. By comparison, the
stepping-based MI signals include richer spatial characteris-
tics of electroencephalogram (EEG) than the foot-based MI
signals. The stepping-based MI signals can also satisfy more
complex movement demands than the stepping-standing
MI signals. Therefore, the stepping-based MI signals are
more suitable for the lower limb stepping MI tasks than the
other two.

In the literature, only two previous studies in 2017 and
2019 focused on the stepping-based MI signals [19]. The
first study aimed to classify the EEG patterns of stepping-
based MI tasks and obtained 86% classification accuracy
through a model using filter bank common spatial pattern
(FBCSP) and fuzzy support vector machine (FSVM) [14].
Based on the same EEG dataset, a detailed statistical analysis
of the event-related desynchronization (ERD) and event-
related synchronization (ERS) of stepping-based MI signals
was conducted in the second study [19]. In addition to
the EEG µ and β bands that play essential roles in the
previous lower limb MI classification studies, the second
study demonstrated that the θ band also provides valuable
information for stepping-based MI classification. These two
studies provide favorable evidence that stepping-based MI
signals are suitable for lower limb stepping recognition and
classification.

MI signals own the subject-specific, non-stationary, and
time-varying characteristics [20], [21], [22]. The existing clas-
sification methods of MI signals were mainly designed for
a single subject and did not meet the cross-subject classifi-
cation requirement [14], [23]. The MI data re-collection and
classification model re-training for the new subject could
lead to extra body burden and time consumption [24], [25].
A cross-subject stepping-based MI classification scheme can
improve the reuse rate of the classification model and signif-
icantly reduce the alignment time for new subjects. There-
fore, the generic stepping-based MI classification is essential
to developing commercial-level BCI for lower limb auxiliary
and rehabilitation applications [26], [27]. Until now, there
has been no relevant study on cross-subject classification
based on stepping-based MI signals in the literature.

The most crucial step for the cross-subject MI classifi-
cation model is to extract the common features of differ-
ent subjects. The common spatial pattern (CSP) is one of
the most widely used feature extraction algorithms in MI
classification. CSP can extract the feature vectors with high
discrimination from the multi-channel EEG signals [28].
Because the general CSP only targets a single wideband
and may lead to insufficient feature extraction, the majority
of CSP variants implement the extraction on multiple sub-
bands [29]. However, the extraction on the narrow sub-
bands may lead to features with low representativeness
and high redundancy. Through the existing literature, the
methods of current CSP variants to perform the feature
selection can be divided into two classes, as shown in Fig. 1.

The first class of CSP variants displayed in Fig. 1 cal-
culates the significance of each sub-band in various ways,
thereby screening out the atypical sub-bands [30]. In con-
trast, the second class of CSP variants calculates the signif-
icance of each feature in various ways and screens out the

Fig. 1: Two classes of feature selection methods of the CSP
variants

atypical features [31], [32]. Discarding atypical features or
sub-bands can reduce the feature redundancy to some extent
but may also discard some valuable information. Especially
when dealing with the cross-subject problem with signif-
icant data distribution differences, these atypical features
or sub-bands may vastly improve the classification perfor-
mance. Moreover, current CSP variants do not implement
feature refinement to improve the representativeness of fea-
tures and decrease the number of features. Since the number
of extracted features is much more than the discarded
ones, excessive features in training may cause computing-
inefficient and time-consuming classification. Therefore, an
improved feature extraction algorithm that deeply extracts
valuable information and compresses the number of multi-
ple features is incredibly significant for the cross-subject MI
classification.

Based on the analysis above, an investigation on generic
cross-subject stepping-based MI classification was con-
ducted in this paper. To the best of the authors’ knowledge,
no previous published work has presented such a problem.
MI signals own severely subject-specific characteristics. Ex-
tracting the common features of different subjects is the
biggest challenge of this cross-subject stepping-based MI
classification. However, the existing CSP variants may have
the disadvantages of discarding some atypical and low-
value features without feature refinement, leading to the
loss of partial classified information and the computing-
inefficient classification. Therefore, three novel sub-band
cascaded common spatial pattern (SBCCSP) algorithms
were proposed in this paper for the cross-subject MI classi-
fication to deeply extract valuable information, improve the
feature representativeness and compress the feature quan-
tity. Three SBCCSP algorithms can respectively refine the
individual features of each sub-band, aggregated features
of all sub-bands, and both the individual features and the
aggregated features. Therefore, the proposed SBCCSP can
help achieve the cross-subject MI classification with feature
refining and redundancy removal.

In consideration of the challenging problem of cross-
subject stepping-based MI classification, the main contri-
butions of this paper are summarized as follows: 1) three
novel SBCCSP algorithms were proposed to extract features
of MI signals with strong representativeness and low redun-
dancy; 2) a novel cross-subject lower limb MI classification
scheme based on stepping-based MI signals was proposed
to improve the reuse rate of the classification model for new
users. The stepping-based MI classification experiments in-
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dicated that the SBCCSP algorithms perform better feature
extraction than the CSP variants. The proposed cross-subject
lower limb MI classification scheme can be significantly
helpful in constructing generic BCI for the classification of
stepping tasks.

The rest of this paper is organized as follows. Section 2
describes the preliminary knowledge for this paper. Section
3 introduces three novel SBCCSP and the scheme of cross-
subject stepping classification. Section 4 elaborates on the
acquisition experiments of stepping-based MI signals and
discusses the experimental results of different methods.
Finally, Section 5 concludes this paper and states the future
work.

2 PRELIMINARY KNOWLEDGE

In the lower limb MI classification, the general CSP and CSP
variants algorithms are often used for feature extraction. The
multi-band common spatial pattern (MBCSP) and FBCSP
are two representative CSP variant algorithms that have
shown remarkable performance and generalization ability
in many studies [14], [19], [32]. To better discuss the im-
provement of the proposed SBCCSP algorithms, the fol-
lowing preliminary knowledge describes the mathematical
principles and implementation methods of CSP, MBCSP and
FBCSP algorithms.

2.1 Common Spatial Pattern
The general CSP algorithm aims to learn spatial filters from
the EEG data for feature extraction such that the projected
data from two classes would have maximal differences in
their variances [34], [35]. Given the raw EEG matrix E ∈
RN×P with channel numbers N and sampling points P ,
R1 and R2 are the normalized covariance matrices of the
two classes of signals, the combination of R1 and R2 can be
decomposed as below:

R = R1 +R2 = UΣUT (1)

where U is the eigenvector matrix, Σ is the diagonal matrix
of eigenvalues (the eigenvalues are assumed to be sorted in
descending order), and T is the symbol for transpose.

The whitening transformation P that equalizes the vari-
ances in the space spanned by each eigenvector in R can be
computed as below:

P =
√
Σ−1UT (2)

In CSP, the whitening transformation P is applied to R1

and R2, and the transformed matrices are shown in (3):

S1 = PR1P
T , S2 = PR2P

T (3)

where S1 and S2 share the same eigenvectors.
By applying the principal component decomposition to

S1, S2 can also be decomposed using the same eigenvector
matrix and the sum of two corresponding eigenvalues is
equal to one, as shown in (4):

if S1 = BΣ1B
T , then S2 = BΣ2B

T and Σ1 +Σ2 = I (4)

where B is the eigenvector matrix, Σ1 is the diagonal matrix
of eigenvalue for the first class signal, Σ2 is the diagonal

matrix of eigenvalue for the second class signal, and I is the
identity matrix.

The eigenvector corresponding to the maximum eigen-
value of S1 causes the minimum eigenvalue of S2 and vice
versa. Therefore, the projection matrix of spatial filter W is
obtained as below:

W = BTP (5)

By arranging the eigenvalue matrix in descending order,
the screening projection matrix W ′ can be formed from the
first m rows and last m rows of W , corresponding to the
maximum and minimum eigenvalues. Then the EEG data E
can be filtered by W ′, as shown in (6):

Z = W ′E (6)

where Z ∈ R2m×P is the projected matrix of E.
The projected matrix Z maximizes the difference in

variances between two classes. Then the features f for
classification are defined as below:

f = log

(
var (Z) /

2m∑
i=1

var (Zi)

)
(7)

where the typical value of m is 1.

2.2 CSP Variants
2.2.1 Multi-Band Common Spatial Pattern
In MBCSP, the EEG signals are divided into different fre-
quency sub-bands. Then the same CSP algorithm is per-
formed on each sub-band to extract detailed features. After
the extractions, the features from each sub-band are col-
lected to generate the aggregated features for classification.

2.2.2 Filter Bank Common Spatial Pattern
In FBCSP, the signal is bandpass-filtered into multiple fre-
quency bands, and the CSP features are extracted from
each band. Then, a mutual information-based feature se-
lection algorithm is adopted to select discriminative pairs
of frequency bands automatically and corresponding CSP
features [32], [33]. The mutual information I of the features
of two sub-bands is shown in (8). Then the final decision
is derived from the selected discriminative features from
multiple frequency bands.

I(X;Y ) = H(Y )−H(Y |X) (8)

where X and Y are two groups of features, H(X) and
H(Y ) are the entropies of feature X and Y respectively,
and H(Y |X) is the conditional entropy of X and Y .

3 PROPOSED METHODS

The proposed three novel SBCCSP algorithms and the novel
cross-subject lower limb MI classification scheme based on
stepping-based MI signals are elaborated in this section.

3.1 Sub-Band Cascaded Common Spatial Pattern
To refine the quality of extracted features, this paper pro-
poses three novel types of SBCCSP by improving existing
CSP variants. The cascaded spatial filters are respectively
targeted for the individual features of each sub-band, the ag-
gregated features of all sub-bands, and both the individual
features and the aggregated features to realize the feature
refinement.
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3.1.1 Type I
The SBCCSP Type I algorithm is illustrated in Fig. 2, which
is divided into four stages.

Fig. 2: Architecture of the proposed SBCCSP Type I algo-
rithm

Algorithm 1: SBCCSP Type I
Input: signals E and number of sub-bands Nsb

Output: features fagg
1 for i=1; i≤Nsb; i++ do
2 filter and divide E into the sub-band signals E(i);
3 compute the first CSP projection matrix W (i) for

E(i);
4 generate the transformed signals Z(i) by filtering

E(i) with 2m1 rows of W (i);
5 compute the cascaded CSP projection matrix

W
(i)
cas for Z(i);

6 generate the transformed signals Z(i)
cas by filtering

Z(i) with 2m2 rows of W (i)
cas using (9);

7 compute the features f (i)
cas for Z(i)

cas using (10);
8 end
9 combine f

(i)
cas from all sub-bands in series to form

the matrix of aggregated features fagg using (11);
10 return the matrix of aggregated features fagg

In stage 1, the bandpass filters divide the EEG signals
E into numerous sub-bands E(i), including one wide sub-
band (4-35Hz) and a group of overlapping sub-bands (e.g.,
4Hz interval and 2Hz overlap). The first CSP and the
cascaded CSP are introduced respectively in stage 2 and
stage 3 to realize the refinement for the individual features
of each sub-band, as Fig. 2 shows. The first CSP projection
matrix W (i) is computed to implement the CSP extraction
on E(i). The first m1 and last m1 rows of W (i) are selected
to generate the transformed signals Z(i), as the 2m1 rows
contain the most discriminative information. After the first
CSP extraction, Type I conducts the cascaded CSP extraction
on Z(i) in stage 3 to refine the valuable information. The
cascaded CSP projection matrix W

(i)
cas is computed to imple-

ment the cascaded CSP extraction on Z(i). The transformed
signals of cascaded CSP Z

(i)
cas are generated by W

(i)
cas with

2m2 rows (m2 < m1) as shown in (9):

Z(i)
cas = W (i)

casZ
(i) (9)

By refining the cascaded CSP, the extracted information
is condensed and re-filtered to improve the representative-
ness of valuable information and reduce the proportion of

redundant information. The cascaded CSP features f
(i)
cas are

generated based on Z
(i)
cas as shown in (10):

f (i)
cas = log

var
(
Z(i)
cas

)
/
2m2∑
j=1

var
(
Z

(i)
cas(j)

) (10)

In stage 4, the algorithm combines the features f
(i)
cas in

series into the matrix of aggregated features fagg as shown
in (11).

fagg = [f (1)
cas f (2)

cas ... f (Nsb)
cas ] (11)

where Nsb is the total number of sub-bands. The algorithm
of SBCCSP Type I is summarized in Algorithm 1.

3.1.2 Type II

There are four stages in the SBCCSP Type II algorithm, as
illustrated in Fig. 3. The first CSP and cascaded CSP are
introduced respectively in stage 2 and stage 4 to realize the
refinement of the aggregated features from all sub-bands.

Fig. 3: Architecture of the proposed SBCCSP Type II algo-
rithm

Algorithm 2: SBCCSP Type II
Input: signals E and number of sub-bands Nsb

Output: features fcas
1 for i=1; i≤Nsb; i++ do
2 filter and divide E into the sub-band signals E(i)

;
3 compute the first CSP projection matrix W (i) for

E(i);
4 generate the transformed signals Z(i) by filtering

E(i) with 2m1 rows of W (i);
5 end
6 combine Z(i) from all sub-bands in parallel to form

the aggregated transformed signals Zagg using (12);
7 compute the cascaded CSP projection matrix Wcas

for Zagg ;
8 generate the transformed signals Zcas by filtering

Zagg with 2m2 rows of Wcas;
9 compute the features fcas for Zcas;

10 return the features fcas

The first two stages are the same as those of Type I,
where E is divided into E(i) with the bandpass filters, and
W (i) is obtained and used to generate Z(i). In stage 3, Z(i)
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from all sub-bands are combined in parallel to obtain the
aggregated transformed signals Zagg as shown in (12):

Zagg =


Z(1)

Z(2)

...
Z(Nsb)

 (12)

In stage 4, Wcas is constructed by Zagg and used to
implement the refinement to generate Zcas. Finally, the
features fcas are computed by Zcas. The refinement of Type
II is relatively comprehensive because the method integrates
information from all sub-bands and re-filters redundant in-
formation. The number of classified features can be reduced,
boosting the rapid convergence of training. To summarize,
the algorithm of SBCCSP Type II is shown in Algorithm 2.

3.1.3 Type III
The SBCCSP Type III algorithm is an improved version of
Type I and Type II and can be divided into five stages, as
shown in Fig. 4. The first three stages inherit the Type I
algorithm to implement the deep refinement for individual
features of each sub-band. The last two stages inherit the
Type II algorithm to implement comprehensive refinement
on the aggregated features from all the sub-bands.

Fig. 4: Architecture of the proposed SBCCSP Type III algo-
rithm

First of all, E is filtered and divided into E(i) in stage
1. Then the W (i) is computed using the CSP algorithm to
obtain Z(i) in stage 2. In stage 3, W (i)

cas is obtained based on
first cascaded CSP to obtain Z

(i)
cas. In stage 4, the Z

(i)
cas are

aggregated to form Zagg . Then the projection matrix of the
second cascaded CSP Wcas 2 with 2m3 rows is computed
and used to generate the transformed signals Zcas 2 in stage
5. Finally, the features fcas 2 are obtained by Zcas 2.

Through the doubly cascaded CSP filtering, SBCCSP
Type III can refine the valuable information of each sub-
band, integrate the information of all sub-bands and reduce
the number of features. To summarize, the algorithm of
SBCCSP Type III is shown in Algorithm 3.

On the whole, the SBCCSP Type I focuses on the deep
refinement of each sub-band and is suitable for the case of
high redundancy in features within the same sub-band and
low redundancy in features between different sub-bands.
In contrast with Type I, Type II focuses on refining the
aggregated features of the different sub-bands to integrate
information from all sub-bands and eliminate redundant
information. Combined with the advantages of Type I and
Type II, Type III can implement the deep refinement of each
sub-band and comprehensive refinement of different sub-
bands.

Algorithm 3: SBCCSP Type III
Input: signals E and number of sub-bands Nsb

Output: features fcas 2

1 for i=1; i≤Nsb; i++ do
2 filter and divide E into the sub-band signals E(i);
3 compute the first CSP projection matrix W (i) for

E(i);
4 generate the transformed signals Z(i) by filtering

E(i) with 2m1 rows of W (i);
5 compute the first cascaded CSP projection matrix

W
(i)
cas for Z(i);

6 generate the transformed signals Z(i)
cas by filtering

Z(i) with 2m2 rows of W (i)
cas;

7 end
8 combine Z

(i)
cas from all sub-bands in parallel to from

the aggregated transformed signals Zagg ;
9 compute the second cascaded CSP projection matrix

Wcas 2 for Zagg ;
10 generate the transformed signals Zcas 2 by filtering

Zagg with 2m3 rows of Wcas 2;
11 compute the features fcas 2 for Zcas 2;
12 return the features fcas 2

3.2 Cross-Subject Lower Limb Motor Imagery Classifi-
cation Scheme
In order to overcome the problem of cross-subject stepping
MI classification, a novel classification scheme based on the
stepping-based MI signals was proposed in this paper. As
shown in Fig. 5, this scheme consists of five parts, includ-
ing data preprocessing, data augmentation, data alignment,
feature extraction, and model establishment. In addition to
efficient cross-subject classification, the ability to achieve
fast response was considered for the practical and real-
time application scenarios. Based on the transfer learning
(TL), the cross-subject scheme can use a small number of
new subject samples to fine-tune the pre-trained classifier
of other subjects, delivering high-performance classification
and reducing the training cost for new subject use.

3.2.1 Data Preprocessing
The Butterworth bandpass filter and independent compo-
nent analysis (ICA) were utilized to remove the outliers
and artifacts in the data. By applying a 4-35Hz bandpass
filter, the MI characteristics could be retained, and the non-
physiological artifacts (∼50Hz) could be eliminated [36],
[37], [38], [39]. The ICA was adopted to observe the in-
dependent components with the assistance of the IClabel
and manually remove the physiological components, which
profoundly interfere with the actual distribution of EEG
signals [40], [41], [42].

3.2.2 Data Augmentation
Each trial of preprocessed EEG signals was divided into
multiple data segments without any overlap to expand the
sample size and avoid data leakage between the training
set and test set. Based on past experimental experience, the
overall reaction and computation time in the actual opera-
tion of the lower limb robot should be less than 1000ms to
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Fig. 5: Cross-subject lower limb MI classification scheme

meet an essential requirement under limited response time.
Therefore, this scheme adopted the data segments of 500ms
and 1000ms as the short time windows.

3.2.3 Data Alignment

Target alignment (TA) was adopted to reduce the distribu-
tion differences between two datasets [43]. Assuming the
data of subject A is in the source domain Ds and the data of
subject B is in the target domain Dt, TA maps the data in Ds

to data in Dt to obtain minimized difference in covariance
matrix and consistent data distribution.

3.2.4 Feature Extraction

The proposed SBCCSP algorithms were implemented to
extract the common features of cross-subject signals. Af-
ter CSP extractions on multiple sub-bands, three types of
SBCCSP algorithms could be selected to implement the
cascaded CSP extractions based on Algorithm 1, 2 or 3
respectively. The SBCCSP could extract features with low
redundancy to refine valuable information and compressing
feature number.

3.2.5 Model Establishment

Deep transfer learning (DTL) aimed at deploying deep
learning for transfer learning, which transferred potentially
transferable knowledge from other fields into the target
field to improve classification performance and save re-
training costs. DTL-based AlexNet had shown excellent
generalization ability and proven effective in many fields,
including upper limb MI classification [44], [45], [46], [47],
[48]. In addition, DTL-based AlexNet was ideally suited for
practical and real-time application scenarios. Its lightweight
structure to conduct the fast response helped build the
efficient time series classifier. Therefore, DTL-AlexNet was

adopted as the final classifier in the cross-subject lower limb
MI classification scheme.

To transform this AlexNet model for the stepping-based
MI classification, the DTL method retained the front layers
of the pre-trained AlexNet because these layers can be
treated as a versatile feature extractor that had already
learned to extract informative and robust features. The last
three layers (two fully connected layers and one output
layer with 2048 classes) of AlexNet were rebuilt with three
new layers (two fully connected layers and one output
layer with MI task class number), and the weights were
fine-tuned and updated with the extracted features. The
final parameters of the pre-trained AlexNet model were
optimized and determined by the performance comparisons
in classification.

4 EXPERIMENT AND RESULTS ANALYSIS

Experiments were designed to collect lower limb stepping-
based MI signals from subjects performing MI tasks. Then
the effectiveness of the SBCCSP algorithms and cross-subject
classification scheme is verified by the acquired MI data.

4.1 Ethics
This research has been approved by University Ethics Com-
mittee of Xi’an Jiaotong-Liverpool University with proposal
number EXT20-01-07 on March 31 2020. Prior to the exper-
iments, the subjects read, and when they agreed, signed
the consent form prior approved by the University Ethics
Committee of Xi’an Jiaotong-Liverpool University.

4.2 Experiment Design
4.2.1 Subjects
Six able-bodied subjects (two males and four females aged
22-35 years) with normal or corrected vision participated in
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Fig. 6: Experiment setup in electromagnetic isolation lab and MI task procedure

the experiments. All subjects had no history of neurological
disease and had not received any training related to regu-
lating brain rhythm. Before the experiments, the informed
consent form of each subject was obtained for the study.
The specific experimental procedures and MI tasks were
explained in detail to the subjects in advance.

4.2.2 Experiment Setup

The experiment setup is displayed in Fig. 6. The experiments
were conducted in a specially designed electromagnetic iso-
lation lab to minimize the effect of noise or electromagnetic
disturbance. Metal isolation walls surrounded the lab, and
the internal power supply and lighting were filtered. Two
similar experiments with different EEG acquisition devices
were designed to extensively verify the performances of the
proposed methods and comprehensively assess the methods
for the multiple acquisition devices. The EEG acquisition
devices used in the experiments were Emotiv EPOC Flex
Gel Kit and Emotiv EPOC Flex Saline Kit with a sampling
rate of 128 Hz. The difference was that different conductive
media (saline and conductive paste) needed to be used
between the scalp and the electrode to obtain acceptable
contact and reduce the impedance. With quick setup, high
comfort, and convenient cleaning, saline electrode acquisi-
tion devices were suitable for a wide range of convenient
application scenarios. Since the saline was easy to evaporate
and flow, the saline electrode acquisition devices needed to
be replenished frequently to ensure the stability of signal
acquisition. In contrast, the gel electrodes had a better
signal-to-noise ratio and transmission signal than saline
electrodes, which can reduce the interference of artifacts and

maintain excellent signal quality. However, the cumbersome
setup limited the massive application of saline electrode
acquisition devices. After the impedance check before the
experiment, the devices utilized Bluetooth to connect with
the computer to realize real-time data collection.

The first round of experiments was performed by two
subjects and recorded using the Emotiv EPOC Flex Gel Kit.
The electrodes for EEG acquisition in the experiment were
mainly placed in the frontal area (FPz, FP1, FP2) and the
central area (FCz, FC1, FC2, FC3, FC4, Cz, C1, C2, C3, C4,
CPz, CP1, CP2, CP3, CP4) as shown in Fig. 6. This placement
is because the physiological representation area of lower
limb MI representation is mainly located within the inter-
hemispheric fissure of the sensorimotor cortex. In addition,
the frontal lobe is the area with the most dopamine-sensitive
neurons to generate conscious thoughts and decisions, and
it is responsible for the decision-making of limb movements
[49], [50]. Researchers have focused on the relationship be-
tween this area and lower limb MI because the nature of MI
tasks is the decision generation [51], [52]. The placement of
electrodes in this experiment followed the international 10-
20 system [53]. Besides, the reference electrodes are placed
at the bilateral earlobes A1 and A2 on both sides.

To further explore the adaptation ability of proposed
methods for the cross-subject classification under various
devices and different electrode distributions, the second
round of experiments was conducted on four subjects using
the Emotiv EPOC Flex Saline Kit. The saline electrodes were
located in the frontal, central, parietal and occipital areas,
including FP1, FP2, F3, F4, F7, F8, FC1, FC2, FC3, FC4,
FC5, FC6, Cz, C1, C2, C3, C4, CP1, CP2, CP3, CP4, CP5,
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CP6, Pz, P1, P2, P3, P4, POz, O1, Oz, O2 shown in Fig. 6.
The reference electrodes were adjusted from the bilateral
earlobes to bilateral mastoid TP9 and TP10.

4.2.3 Motor Imagery Tasks
The procedure of MI tasks for each trial is shown in Fig.
6. A ready sign ‘+’ was displayed in the screen center for
3 seconds to indicate the start of preparation and inform
the subject to get ready. Then a random MI task cue (left
or right arrow) was displayed for 1 second to indicate the
stepping-based MI of left or right stepping. After the arrow
was displayed for 1 second and disappeared, the subject
performed the corresponding MI task for 8 seconds. The
subject stopped the task for a short rest and got ready for
the subsequent trial when hearing a beep sound.

According to the completion status and fatigue status
of the subject, the experimenter adjusted the rest time in-
terval (4-8 seconds). Subjects performed the left and right
stepping-based MI tasks multiple times, and there were
80 trials and 40 trials collected for each subject in gel and
saline electrode experiments. The subsequent studies were
conducted on these acquired MI data.

4.2.4 Data Processing
The data preprocessing steps were implemented in EEGLAB
toolbox [54], such as bandpass filtering and ICA decomposi-
tion. Firstly, the raw signals were filtered by a bandpass filter
to retain the 4-35Hz signals. The next task was to extract
the trials of left and right stepping-based MI tasks from the
signals. To collect the signals before and during the MI tasks,
the range of each trial was 1 second before and 5 seconds
after the disappearance of the MI task symbol, as shown in
Figure 6. During the 1 second before the disappearance of
the MI task symbol, the subject did not conduct the MI task
and was in a relatively calm and stable state. The baseline
correction regarded the EEG activity during the calm state as
a baseline, subtracted the mean value within this 1 second
with all data in each trial and corrected all trials to have
a similar starting point and prevent the data drift. The
left and right stepping-based MI data collected during the
MI period were respectively labeled with class I (‘1’) and
class II (‘2’) displayed in Fig. 6. In the actual lower limb
movement, there are many non-motion states in addition
to left and right stepping. As shown in Fig. 6, the range of
4 seconds before the disappearance of the MI task symbol
was regarded as the idle (non-MI) state and labeled with
class III (‘3’). The idle state was set better to simulate the
classification of lower limb MI tasks and test the perfor-
mance of the proposed methodologies. The idle state was set
better to simulate the classification of lower limb MI tasks
and test the performance of the proposed methodologies.
Furthermore, the ICA was used to decompose the data into
multiple independent components, remove the physiologi-
cal components with the help of the IClabel and reconstruct
the data with the retained components. Since the EEG data
of each subject was interfered with by different factors, the
ICA was separately used for each subject to eliminate the
non-EEG components of this subject’s data effectively.

For the data of ‘1’ and ‘2’, the last 4 seconds of the trials
were chosen to respectively divide into the multiple data
segments of 500ms and 1000ms sizes without any overlap.

The reason was that the subjects in this range fully engaged
in the stepping-based MI tasks with the few interferences
of visual stimulation of MI cue and fatigue of repetitive MI
tasks. Based on the past experimental experience, there were
no exceeding 100mV amplitudes for the standard cognitive
activity data, so the data segments above this threshold were
caused by other actions, considered heavily contaminated
and excluded from the data. Since removing the multiple
heavily contaminated data segments from the same trial re-
sulted in the loss of a large amount of MI characteristic infor-
mation, these trials with multiple heavily contaminated data
segments were directly rejected. For the gel electrode data,
there were 550 and 275 samples per class for the 500ms and
1000ms segment sizes. The 500ms and 1000ms data of saline
electrode experiments contained 540 and 270 samples per
class. Similarly, the 2 seconds between the first second and
the third second of the trials of ‘3’ were chosen and divided
into segments with sizes of 500ms and 1000ms to ensure
consistent sample quantity for the three classes. The final
data matrices consisted of three dimensions representing the
numbers of data points, channels and samples. The 500ms
and 1000ms data matrices of the gel electrode experiments
were 64×32×1650 and 128×32×825, and the 500ms and
1000ms data matrices of saline electrode experiments were
64×18×1620 and 128×18×810. To minimize the distribution
differences of the multi-subject data, TA was used for the
data alignment to generate the cross-subject data.

4.2.5 Classifier Training
Since general spatial filters were designed for the two-class
classification task, this paper adopted three spatial filters
to realize the three-class classification, as there were three
classes: left stepping-based MI (‘1’), right stepping-based MI
(‘2’) and idle state (‘3’). 2m rows of each spatial filter for any
two-class classification were selected to form the three-class
classification CSP filter with a total of 6m rows. Based on
experimental experience, the optimal value of m1, m2 and
m3 were determined by exhaustive performance compar-
isons on the test accuracies. Finally, the Type I scheme set
m1 and m2 as 3 and 2, the Type II scheme set m1 and m2

as 3 and 16, and the Type III scheme set m1, m2 and m3

as 4, 3 and 16. To compare with the SBCCSP schemes, the
common CSP, MBCSP and FBCSP schemes were applied,
where m was set as 2 based on the comparisons. The
feature matrices were converted into gray-scale images by
normalizing the values of the matrices and generating the
images with values in the range 0 (black) to 1 (white).
Then, the gray-scale images were colored by the pseudo-
color tool to generate the RGB color images and re-scaled
into 277×277 pixels, following the required scale of AlexNet.
The pre-trained AlexNet was deployed to carry out the final
classification as a DTL approach. This study adopted several
rounds of performance comparisons to test the performance
of each parameter under different values and their overall
combination performance. Through the exhaustive perfor-
mance comparisons in classification, the final parameters of
the pre-trained AlexNet model were optimized and set as
follows: the stochastic gradient descent method was selected
as the optimizer, the mini-batch size was set to 3, the epoch
maximum was set to 4, and the initial learning rate was
set to 0.00004. The programming language adopted in this
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Fig. 7: Classified performance of schemes for all subjects in gel and saline electrode experiments of 500ms and 1000ms data

paper was Matlab, and the hardware parameters were Intel
Xeon CPU E5-2678 v3, Nvidia GeForce Titan RTX GPU
24GB, and 64GB RAM.

4.3 Results and Analysis

The performances of the three TA-SBCCSP-DTL schemes
and other comparative schemes on the cross-subject data
with different data segment sizes and data are displayed
from Fig. 7 to Fig. 9. Fig. 7 illustrates the performances of
the schemes under the cross-subject gel electrode and saline
electrode data for all subjects. In the cross-subject data,
each subject’s data was respectively shuffled and aggregated
into two parts of the training set and testing set in a 7:3
ratio. Therefore, the training and testing data were not
mixed up among the subjects. The average classification
accuracies and average running time of the schemes were
the mean values of three times. It can be observed that
most schemes under 1000ms achieved better classification
performance than those under 500ms because the schemes
could extract more classified information from the data with
a larger time interval. In contrast with the 500ms data,
the 1000ms data contained the longer EEG signal duration
and more abundant stepping-based MI feature information,
which was more available to extract the high-discrepancy
features and realize more efficient classifications. Further-
more, most schemes based on the proposed SBCCSP I/II/III
algorithms achieved better average classification accuracies
and running time than those based on CSP, MBCSP, and
FBCSP algorithms in both 500ms and 1000ms data segments.
The results proved that the SBCCSP algorithms had the
generalization ability for different data segments. In addi-
tion, the classification accuracies of gel electrode data were
generally better than those of saline electrode data. The

main reason was that the gel electrodes had better electrical
conductivity, signal-to-noise ratio, and stable connection
than the saline electrodes, which can reduce the interference
of artifacts and maintain excellent signal quality. Since the
gel electrodes can collect cleaner and more accurate data
than the saline electrodes, the schemes generally achieved
better classification accuracies in the gel electrode data than
in the saline electrode data. Whether 500ms or 1000ms
data segments and gel electrode data or saline electrode
data, most schemes based on the proposed SBCCSP I/II/III
algorithms achieved better average classification accuracies
and running time than those based on CSP, MBCSP, and
FBCSP algorithms. Meanwhile, the performances of TA-
SBCCSP II and TA-SBCCSP III schemes are better than other
schemes, among which the average accuracies of 500ms
and 1000ms data segments of gel electrode data and saline
electrode data were more than 95% and 85%. Moreover,
most schemes adopting three SBCCSP algorithms could
shorten the running time compared with those adopting
other feature extraction algorithms. Significantly, the TA-
SBCCSP III scheme achieved the best performance for most
classifications. In the saline electrode experiments of the
1000ms data segment, the scheme of SBCCSP III realized
the best average accuracy of 98.78% and the best average
running time of 6 minutes and 25 seconds.

The study adopted the paired T-test to compare whether
the proposed three SBCCSP algorithms differ significantly
from the existing CSP, MBCSP, and FBCSP algorithms. First,
the processed data was divided into training and testing
parts in a 7:3 ratio. All the schemes were trained with the
same stochastic model seed five times to obtain the five sets
of accuracies on the test data for six schemes. Based on the
five sets of accuracies, TA-CSP, TA-MBCSP, and TA-FBCSP
were respectively regarded as the baseline to compute the
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TABLE 1: P values of T-test for all subjects in gel and saline electrode experiments of 500ms and 1000ms data segments
(Note: Bold numbers represent the significant differences)

Scheme
Data Gel - 0.5s Gel - 1s Saline - 0.5s Saline - 1s

TA-SBCCSP I (Baseline: TA-CSP) 0.004252811 2.59578E-06 0.654040021 0.002507451
TA-SBCCSP II (Baseline: TA-CSP) 1.59489E-10 3.10365E-10 1.69293E-11 9.77561E-09
TA-SBCCSP III (Baseline: TA-CSP) 1.49E-10 3.57627E-11 3.82111E-09 3.29764E-11
TA-SBCCSP I (Baseline: TA-MBCSP) 5.57223E-06 1.5093E-08 2.09516E-06 2.06288E-05
TA-SBCCSP II (Baseline: TA-MBCSP) 3.0631E-11 1.00983E-10 3.55575E-09 4.22746E-09
TA-SBCCSP III (Baseline: TA-MBCSP) 3.07222E-11 3.96607E-11 1.1883E-10 3.95392E-11
TA-SBCCSP I (Baseline: TA-FBCSP) 2.11281E-09 1.99238E-08 3.97291E-06 1.54971E-09
TA-SBCCSP II (Baseline: TA-FBCSP) 1.45962E-13 2.20678E-11 1.5428E-10 2.65824E-11
TA-SBCCSP III (Baseline: TA-FBCSP) 2.3801E-13 8.34683E-11 5.01521E-09 2.45444E-12
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Fig. 8: Confusion matrices of TA-SBCCSP III schemes for all subjects in gel electrode experiments and saline electrode
experiments of 500ms and 1000ms data segments
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one-to-one P values with the proposed TA-SBCCSP I/II/III.
All the results of the paired T-test are listed in Table 1. For
multiple data with different data segments, almost all the
P values (the bold) of the SBCCSP schemes were smaller
than 0.01 in Table 1, indicating the performances of the
proposed SBCSSP algorithms were statistically significantly
better than those of the baseline algorithms of CSP, MBCSP,
FBCSP. Furthermore, the TA-SBCCSP III scheme mostly
achieved the most significant difference.

Due to the most effective classification, the confusion
matrices of TA-SBCCSP III schemes for all subjects in gel
electrode and saline electrode experiments of 500ms and
1000ms data segments are computed and displayed, as
shown in Fig. 8. The rows and the columns corresponded
to the predicted class (output class) and the proper class
(target class). The diagonal cells and the off-diagonal cells
corresponded to correctly classified features and incorrectly
classified features. The number of features and the percent-
age of the total features were shown in each cell. The row
at the bottom of the matrix showed the percentages of all
the features belonging to each class that were correctly and
incorrectly classified, called true positive rate (TPR) and
false negative rate (FNR), respectively. The fourth column of
the matrix showed the percentages of the predicted features
in each class, which were correctly and incorrectly classified,

called positive predictive value (PPV) and false discovery
rate (FDR), respectively. For the classifications, the SBCCSP
III obtained excellent accuracies from 86.4% to 98.8%. Class
I (left stepping) had the highest mean TPR of 96% and
the mean PPV of 96.1%, while class III (idle state) had the
lowest mean TPR of 89.55% and the mean PPV of 90.8%.
In addition, class I was most likely classified as class III,
class II was easily mistaken for class III, and class III was
most easily confused with class II. Compared with the cross-
subject classifications on left and right stepping tasks, it was
more challenging for the SBCCSP III scheme to recognize
the idle state task efficiently.

Like Fig. 7, the average accuracies among all schemes
for the target subject on the 500ms and 1000ms data seg-
ments are displayed in Fig. 9. Unlike the classification for
all subjects with the training and testing ratio of 7:3, the
schemes for the target subject were trained by the 5%-30%
target subject’s samples and all other subjects’ samples, and
tested by the rest of the target subject’s samples. Choosing
the different training and testing sets aimed to explore the
cross-subject adaptation of the proposed methods for a new
subject. When the ratio of the target subject’s samples for
training was small, the schemes based on the SBCCSP II
and SBCCSP III algorithms had better average accuracies for
each target subject compared with other schemes. With the

Fig. 9: Classification accuracies of different schemes in gel and saline electrode experiments with different ratio of training 
samples
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increase in the ratio, the average accuracies of all schemes
went up substantially and the accuracies of TA- SBCCSP
II and TA-SBCCSP III schemes can exceed those of other
schemes by about 10%. In most cases, the schemes based
on the SBCCSP I algorithm were on par with the schemes
of CSP, MBCSP and FBCSP on average accuracies of each
target subject, while the schemes of SBCCSP II and SBCCSP
III algorithms far outperformed other schemes. The SBCCSP
III scheme performed best in the classifications for Subject
F of the saline experiments with the 1000ms data segment,
and the average accuracy reached 99.38% when the ratio
was 30%.

Combined with the classification results for all subjects,
the proposed SBCCSP I and SBCCSP II/III algorithms have
been validated with slightly better and significantly better
feature extraction and convergence speed than CSP, MBCSP,
and FBCSP algorithms. Moreover, the excellent cross-subject
adaptation for lower limb classification of TA-SBCCSP II/III
schemes has also been shown in the performances.

Based on the experimental results, the enhancement of
three SBCCSP algorithms to the cross-subject lower limb MI
classification schemes was well demonstrated. In particular,
SBCCSP Type II and III algorithms significantly improved
the accuracy and reduced the running time. The TA-SBCCSP
II/III scheme mostly outperformed TA-SBCCSP I scheme in
the experiments because SBCCSP II/III can aggregate all the
sub-band features and conduct the comprehensive refine-
ment for the aggregated features to integrate information
from all sub-bands, eliminate redundant information and
reduce the number of features. Furthermore, the SBCCSP
Type III algorithm can perform deep feature refinement of
each sub-band to achieve better classification performance
than Type II. Since the TA-SBCCSP III scheme achieved the
best performance for classification with the data segment
size of 500ms and 1000ms, this scheme is the most suitable
one for the cross-subject lower limb stepping classification
based on stepping-based MI signals.

5 CONCLUSION AND FUTURE WORK

5.1 Conclusion

This study investigated the generic cross-subject stepping-
based MI classification problem in BCI. As little attention
has been paid to refining the extracted features in CSP
variants, three novel SBCCSP algorithms were proposed to
extract representative features with low redundancy. Based
on the SBCCSP algorithms, a cross-subject lower limb MI
stepping classification scheme was proposed in this study.
The classification scheme consists of data preprocessing,
data augmentation, data alignment, SBCCSP algorithm, and
deep transfer DTL classifier. The experiments with lower
limb stepping MI tasks were designed for six able-bodied
subjects with two EEG acquisition devices. There were three
labels for the collected data: left leg stepping, right leg
stepping, and idle state. Experimental results demonstrated
that the schemes adopting the SBCCSP had superior clas-
sification performances in accuracy and running time than
those adopting other CSP algorithms. The results illustrated
that the SBCCSP algorithms had better feature refining and
redundancy removal abilities.

5.2 Future Work
The proposed high-performance scheme fills the current gap
in the cross-subject lower limb MI classification problem
with stepping-based MI signals. The scheme adopting the
SBCCSP can be adopted as a generic model for cross-
subject lower limb stepping MI classification with high
performance. Furthermore, the proposed scheme can con-
tribute to the future development of generic lower limb
BCI systems for auxiliary and rehabilitation applications.
Notably, manually labeled EEG data often are expensive
and time-consuming to collect, clean, and debug. Therefore,
the semi-supervised learning mechanism can be added in
future work to train the scheme with the few labeled data
and a large amount of unlabeled data. Moreover, further
improvement can be achieved by adopting an adversarial
DTL classifier into the scheme to learn from realistic samples
and produce numerous forged samples for training [56].
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