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#### Abstract

In this paper a novel model reduction problem is studied for linear continuous-time time-invariant stochastic systems. The purpose of this problem is to design the reduced-order model so that it has the same dominant pole region and steady-state output covariance as those of the original full-order model. The resulting reduced-order model can approximate the corresponding original full-order model in two important aspects, i.e., transient and steady-state performances. Necessary and sufficient and conditions for the existence of desired reduced-order models are established, and an explicit expression for these reduced-order models is also presented. An illustrative example is used to demonstrate the effectiveness of the proposed design method.
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## I. Introduction

A great many approaches are available in the literature on the general topic of model reduction, including aggregation methods [1], balancing techniques [2], Hankel norm approximation methods [3], $H_{\infty}$ norm approximations [4], and $q$-Markov covariance equivalent realizations [6], [7], [14], [15], to name just a few. A major drawback of each of these methods (with the exception of the $q$-Markov covariance equivalent realizations) is that the reduced-order models are not guaranteed to match any of the second-order information (i.e., covariance values) of the original model outputs, which is an important criterion when output performance is an item of interest.

Many engineering systems have performance requirements stated in terms of steady-state output covariance values (antenna pointing [5], vibration control in flexible structures [6], etc.). In [6], [7], [14], and [15] a projection method has been used to obtain reducedorder models that match the first $q+1$ output covariances and the first $q$-Markov parameters of the original model. These reduced models are called $q$-Markov covariance equivalent realizations, or " $q$-Markov covariance equivalent realizations (COVER's)." Due to the preservation of $q>0$ output covariances, the $q$-Markov COVER provides a reduced-order model for continuous- and discrete-time systems that has the same steady-state covariance values of each of the multiple outputs as the original model, and due to the preservation of $q$-Markov parameters the $q$-Markov COVER also has the capacity to provide good transient approximation. However, complex transformations to specific coordinates were required in the literature associated with $q$-Markov COVER's (see, for example, [14] and [15]).

[^0]It is well known that the transient properties of linear time-invariant systems are influenced directly by the location region of the dominant poles, and hence the regional pole assignment problem has received great attention in recent years [8]-[10]. Therefore, instead of the $q$ Markov parameters used in [6], [7], [14], and [15], we utilize the dominant pole region to represent the transient performance index. It is clear that the region in which the dominant poles are situated and the steady-state output covariance value are closely related, respectively, to the transient and steady-state performance of linear time-invariant stochastic systems. Therefore, in addition to the wellstudied covariance matching criterion, another new model reduction criterion is simultaneously proposed in this paper, i.e., the reducedorder models should preserve not only the same steady-state output covariance value but also the same dominant pole region as those of the original full-order models. This motivates the investigation of a new model reduction approach called regional pole and covariance equivalent realizations (RPCOVER's).

In the present paper we develop a novel model reduction approach for continuous-time time-invariant stochastic systems. The main contribution is twofold: 1) the conception of RPCOVER's is introduced for the reduced-order models matching both the dominant pole region and steady-state output covariance of the full-order model and 2) necessary and sufficient conditions for the existence of the expected RPCOVER's are given, and a constructive approach to designing the RPCOVER's is also presented. Specifically, the main idea proposed in this paper is to create a reduced-order model by matching the output covariance of the original model and keeping the dominant poles in the same region as those of the original model, hence, in some sense, ensuring respectively good steady-state and transient approximation between the full- and reduced-order models. The problem of regional pole and covariance equivalent realizations was investigated in [11] for discrete-time stochastic systems where the state covariance of the reduced-order model is required to equal the output covariance of the full-order model; hence this paper will focus on the continuous-time case and the output covariances of both the full- and reduced-order models are expected to be the same.

## II. Problem Formulation and Preliminaries

Consider a linear time-invariant continuous-time stochastic system described by

$$
\begin{equation*}
\dot{x}(t)=A x(t)+D v(t), \quad y(t)=C x(t) \tag{1}
\end{equation*}
$$

where $x(t) \in R^{n}, v(t) \in R^{r}, y(t) \in R^{p}$, and $A, D, C$ are constant matrices with appropriate dimensions. $v(t)$ is a zero mean white noise process with covariance $\delta(t) I[\delta(t)$ is the Dirac impulse function], and $v(t)$ and $x(0)$ are uncorrelated. We assume that the matrix $A$ is Hurwitz and $(A, D)$ is controllable.

The steady-state covariance of system (1) defined by

$$
X=\lim _{t \rightarrow \infty} E\left[x(t) x^{T}(t)\right]
$$

is the unique positive definite solution to the Lyapunov equation

$$
\begin{equation*}
A X+X A^{T}+D D^{T}=0 \tag{2}
\end{equation*}
$$

From (1) and (2), it is easy to obtain the steady-state output covariance of system (1) as follows:

$$
\begin{align*}
Y & =\lim _{t \rightarrow \infty} E\left[y(t) y^{T}(t)\right]=C X C^{T} \\
& =C\left[\int_{0}^{\infty} e^{A t}\left(D D^{T}\right) e^{A^{T} t} d t\right] C^{T} . \tag{3}
\end{align*}
$$

Throughout this paper, we suppose that the dominant poles of system (1) are located within a circular region $D(q, r)$ in the lefthalf complex plane with the center at $q+j 0(q<0)$ and the radius $r(r<-q)$. Also, we assume that the steady-state output covariance $Y$ of (1), which can be calculated directly from (3), is known. Now, we are in a position to formulate the problem under study as follows: construct a $m$ th-order ( $p \leq m<n$ ) linear, continuous-time, stochastic system

$$
\begin{equation*}
\dot{x}_{m}(t)=A_{m} x_{m}(t)+D_{m} w(t), \quad y_{m}(t)=C_{m} x_{m}(t) \tag{4}
\end{equation*}
$$

where $x_{m}(t) \in R^{m}, y_{m}(t) \in R^{p}, w(t)$ is a zero mean Gaussian white noise process with unit intensity and its order is to be determined, or equivalently, find the matrices $A_{m}, D_{m}, C_{m}$ [denoted as a triple $\left.\left(A_{m}, D_{m}, C_{m}\right)\right]$ such that the following reduction requirements are simultaneously met.

1) The poles of (4) are located inside the desired circular region $D(q, r)$.
2) The steady-state output covariance of the reduced-order model (4) is equal to that of the original full-order model (1), i.e., $Y_{m}=Y$, where

$$
\begin{aligned}
& Y_{m}=\lim _{t \rightarrow \infty} E\left[y_{m}(t) y_{m}^{T}(t)\right]=C_{m} X_{m} C_{m}^{T} \\
& X_{m}=\lim _{t \rightarrow \infty} E\left[x_{m}(t) x_{m}^{T}(t)\right]
\end{aligned}
$$

and $Y$ is defined in (3).
If the above reduction indices 1 ) and 2 ) are satisfied, then (4) is said to be a regional pole covariance equivalent realization (RPCOVER) of system (1) and the reduction task is accomplished.

## III. Main Results and Proofs

In this section we will give the existence conditions and constructive design approach of the desired reduced-order model. To start with, we first present three important lemmas.

Lemma 1 [5], [10]: Let $M \in R^{s \times t}$ and $N \in R^{s \times z}$ ( $s \leq$ $z)$. There exists a matrix $V$ which simultaneously satisfies $N=$ $M V, V V^{T}=I$ if and only if $M M^{T}=N N^{T}$.

The following lemma is easily proved.
Lemma 2: A triple $\left(A_{m}, D_{m}, C_{m}\right)$ is a desired RPCOVER if and only if: 1) the eigenvalues of $A_{m}$ are situated within $D(q, r)$ and 2) the following algebraic equations are satisfied:

$$
\begin{gather*}
A_{m} X_{m}+X_{m} A_{m}^{T}+D_{m} D_{m}^{T}=0  \tag{5}\\
Y=C_{m} X_{m} C_{m}^{T} . \tag{6}
\end{gather*}
$$

Lemma 3 [8]: Consider the following algebraic matrix equation:

$$
\begin{equation*}
-q A_{m} P-q P A_{m}^{T}+A_{m} P A_{m}^{T}+\left(q^{2}-r^{2}\right) P=-Q \tag{7}
\end{equation*}
$$

where $Q>0$ is arbitrary. Then the poles of $A_{m}$ are situated in the given circular region $D(q, r)$ if and only if there exists a positive definite solution $P$ to (7).
In view of the above lemmas, the main steps for designing the desired RPCOVER's can now be stated as follows. First, for a given steady-state output covariance $Y \in R^{p \times p}$, the necessary and sufficient conditions are studied for the existence of a matrix $C_{m} \in$ $R^{p \times m}$ and a positive definite matrix $X_{m} \in R^{m \times m}$ which satisfy $Y=C_{m} X_{m} C_{m}^{T}$, and then the matrices $C_{m}, X_{m}$ are determined. The obtained $X_{m}>0$ is denoted as the expected state covariance of the reduced-order model. Second, for the specified state covariance $X_{m}>0$ and circular pole region $D(q, r)$, we seek the parameters $A_{m}, D_{m}$ which simultaneously meet (5) and (7) for some $P>0$ and $Q>0$, and hence the resulting triple $\left(A_{m}, D_{m}, C_{m}\right)$ is just a desired RPCOVER.

Consider the equation $Y=C_{m} X_{m} C_{m}^{T}$ where $Y \in R^{p \times p}$ is given but is not necessarily symmetric, and $C_{m} \in R^{p \times m}, X_{m} \in R^{m \times m}$ are unknown matrices with given dimensions. We first establish the solvability of $Y=C_{m} X_{m} C_{m}^{T}$ for $C_{m} \in R^{p \times m}$ and $0<X_{m} \in$ $R^{m \times m}$. Write the singular value decomposition of $C_{m}$ as

$$
C_{m}=\left[\begin{array}{ll}
U_{c 1} & U_{c 2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{c} & 0  \tag{8}\\
0 & 0
\end{array}\right]\left[\begin{array}{l}
V_{c 1}^{T} \\
V_{c 2}^{T}
\end{array}\right]
$$

where $\Sigma_{c} \in R^{r_{c} \times r_{c}}\left(r_{c}=\operatorname{rank}\left(C_{m}\right)\right)$ is the diagonal matrix consisting of all the nonzero singular values of $C_{m}, U_{c}=\left[\begin{array}{lll}U_{c 1} & U_{c 2}\end{array}\right]$ and $V_{c}=\left[\begin{array}{ll}V_{c 1} & V_{c 2}\end{array}\right]$ are orthogonal matrices with proper dimensions.

Lemma 4 [12]: There exists a solution $X_{m}$ to the equation $Y=$ $C_{m} X_{m} C_{m}^{T}\left(Y \in R^{p \times p}\right.$ is not necessarily symmetric here) if and only if

$$
\begin{equation*}
C_{m} C_{m}^{+} Y\left(C_{m}^{T}\right)^{+} C_{m}^{T}=Y \tag{9}
\end{equation*}
$$

Corollary 1: Equation (9) is equivalent to

$$
\begin{equation*}
U_{c 2}^{T} Y=0, \quad Y U_{c 2}=0 \tag{10}
\end{equation*}
$$

The proof of Corollary 1 is contained in that of the following theorem.
Theorem 1: Assume that (9) or (10) holds. Then we have the following results.

1) All solutions to $Y=C_{m} X_{m} C_{m}^{T}$ are given by

$$
X_{m}=V_{c}\left[\begin{array}{cc}
\Phi & \hat{X}_{12}  \tag{11}\\
\hat{X}_{21} & \hat{X}_{22}
\end{array}\right] V_{c}^{T}
$$

where $\Phi=\Sigma_{c}^{-1} U_{c 1}^{T} Y U_{c 1} \Sigma_{c}^{-1} \in R^{r_{c} \times r_{c}}, r_{c}=\operatorname{rank}\left(C_{m}\right)$ and $\hat{X}_{12}, \hat{X}_{21}, \hat{X}_{22}$ are arbitrary matrices with proper dimensions.
2) A positive definite solution $X_{m}$ to $Y=C_{m} X_{m} C_{m}^{T}$ exists if and only if $\Phi>0$.
Proof: See the Appendix.
Corollary 2: It is clear that for given $Y>0$ and $\Sigma_{c}>0, \Phi>0$ if and only if $U_{c 1}$ is of full row rank.

Remark 1: It follows from Theorem 1 and Corollaries 1 and 2 that to obtain the appropriate $C_{m}$ and $X_{m}>0$ which meet $Y=C_{m} X_{m} C_{m}^{T}$, one can first construct an orthogonal matrix $U_{c}=\left[\begin{array}{ll}U_{c 1} & U_{c 2}\end{array}\right]$ where $U_{c 1}$ is full row rank and $U_{c 2}$ satisfies (10). Then a diagonal positive definite matrix $\Sigma_{c} \in R^{r_{c} \times r_{c}}$ and an orthogonal matrix $V_{c}$ have to be chosen in order to obtain the parameter $C_{m}$ from (8). Subsequently, the positive definite matrix $X_{m}>0$ can be easily obtained from (11). It should be pointed out that the set of $C_{m}$ and $X_{m}>0$ which meets $Y=C_{m} X_{m} C_{m}^{T}$ is never empty. In fact, for a given positive definite matrix $Y \in R^{p \times p}$, observing that $p \leq m$, we can always set

$$
C_{m}=\left[\begin{array}{ll}
I_{p} & 0_{p \times(m-p)}
\end{array}\right], \quad X_{m}=\left[\begin{array}{cc}
Y & 0 \\
0 & I_{m-p}
\end{array}\right]
$$

and $Y=C_{m} X_{m} C_{m}^{T}$ holds naturally.
Now, our task is to study the existence conditions as well as the design approach of the desired RPCOVER's. It can be assumed from Theorem 1 that the expected state covariance $X_{m}$ for the reduced-order model is known.

Theorem 2: Given the full-order model (1), the dominant pole region $D(q, r)$, and the expected state covariance $X_{m}$ of the reducedorder system, there exists a reduced-order model (4) whose poles are located within $D(q, r)$ and state covariance equals $X_{m}$, if and only if there exist positive definite matrices $P>0$ and $Q>0$ satisfying

$$
\begin{align*}
r^{2} P-Q & \geq 0  \tag{12}\\
\left(T V S^{-1}+q I\right) X_{m}+X_{m}\left(T V S^{-1}+q I\right)^{T} & \leq 0 \tag{13}
\end{align*}
$$

where $V$ is arbitrary orthogonal, and $S$ and $T$ are the square roots of $P$ and $r^{2} P-Q$, i.e., $S S^{T}=P, T T^{T}=r^{2} P-Q, S, T \in R^{m \times m}$. Furthermore, if (12) and (13) are met, the two parameters of the reduced-order model (4) can be obtained as follows:

$$
\begin{aligned}
& A_{m}=T V S^{-1}+q I \\
& D_{m}=\left[-\left(T V S^{-1}+q I\right) X_{m}-X_{m}\left(T V S^{-1}+q I\right)^{T}\right]^{1 / 2}
\end{aligned}
$$

Proof-Necessity: If there exists a lower-order model (4) which satisfies the prescribed regional pole and state covariance constraints, then from Lemmas 2 and 3, there must exist $P>0$ and $Q>0$ such that

$$
\begin{equation*}
-q A_{m} P-q P A_{m}^{T}+A_{m} P A_{m}^{T}+\left(q^{2}-r^{2}\right) P=-Q \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{m} X_{m}+X_{m} A_{m}^{T}+D_{m} D_{m}^{T}=0 \tag{15}
\end{equation*}
$$

Note that (14) can be rewritten as

$$
\begin{equation*}
\left(A_{m}-q I\right) P\left(A_{m}-q I\right)^{T}=r^{2} P-Q \tag{16}
\end{equation*}
$$

and then (12) follows directly. Define $P=S S^{T}, r^{2} P-Q=T T^{T}$, then (16) can be rearranged as

$$
\begin{equation*}
\left[\left(A_{m}-q I\right) S\right]\left[\left(A_{m}-q I\right) S\right]^{T}=T T^{T} \tag{17}
\end{equation*}
$$

From Lemma 1, there exists an orthogonal matrix $V$ which satisfies $\left(A_{m}-q I\right) S=T V$ or

$$
\begin{equation*}
A_{m}=T V S^{-1}+q I \tag{18}
\end{equation*}
$$

Substituting (18) into (15) yields (13) immediately.
Sufficiency: Suppose that there exist positive definite matrices $P, Q$ and an orthogonal matrix $V$ such that (12) and (13) hold. We can directly choose $A_{m}=T V S^{-1}+q I$ and $D_{m}=\left(-\left(T V S^{-1}+\right.\right.$ $\left.q I) X_{m}-X_{m}\left(T V S^{-1}+q I\right)^{T}\right)^{1 / 2}$ where $P=S S^{T}$ and $r^{2} P-Q=$ $T T^{T}$ and then have

$$
A_{m} X_{m}+X_{m} A_{m}^{T}+D_{m} D_{m}^{T}=0
$$

Furthermore, from the proof of necessity, we know that $A_{m}=$ $T V S^{-1}+q I$ is equivalent to

$$
\left(A_{m}-q I\right) P\left(A_{m}-q I\right)^{T}=r^{2} P-Q
$$

Then, it follows from Lemma 3 that $A_{m}$ satisfies the prespecified circular pole constraints. Finally, by the definition of RPCOVER, we know that the obtained triple $\left(A_{m}, D_{m}, C_{m}\right)$ is just a desired RPCOVER of the full-order model (1), where $C_{m}$ is determined by Theorem 1.

Remark 2: The positive definite matrices $P$ and $Q$ which meet (12) and (13) always exist. In fact, note that $q<0$, and therefore we can choose $P>0$ and $Q>0$ such that $T$ and $S^{-1}$ are small enough (in the norm setting) to meet (13). In the limiting case, by choosing $Q=r^{2} P$ and hence $T=0$, (13) holds automatically.

Remark 3: Note that the desired RPCOVER's are usually not unique. This freedom can be utilized to achieve new reduction requirements, such as the $H_{\infty}$-norm approximation constraint, i.e., the reduced-order models should retain the same (or similar) disturbance rejection behavior (in a $H_{\infty}$-norm sense) as the full-order model. This will be one of the main topics of further research.

Finally, the RPCOVER's based model reduction procedure can be formulated as follows.

1) Determine the output covariance $C X C^{T}$ and the dominant pole region $D(q, r)$ of the original system (1).
2) Obtain the parameter $C_{m}$ and the desired state covariance $X_{m}$ of the reduced-order model by using Theorem 1.
3) Choose $P$ and $Q$ appropriately such that (12) and (13) hold.
4) Calculate the parameters $A_{m}, D_{m}$ of the reduced-order model from Theorem 2.

## IV. An Illustrative Example

Consider the linear continuous stochastic system (1) with the parameters

$$
\begin{align*}
A & =\left[\begin{array}{rrrrr}
-2.4983 & -0.2631 & -0.8286 & 0.8107 & 0.4423 \\
-0.3464 & -4.1546 & -1.6877 & 0.1128 & 0.5459 \\
-0.0922 & -0.2321 & -4.1253 & 0.1934 & 0.2425 \\
-0.0666 & -0.1867 & -0.0328 & -4.1349 & 0.7956 \\
-0.2554 & -0.1523 & -0.0585 & 0.1226 & -3.2082
\end{array}\right] \\
D & =\left[\begin{array}{ccccc}
0.2200 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.1300 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.06
\end{array}\right]^{T} \\
C & =\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] . \tag{18a}
\end{align*}
$$

It is easy to calculate the pole set of system matrix $A$ as

$$
\begin{aligned}
& \{-2.7887+0.0870 i,-2.7887-0.0870 i,-4.6642 \\
& -4.3287,-3.5510\}
\end{aligned}
$$

The dominant pole region can be chosen as $D(-3.5,1.5)$, i.e., $q=-3.5, r=1.5$, and the steady-state covariance and output covariance of system (1) can be, respectively, calculated as the following:

$$
\begin{align*}
X & =\left[\begin{array}{rrrrr}
0.0097 & -0.0004 & -0.0004 & -0.0001 & -0.0004 \\
-0.0004 & 0.0002 & -0.0004 & 0.0000 & 0.0001 \\
-0.0004 & -0.0004 & 0.0021 & 0.0000 & 0.0000 \\
-0.0001 & 0.0000 & 0.0000 & 0.0000 & 0.0001 \\
-0.0004 & 0.0001 & 0.0000 & 0.0001 & 0.0006
\end{array}\right] \\
Y & =C X C^{T} \\
& =\left[\begin{array}{rrr}
0.0097 & -0.0004 & -0.0004 \\
-0.0004 & 0.0021 & 0.0000 \\
-0.0004 & 0.0000 & 0.0006
\end{array}\right] . \tag{18b}
\end{align*}
$$

It is desired to construct a third-order RPCOVER. From Theorem 1, we can obtain the output matrix and the state covariance, respectively, as $C_{m}=I_{3}$ and thus $X_{m}=C X C^{T}$. Subject to the constraints (12) and (13), we can choose

$$
\begin{aligned}
P & =\left[\begin{array}{lll}
1.8942 & 0.1295 & 0.3386 \\
0.1295 & 1.7321 & 0.1196 \\
0.3386 & 0.1196 & 1.0168
\end{array}\right] \\
Q & =\left[\begin{array}{lll}
4.2614 & 0.2914 & 0.7618 \\
0.2914 & 3.8932 & 0.2691 \\
0.7618 & 0.2691 & 2.2799
\end{array}\right] .
\end{aligned}
$$

Then, from Theorem 2, by setting $V=I_{3}$, the parameters $A_{m}, D_{m}$ can be determined as

$$
\begin{aligned}
A_{m} & =\left[\begin{array}{rrr}
-3.4826 & -0.0007 & -0.0020 \\
-0.0016 & -3.4516 & -0.0021 \\
-0.0090 & -0.0031 & -3.4094
\end{array}\right] \\
D_{m} & =\left[\begin{array}{rrr}
0.2603 & -0.0069 & -0.0077 \\
-0.0069 & 0.1197 & 0.0008 \\
-0.0077 & 0.0008 & 0.0629
\end{array}\right] .
\end{aligned}
$$

The pole set of the reduced-order systems is $\{-3.4829,-3.4090,-3.4517\}$. It is apparent that the fulland reduced-order models have the same pole region and steady-state output covariance. Furthermore, let $y=\left(\begin{array}{lll}y_{1} & y_{2} & y_{3}\end{array}\right)^{T}$, $y_{m}=\left(\begin{array}{lll}y_{m 1} & y_{m 2} & y_{m 3}\end{array}\right)^{T}$, respectively, stand for the outputs of the full- and reduced-order models which are driven by the white noise inputs. The simulation results (Figs. 1-6) show that


Fig. 1. " - ": the output of $y_{1}$ and " $\ldots$ ": the output of $y_{m 1}$.


Fig. 2. The signal of $y_{1}-y_{m 1}$.


Fig. 3. " - ": the output of $y_{2}$ and " $\ldots$ ": the output of $y_{m 2}$.
the reduced-order model approximates the full-order one well and the real reduction objectives are met.

Finally, it is remarkable that, although both the RPCOVER approach developed in the present paper and the well-studied $q$ Markov COVER theory aim at designing reduced-order models which match the steady-state output covariance and approximate the transient behavior of the full-order model, in certain cases the RPCOVER approach supplements the $q$-Markov COVER theory because: 1) the dominant pole region is very often used in practice to represent the transient performance index of linear systems; 2) no complex transformations to specific coordinates are required in the


Fig. 4. The signal of $y_{2}-y_{m 2}$.


Fig. 5. " - ": the output of $y_{3}$ and " $\ldots$ ": the output of $y_{m 3}$.


Fig. 6. The signal of $y_{3}-y_{m 3}$.

RPCOVER approach; and 3) since there exists much design freedom, the RPCOVER approach provides the possibility to realize multiple model reduction requirements.

## V. Conclusions

This paper has developed a new approach to constructing reducedorder models which maintain both the steady-state behavior (via matching steady-state covariance) and the transient property (via matching dominant pole region). An effective algebraic method has been exploited to prove the existence of the desired reduced-order models and to derive the associated analytical expressions. Further
studies will mainly concentrate on the extension of the present results to the case where the dominant pole region is more general (e.g., convex region) than the circular region used in this paper and on the multiple objective model reduction problem (e.g., transient and steady-state properties, disturbance rejection behavior, etc.) based on the equivalent realization of the steady-state second-order information (state covariance or output covariance).

## APPENDIX

Proof of Theorem 1-1): We define

$$
\hat{X}=V_{c}^{T} X_{m} V_{c}, \quad \hat{Y}=U_{c}^{T} Y_{m} U_{c} .
$$

Then $Y=C_{m} X_{m} C_{m}^{T}$ is equivalent to

$$
\begin{align*}
\hat{Y} & =U_{c}^{T}\left\{U_{c}\left[\begin{array}{cc}
\Sigma_{c} & 0 \\
0 & 0
\end{array}\right] V_{c}^{T} X_{m} V_{c}\left[\begin{array}{cc}
\Sigma_{c} & 0 \\
0 & 0
\end{array}\right] U_{c}^{T}\right\} U_{c} \\
& =\left[\begin{array}{cc}
\Sigma_{c} & 0 \\
0 & 0
\end{array}\right] \hat{X}\left[\begin{array}{cc}
\Sigma_{c} & 0 \\
0 & 0
\end{array}\right] \tag{19}
\end{align*}
$$

which can be rewritten as

$$
\left[\begin{array}{cc}
\Sigma_{c}^{-1} & 0  \tag{20}\\
0 & I
\end{array}\right] \hat{Y}\left[\begin{array}{cc}
\Sigma_{c}^{-1} & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
I_{r_{c}} & 0 \\
0 & 0
\end{array}\right] \hat{X}\left[\begin{array}{cc}
I_{r_{c}} & 0 \\
0 & 0
\end{array}\right] .
$$

Partition

$$
\hat{X}=\left[\begin{array}{ll}
\hat{X}_{11} & \hat{X}_{12}  \tag{21}\\
\hat{X}_{21} & \hat{X}_{22}
\end{array}\right], \quad \hat{Y}=\left[\begin{array}{ll}
U_{c 1}^{T} Y U_{c 1} & U_{c 1}^{T} Y U_{c 2} \\
U_{c 2}^{T} Y U_{c 1} & U_{c 2}^{T} Y U_{c 2}
\end{array}\right]
$$

then (20) is equivalent to the following equations:

$$
\begin{align*}
\hat{X}_{11}=\Sigma_{c}^{-1} U_{c 1}^{T} Y U_{c 1} \Sigma_{c}^{-1} & =\Phi  \tag{22}\\
\Sigma_{c}^{-1} U_{c 1}^{T} Y U_{c 2} & =0  \tag{23}\\
U_{c 2}^{T} Y U_{c 1} \Sigma_{c}^{-1} & =0  \tag{24}\\
U_{c 2}^{T} Y U_{c 2} & =0 . \tag{25}
\end{align*}
$$

Noticing that a solution $X_{m}$ to $Y=C_{m} X_{m} C_{m}^{T}$ exists if and only if (23)-(25) are satisfied, and (23)-(25) are equivalent to (10), the proof of Corollary 1 follows immediately. By using the definition of $\hat{X}$, we have

$$
X_{m}=V_{c} \hat{X} V_{c}^{T}=V_{c}\left[\begin{array}{cc}
\Phi & \hat{X}_{12} \\
\hat{X}_{21} & \hat{X}_{22}
\end{array}\right] V_{c}^{T}
$$

where $\hat{X}_{12}, \hat{X}_{21}, \hat{X}_{22}$ are arbitrary matrices with proper dimensions.
2): It is clear that $X_{m}>0$ is equivalent to

$$
\left[\begin{array}{cc}
\Phi & \hat{X}_{12}  \tag{26}\\
\hat{X}_{21} & \hat{X}_{22}
\end{array}\right]>0 .
$$

The necessity is obvious. To prove the sufficiency, we choose

$$
\hat{X}_{12}=\hat{X}_{21}^{T}, \quad \hat{X}_{22}=\hat{X}_{22}^{T}
$$

then the left-hand side of (26) is a partitioned Hermitian matrix. Inequality (26) holds if and only if [13]

$$
\begin{align*}
\Phi & >0  \tag{27}\\
\hat{X}_{22} & >0  \tag{28}\\
\hat{X}_{22}-\hat{X}_{12}^{T} \Phi^{-1} \hat{X}_{12} & >0 . \tag{29}
\end{align*}
$$

Since $\hat{X}_{22}$ (a symmetric matrix) and $\hat{X}_{12}\left(\hat{X}_{12}=\hat{X}_{21}^{T}\right)$ are arbitrary, for sufficiently large elements of $\hat{X}_{22}$ both (28) and (29) can be satisfied. Hence, there exists a positive definite solution $X_{m}$ to equation $Y=C_{m} X_{m} C_{m}^{T}$. The proof of Theorem 1 is then completed.
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