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Abstract—In this letter, we study the robust filtering problem for linear uncertain discrete time-delay systems with Markovian jump parameters. The system under consideration is subjected to time-varying norm-bounded parameter uncertainties, time-delay in the state, and Markovian jump parameters in all system matrices. A filter is designed to guarantee that the dynamics of the estimation error is robustly stochastically stable in the mean square, irrespective of the admissible uncertainties as well as the time-delay. It is shown that the problem addressed can be solved in terms of the solutions to a set of coupled matrix Riccati-like inequalities.
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I. INTRODUCTION

It has come to be well recognized that the popular Kalman filtering theory is very sensitive to system data and has poor performance robustness when a good system model is hard to obtain or the system drifts. Various approaches have then been developed to improve the robustness of traditional Kalman filters for systems with or without time-delays, see, e.g., [2], [10].

In practice, the dynamics may experience abrupt changes in their structure and parameters caused by phenomena such as component failures or repairs changing subsystem interconnections and environmental disturbance. Such systems can be modeled as systems with Markovian jump parameters. In the past decade, the optimal regulator, controllability, observability, stability and stabilization problems have been extensively studied for jump linear systems, see [4] and references therein. The filtering problem of systems with jump parameters has also gained much attention, see [8] and references therein. Furthermore, the robust Kalman filtering problem was studied in [6] for continuous-time uncertain jump systems, and the discrete-time counterpart of [6] was developed in [4], where the time-delay has not been taken into account. More recently, in [3], [5], the robust filtering problem was investigated for continuous-time delay jumping systems with norm-bounded uncertainties and polytopic uncertainties, respectively. Up to now, the robust filter design problem for uncertain discrete time-delay systems with Markovian jump parameters has not yet been fully investigated.

II. PROBLEM FORMULATION AND ASSUMPTIONS

Let \( \{ \tau_k, k \in \mathbb{Z} \} \) be a time homogeneous Markov chain taking values in a finite set \( \mathcal{S} = \{ 1, 2, \ldots, s \} \), with transition probability from mode \( i \) to mode \( j \) at time \( k + 1 \), \( i, j \in \mathcal{S} \):

\[
   p_{ij} = \text{Prob}(\tau_{k+1} = j | \tau_k = i) \quad (1)
\]

with \( p_{ij} \geq 0 \), and \( \sum_{j=1}^{s} p_{ij} = 1 \).

Consider the following class of uncertain discrete time-delay Markovian jump systems in a fixed complete probability space \((\Omega, \mathcal{F}, P)\):

\[
x_{k+1} = [A(\tau_k) + A_0(\tau_k) x_k + A_d(\tau_k) x_{k-\delta}]
\]

\[
y_k = [C(\tau_k) + C_0(\tau_k) x_k]
\]

where \( x_k \in \mathbb{R}^n \) is the state, \( y_k \in \mathbb{R}^m \) is the measurement output, \( \delta \) is an unknown positive integer time delay of the system. We assume \( x_{k-\delta} = 0 \) when \( k - \delta < 0 \), \( k \in \mathbb{Z} \). For fixed system mode, \( A(\tau_k), A_0(\tau_k), C(\tau_k) \) are known constant matrices with appropriate dimensions. \( \Delta A(\tau_k) \) and \( \Delta C(\tau_k) \) are real-valued matrix functions representing norm-bounded parameter uncertainties and satisfy

\[
\begin{bmatrix}
\Delta A(k, \tau_k) \\
\Delta C(k, \tau_k)
\end{bmatrix} =
\begin{bmatrix}
M_1(\tau_k) \\
M_2(\tau_k)
\end{bmatrix} F(k, \tau_k) N(\tau_k)
\]

(4)

where for fixed system mode, \( M_1(\tau_k), M_2(\tau_k) \) and \( N(\tau_k) \) are known real constant matrices of appropriate dimensions which characterize how the uncertain parameter in \( F(k, \tau_k) \) enters the nominal matrix \( A(\tau_k) \) and \( C(\tau_k) \); and \( F(k, \tau_k) \) is an unknown time-varying matrix function meeting

\[
F^T(k, \tau_k) F(k, \tau_k) \leq I, \quad \forall k \geq 0, \quad \tau_k = i \in \mathcal{S}. \quad (5)
\]

Remark 1: The system in (2) and (3) can be used to represent many important physical systems subject to modeling error, time-delay and random failures and structural changes, see e.g., [6] and references therein.

Assumption 1: The matrix \( M_2(\tau_k) \forall \tau_k = i \in \mathcal{S} \) is of full row rank.

In this letter, the linear filter under consideration is of the following structure:

\[
\hat{x}_{k+1} = G(\tau_k) \hat{x}_k + K(\tau_k) y_k
\]

(6)
where $\hat{z}_k$ is the state estimate, and for fixed system mode, the constant matrices $G(r_k)$ and $K(r_k)$ are filter parameters to be designed.

Notice that the set $\mathcal{S}$ comprises various operation modes of the system in (2) and (3), and the Markov chain $\{r_k; k \in \mathbb{Z}\}$ takes values in the finite set $\mathcal{S} = \{1, 2, \ldots, s\}$. For presentation convenience, we denote

$$
A(i) := A_i, \quad A_d(i) := A_{di}, \quad C(i) := C_i \quad (7)
$$

$$
M_i(i) := M_{1i}, \quad M_d(i) := M_{d1}, \quad N(i) := N_i \quad (8)
$$

$$
\Delta A(k, i) = \Delta A_{ik}, \quad \Delta C(k, i) = \Delta C_{ik} \quad (9)
$$

$$
F(k, i) = F_{di}, \quad G(i) := G_i, \quad K(i) := K_i, \quad i \in \mathcal{S}. \quad (10)
$$

Now let us work on the system mode $r_k = i, \forall i \in \mathcal{S}$. The error state is given by $e_k = x_k - \hat{z}_k$, where $\hat{z}_k$ is the state estimate of $x_k$. Then, it follows from (2), (3), and (6) that

$$
e_{k+1} = G_r e_k + [(A_i + \Delta A_{ik}) - K_i(C_i + \Delta C_{ik})] x_k
$$

$$
+ A_{di} e_{k-d}. \quad (11)
$$

Moreover, we define

$$
\eta_k := [x_k \quad e_k], \quad A_{f_i} := [A_i \quad -G_i \quad -K_i \quad C_i \quad 0], \quad G_i \quad (12)
$$

$$
A_{f_{di}} := [0 \quad A_{di}], \quad M_{f_i} := [M_{1i} \quad -K_i \quad M_{2i} \quad 0], \quad N_{f_i} := [N_i \quad 0], \quad \Delta A_{f_{ik}} := M_{f_i} F_{ik} N_{fi} \quad (13)
$$

$$
A_{c_{fi}} := A_{f_i} + \Delta A_{f_{ik}}. \quad (15)
$$

Then, an augmented system can be obtained from (2)–(4) and (11) that

$$
\eta_{k+1} = A_{c_{fi}} \eta_k + A_{f_{di}} \eta_{k-d}. \quad (16)
$$

Assumption 2: For all $i \leq d(i \in \mathbb{Z})$, there exists a scalar $\sigma > 0$ such that $|\eta_k| \leq \sigma|\eta_k|$. This Assumption 2 is not restrictive since $\sigma > 0$ can be chosen as a sufficiently large scalar. Now, let $\eta_k(\eta_0, r_0)$ denote the state trajectory from the initial data $(\eta_0, r_0)$. Clearly, the system (16) admits a trivial zero solution corresponding to the initial data $\eta_0 = 0$.

**Definition 1:** For the uncertain time-delay jump system (16) and every initial state $(\eta_0, r_0)$, the trivial solution is robustly stochastically stable in the mean square if the following holds:

$$
\mathbb{E}\left\{\sum_{k=0}^{\infty} \|\eta_k(\eta_0, r_0)\|^2 \mid \eta_0, r_0, d\right\} < \infty. \quad (17)
$$

We will design a linear uncertainty-independent delay-free filter (6) for the uncertain time-delay jump system in (2) and (3). Specifically, we are interested in seeking the filter parameters, $G_i$ and $K_i$, such that for all admissible time-varying parameter uncertainties $\Delta A_{f_{ik}}$, the augmented system (16) (and therefore the error dynamics) is robustly stochastically stable in the mean square, independent of the unknown time-delay $d$.

### III. Filter Analysis

**Theorem 1:** Let the filter parameters $G_i$ and $K_i$ be given. If there exist a set of positive scalars $\{\varepsilon_i > 0, i \in \mathcal{S}\}$ such that the following matrix inequalities:

$$
-P_i + \varepsilon_i^{-1} N_{fi}^T N_{fi} + 2A_{fi}^T P_i A_{fi} < 0 \quad (18)
$$

$$
-0.5P_i^{-1} + A_{fi}(P_i - \varepsilon_i^{-1} N_{fi}^T N_{fi} - 2A_{fi}^T P_i A_{fi})^{-1} A_{fi}^T
$$

$$
+ \varepsilon_i M_{fi}^T M_{fi} < 0 \quad (19)
$$

have positive definite solutions $P_i > 0(i \in \mathcal{S})$ where

$$
P_i = \sum_{j=1}^{s} p_{ij} P_j \quad (20)
$$

then the augmented system (16) is robustly stochastically stable in the mean square, independent of the unknown time-delay $d$.

**Proof:** For $r_k = i$, define a Lyapunov functional candidate for system (16) as

$$
V_k(\eta_k, i) = \eta_k^T P_i \eta_k + \sum_{l=k-i-d}^{k-i} \eta_l^T Q_l \eta_l \quad (21)
$$

where $P_i > 0$ is the solution to (18), (19), and

$$
Q_i = 2A_{fi}^T P_i A_{fi} \geq 0. \quad (22)
$$

Then, one has from (16) for $r_k = i$ and $r_{k+1} = j$ that

$$
\mathcal{E}\{V_{k+1}(\eta_{k+1}, r_{k+1}) \mid \eta_k, r_k\} - V_k(\eta_k, r_k)
$$

$$
= \eta_k^T (A_{c_{fi}}^T P_i A_{c_{fi}} + Q_i - P_i) \eta_k
$$

$$
+ \sum_{l=k-i-d}^{k-i} \eta_l^T d A_{f_{di}}^T P_i A_{f_{di}} \eta_l
$$

$$
+ 2\eta_k^T A_{c_{fi}}^T P_i A_{f_{di}} \eta_{k-d} \quad (23)
$$

It follows from

$$
\Theta \Theta^T \geq 0, \quad \Theta := \eta_k^T A_{c_{fi}}^T P_i^{1/2} - \eta_{k-d}^T A_{f_{di}}^{1/2} \quad (24)
$$

that

$$
2\eta_k^T A_{c_{fi}}^T P_i A_{f_{di}} \eta_{k-d} \leq \eta_k^T A_{c_{fi}}^T P_i A_{c_{fi}} \eta_k
$$

$$
+ \eta_{k-d}^T A_{f_{di}}^T P_i A_{f_{di}} \eta_{k-d} \quad (25)
$$

From (24) and the definition of $Q_i$ in (22), we have

$$
\mathcal{E}\{V_{k+1}(\eta_{k+1}, r_{k+1}) \mid \eta_k, r_k\} - V_k(\eta_k, r_k)
$$

$$
\leq \eta_k^T (2A_{c_{fi}}^T P_i A_{c_{fi}} - P_i + 2A_{f_{di}}^T P_i A_{f_{di}}) \eta_k \quad (26)
$$

where $\mathcal{E}\{\cdot\}$ denotes the mathematical expectation operator. It results from the Schur Complement Lemma that the inequalities (18) and (19) indicate

$$
\left[ -0.5P_i^{-1} + \varepsilon_i M_{fi}^T M_{fi} A_{fi} \right] \Xi_i < 0 \quad (27)
$$

where $\Xi_i := P_i + \varepsilon_i N_{fi}^T N_{fi} + 2A_{fi}^T P_i A_{fi}$.

Note that

$$
A_{c_{fi}} = A_{fi} + \Delta A_{f_{ik}}, \quad \Delta A_{f_{ik}} := M_{fi} F_{ik} N_{fi}
$$

$$
F_{ik} F_{ik} \leq I. \quad (28)
$$

It follows from (9) that (26) is equivalent to

$$
\Xi_i := (A_{fi} + M_{fi} F_{ik} N_{fi})^T (2P_i (A_{fi} + M_{fi} F_{ik} N_{fi})
$$

$$
-P_i + 2A_{f_{di}}^T P_i A_{f_{di}} < 0. \quad (29)
$$
If $\eta_k = 0$ for some finite $k$, then it is straightforward to show that
the system (16) is stochastically stable in the mean square. Assume now
that $\eta_k \neq 0$. It follows from (25) and (27) that
\[
\mathcal{E}\{V_k(\eta_{k+1}, r_{k+1}) | \eta_k, r_k \} - V_k(\eta_k, r_k) \leq \eta_k^T \mathcal{T} \eta_k < 0,
\]
(28)
Note that $P_i > 0$, $Q_i > 0$, and $-\gamma_i > 0$, $\forall i \in S$. Define
\[
\eta_k = [\eta_k \eta_k-1 \ldots \eta_k-d],
\]
\[
W_i = \text{diag}(P_i, Q_i, \ldots, Q_i).
\]
Then, from Assumption 2, we have
\[
\mathcal{E}\{V_k+1(\eta_{k+1}, r_{k+1}) | \eta_k, r_k \} - V_k(\eta_k, r_k)
\]
\[
\leq \frac{\eta_k^T \mathcal{T} \eta_k}{\eta_k^T \mathcal{P} \eta_k + \sum_{t=0}^{k-1} \eta_t^T \mathcal{Q} \eta_t}
\]
\[
\leq \frac{\lambda_{\min}(-\gamma_i) \eta_k^T \eta_k}{\lambda_{\max}(W_i) \eta_k^T \eta_k} \leq \frac{\lambda_{\min}(-\gamma_i)}{(1 + d \sigma^2) \lambda_{\max}(W_i)} \leq \alpha - 1
\]
(30)
where
\[
\alpha = 1 - \min_{i \in S} \left\{ \frac{\lambda_{\min}(-\gamma_i)}{(1 + d \sigma^2) \lambda_{\max}(W_i)} \right\} < 1.
\]
It also follows from (30) that
\[
\alpha \geq \mathcal{E}\{V_k+1(\eta_{k+1}, r_{k+1}) | \eta_k, r_k \} > 0
\]
(32)
which implies $0 < \alpha < 1$ and
\[
\mathcal{E}\{V_k+1(\eta_{k+1}, r_{k+1}) | \eta_k, r_k \} \leq \alpha V_k(\eta_k, r_k).
\]
(33)
Then, based on the relationship (33), following the same line of the proof of Theorem 1 of [7], we can show that the augmented system (16) is robustly stochastically stable in the mean square, independent of the unknown time-delay $d$.

IV. FILTER SYNTHESIS

For notational simplicity, we define
\[
\Gamma_i := P_{i1} - 2A_i^T (P_{i1} + P_{i2}) A_i - \epsilon_i^{-1} N_i^T N_i
\]
(34)
\[
\hat{A}_i := A_i + \epsilon_i M_i A_i^T (A_i^T)^{-1} \Gamma_i
\]
(35)
\[
\hat{C}_i := C_i + \epsilon_i M_i C_i^T (A_i^T)^{-1} \Gamma_i
\]
(36)
\[
R_i := \epsilon_i M_i M_i^T + (C_i - \hat{C}_i) \Gamma_i^{-1} (C_i - \hat{C}_i)^T
\]
\[
+ \hat{C}_i P_{i2} \hat{A}_i^T
\]
(37)
\[
S_i := \epsilon_i M_i M_i^T + (C_i - \hat{C}_i) \Gamma_i^{-1} (A_i - \hat{A}_i)^T + \hat{C}_i P_{i2} \hat{A}_i^T
\]
(38)
\[
\Phi_i := \epsilon_i M_i M_i^T + (A_i - \hat{A}_i) \Gamma_i^{-1} (A_i - \hat{A}_i)^T.
\]
(39)

**Theorem 2:** If there exist a set of positive scalars $\{\epsilon_i > 0, i \in S\}$ such that the following sets of matrix inequalities
\[
-0.5 \tilde{P}_{i1} + \epsilon_i M_i M_i^T + A_i \Gamma_i^{-1} A_i^T < 0,
\]
(40)
\[
\psi_i := -0.5 \tilde{P}_{i1} + \hat{A}_i \tilde{P}_{i1} \hat{A}_i^T + \Phi_i - S_i^T R_i^{-1} S_i < 0
\]
(41)
together with $\Gamma_i > 0$, respectively, have positive definite solutions $P_{i1} > 0$ and $P_{i2} > 0 (i \in S)$, where the matrices $\hat{A}_i$, $\hat{C}_i$, $R_i$, $S_i$ and $\Phi_i$ are defined in (34)–(39), $\tilde{P}_{i1} = \sum_{j=1}^{s} p_{ij} P_{ij}$, and $\tilde{P}_{i2} = \sum_{j=1}^{s} p_{ij} P_{ij}$, then the filter (6) with parameters
\[
K_i = S_i^T R_i^{-1} + L_i U_i R_i^{-1/2},
\]
\[
G_i = \hat{A}_i - K_i \hat{C}_i
\]
(42)
where $U_i \in \mathbb{R}^{p \times p}$ is an arbitrary orthogonal (i.e., $U_i U_i^T = I$), $L_i \in \mathbb{R}^{m \times p}$ is an arbitrary matrix meeting $\Psi_i + L_i L_i^T < 0$ and $\psi_i$ is defined in (41), will be such that the augmented system (16) is robustly stochastically stable in the mean square, for all admissible parameter uncertainties $\Delta A_i$, $\Delta C_i$, independent of the unknown time-delay $d$.

**Proof:** Set $P_i = (\text{diag}(P_{i1}, P_{i2}))$, where $P_{i1} \in \mathbb{R}^{p \times p}$, $P_{i2} \in \mathbb{R}^{m \times n}$, and then define
\[
\Sigma_i := -0.5 \tilde{P}_{i1} + \epsilon_i (N_i^T N_i - 2 A_i^T \tilde{P}_{i1} A_i)^{-1} \times \Gamma_i + \epsilon_i M_i M_i^T
\]
\[
:= \begin{bmatrix} \sum_{j=1}^{s} & \sum_{j=1}^{s} & \sum_{j=1}^{s} \\ \Sigma_{11i} & \Sigma_{12i} & \Sigma_{22i} \end{bmatrix},
\]
(44)
where
\[
\tilde{P}_i = \text{diag} \left( \sum_{j=1}^{s} p_{ij} P_{i1}, \sum_{j=1}^{s} p_{ij} P_{i2} \right) = \text{diag}(\tilde{P}_{i1}, \tilde{P}_{i2}).
\]
It is straightforward to verify that $\Gamma_i > 0$ and $P_{i2} > 0$ result in the satisfaction of the condition (18). Our next goal is to show that (19) is true. We have from (44) that
\[
\Sigma_{11i} = -0.5 \tilde{P}_{i1} + \epsilon_i M_i M_i^T + A_i \Gamma_i^{-1} A_i^T
\]
(45)
\[
\Sigma_{12i} = \epsilon_i M_i (A_i - K_i M_i) + A_i \Gamma_i^{-1} (A_i - K_i C_i)
\]
(46)
\[
\Sigma_{22i} := -0.5 \tilde{P}_{i1} + \epsilon_i (M_i - K_i M_i) + A_i \Gamma_i^{-1} (A_i - K_i C_i)
\]
\[
+ G_i \tilde{P}_{i2} C_i^T.
\]
(47)
It follows directly from (40) that $\Sigma_{11i} < 0$. Furthermore, substituting (43) into (46) and considering the definitions of $\hat{A}_i$ and $\hat{C}_i$ in (35) and (36), we obtain
\[
\Sigma_{12i} = \epsilon_i M_i M_i^T + A_i \Gamma_i^{-1} A_i^T - (\epsilon_i M_i M_i^T)
\]
\[
- A_i \Gamma_i^{-1} (A_i - K_i C_i) = 0.
\]
(48)
Next, after some tedious algebraic manipulations, in terms of the definitions of $R_i$, $S_i$ and $\Phi_i$, we have
\[
\Sigma_{22i} = -0.5 \tilde{P}_{i1} + \hat{A}_i \tilde{P}_{i1} \hat{A}_i^T + \Phi_i - K_i S_i - S_i^T K_i^T + K_i R_i R_i^T.
\]
(49)
By Assumption 1, we know that $R_i > 0$, and therefore
\[
\Sigma_{22i} = -0.5 \tilde{P}_{i1} + \hat{A}_i \tilde{P}_{i1} \hat{A}_i^T + \Phi_i
\]
\[
+ \left( K_i R_i^{1/2} - S_i - S_i^T K_i^{1/2} \right) \left( K_i R_i^{1/2} - S_i - S_i^T K_i^{1/2} \right)^T
\]
\[
- S_i^T R_i^{-1} S_i.
\]
(50)
By utilizing (42) and the orthogonality of $U_i$, we can see that $K_i R_i^{1/2} - S_i - S_i^T K_i^{1/2} = L_i U_i$ and
\[
\Sigma_{22i} = \psi_i + L_i L_i^T.
\]
(51)
where $\Psi_i$ is defined in (41). Since $L_i \in \mathbb{R}^{m \times p}$ is an arbitrary matrix meeting $\Psi_i + L_iL_i^T < 0$, the relation $\Sigma_{22} < 0$ follows from (51) easily. To this end, we arrive at the conclusion that $\Sigma_i < 0$, i.e., the condition (19) is satisfied.

Finally, it follows from Theorem 1 that the augmented system (16) is robustly stochastically stable in the mean square for all admissible parameter uncertainties $\Delta A_{lk}, \Delta C_{ik}$, independent of the unknown time-delay $d$.

In the above proof, it is actually assumed that the system matrix $A_i$ is nonsingular. How to obtain less restrictive synthesis results would be one of our future research topics.

V. NUMERICAL SIMULATION

Assume that the system data of (2) and (3) are as follows:

$$
\Pi = [\begin{bmatrix} 0 & 0.4 \\ 0.2 & 0.8 \end{bmatrix}, \quad A_1 = \begin{bmatrix} -0.3 & 0.1 \\ 0.1 & 0.3 \end{bmatrix},
$$

$$
A_2 = \begin{bmatrix} -0.5 & -0.1 \\ -0.1 & 0.6 \end{bmatrix}, \quad A_{21} = 0.05I_2
$$

$$
A_{22} = -0.1J_2, \quad C_1 = 1.2J_2, \quad C_2 = 0.8J_2
$$

$$
M_{11} = 0.2J_2, \quad M_{12} = -0.3J_2, \quad M_{21} = 0.2J_2
$$

$$
M_{22} = -0.2J_2, \quad N_1 = 0.08J_2, \quad N_2 = -0.1J_2
$$

$$
F(k, 1) = F(k, 2) = \sin(k)J_2.
$$

We choose $\varepsilon_1 = 0.1, \varepsilon_2 = 0.2$. Then, solving the Riccati-like coupled matrix inequalities (40) and (41) by the algorithm discussed in [1], we obtain

$$
P_{11} = \begin{bmatrix} 0.00974 & 0.00006 \\ 0.00006 & 0.1099 \end{bmatrix},
$$

$$
P_{21} = \begin{bmatrix} 0.0048 & -0.00005 \\ -0.00005 & 0.1000 \end{bmatrix},
$$

$$
P_{12} = \begin{bmatrix} 0.1938 & 0.0019 \\ 0.0019 & 0.2051 \end{bmatrix},
$$

$$
P_{22} = \begin{bmatrix} 0.1886 & -0.0017 \\ -0.0017 & 0.2077 \end{bmatrix}.
$$

To illustrate the design flexibility, we shall make use of the freedom in selecting the parameters $L_i$ ($L_i$ satisfies $\Psi_i + L_iL_i^T < 0$) and $U_i$ ($U_i$ satisfies $U_iU_i^T \leq I$).

For the system mode 1, we choose $L_1 = 1.5J_2, U_1 = I_2$, and then obtain $K_1$ and $G_1$ from (42) and (43) as follows:

$$
K_1 = \begin{bmatrix} 0.1347 & 0.0896 \\ 0.0757 & 0.0456 \end{bmatrix},
$$

$$
G_1 = \begin{bmatrix} -0.4620 & -0.0074 \\ 0.0093 & -0.4746 \end{bmatrix}.
$$

We now consider the system mode 2. In this case, we select $L_2 = 1.2J_2, U_2 = -I_2$ and obtain

$$
K_2 = \begin{bmatrix} -1.2818 & -0.1232 \\ -0.1234 & 0.0742 \end{bmatrix},
$$

$$
G_2 = \begin{bmatrix} 0.5165 & -0.0028 \\ -0.0024 & 0.5446 \end{bmatrix}.
$$

Denote the error states $e_i = x_i - \hat{x}_i (i = 1, 2)$. The responses of error dynamics to initial conditions are shown in Figs. 1 and 2. The simulation numerical results imply that the desired goal is well achieved.
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