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aBstract

This chapter focuses on the collaborative use of computing resources to support decision making in 
industry. Through the use of middleware for desktop grid computing, the idle CPU cycles available on 
existing computing resources can be harvested and used for speeding-up the execution of applications 
that have “non-trivial” processing requirements. This chapter focuses on the desktop grid middleware 
BOINC and Condor, and discusses the integration of commercial simulation software together with 
free-to-download grid middleware so as to offer competitive advantage to organizations that opt for 
this technology. It is expected that the low-intervention integration approach presented in this chapter 
(meaning no changes to source code required) will appeal to both simulation practitioners (as simulations 
can be executed faster, which in turn would mean that more replications and optimization are possible 
in the same amount of time) and management (as it can potentially increase the return on investment 
on existing resources).

intrOductiOn and MOtiVatiOn

Grid computing has the potential to provide users 
“on-demand” access to large amounts of comput-

ing power, just as power grids provide users with 
consistent, pervasive, dependable and transparent 
access to electricity, irrespective of its source 
(Baker et al., 2002). Simulation in industry can 
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potentially benefit from this as computing power 
can be an issue in the time taken to get results from 
a simulation (Robinson, 2005a). This is further 
supported by the observation that the use of grid 
computing in scientific simulation has certainly 
proved beneficial in disciplines such as particle 
physics, climatology, astrophysics and medicine, 
among others. Thus, our first motivation is to 
inform simulation users in industry as to how 
the practice of simulation can benefit from grid 
computing.

Another motivation is the low adoption rate of 
grid computing outside of academic and research 
domains. At present a major proportion of grid us-
ers comprise of researchers (physicists, biologists, 
climatologists, etc. who are the primary stake-
holder of the applications running on the grid) and 
computer specialists with programming skills (the 
providers of IT support to the stakeholders). This 
is not unexpected as the majority of applications 
using grid computing are research applications. 
The adoption of grid computing technologies by 

employees in industry has so far been relatively 
modest. One important reason for this is, although 
the employees are experts in their own discipline 
they generally do not have the necessary techni-
cal skills that are required to work with present 
generation grid technologies. A possible means to 
increase adoption is to incorporate grid support 
in software applications that require non-trivial 
amounts of computation power and which are 
used by the end-users to perform their day-to-
day jobs. The commercial, off-the-shelf (COTS) 
Simulation Packages (CSPs) used in industry to 
model simulations are an ideal candidate for such 
type of integration. This chapter, thus, focuses on 
leveraging the practice of CSP-based simulation 
in industry through use of grid computing. Figure 
1 shows the motivations of this research.

The remainder of this chapter is organised as 
follows. The second section gives an overview of 
the practice of simulation in industry and the CSPs 
used to model such simulations. The following 
two sections are devoted to grid computing and 

Figure 1. Chapter motivations



  �0�

Leveraging Simulation Practice in Industry through Use of Desktop Grid Middleware

desktop grid computing respectively. The CSP-
grid integration approaches are proposed in the 
subsequent section, followed by two CSP-grid 
integration case studies. The last section presents 
a summary of this research and brings the chapter 
to a close.

siMulatiOn Practice in
industry

Defining Computer Simulation

A computer simulation uses the power of com-
puters to conduct experiments with models that 
represent systems of interest (Pidd, 2004). Experi-
menting with the computer model enables us to 
know more about the system under scrutiny and 
to evaluate various strategies for the operation of 
the system (Shannon, 1998). Computer simula-
tions are generally used for experimentation as 
they are cheaper than building (and discarding) 
real systems; they assist in the identification of 
problems in the underlying system and allow test-
ing of different scenarios in an attempt to resolve 
them; allow faster than real-time experimentation; 
provide a means to depict the behaviour of systems 
under development; involve lower costs compared 
to experimenting with real systems; facilitate the 
replication of experiments; and provide a safe en-
vironment for studying dangerous situations like 
combat scenarios, natural disasters and evacuation 
strategies (Brooks et al., 2001; Pidd, 2004).

application of simulation in industry

Various simulation techniques are applied to a 
wide range of application domains for a variety 
of purposes. For example, System Dynamics 
(SD) is used in industry for strategy development 
and supply chain management; Discrete Event 
Simulation (DES) is used to estimate availabil-
ity of weapons systems in the military, in the 
manufacturing industry DES is used for inven-

tory management, scheduling and optimization; 
Parallel and Distributed Simulation (PADS) is 
used in the military for conducting large-scale 
simulation-based training; Agent-Based Simula-
tion (ABS) has been used in defence to examine 
dynamic teaming and task allocation problems, 
in industry the possible applications of ABS in-
clude supply chain management, organizational 
design and process improvement (Eldabi et al., 
2008). In healthcare, Monte-Carlo Simulation 
(MCS) has been used to evaluate the cost-ef-
fectiveness of competing technologies, SD has 
assisted in designing healthcare policies, ABS has 
been used to study problems such as the spread 
of epidemics, DES has been used to forecast the 
impact of changes in patient flow, to examine 
resource needs, to manage patient scheduling 
and admissions, etc.

This chapter focuses on DES and MCS per-
formed for the purposes of (1) optimization of 
resources in the manufacturing industry and (2) 
risk analysis in the banking, insurance and finance 
sector. Simulations associated with both optimiza-
tion and risk analysis can usually benefit from more 
computing power, since optimization generally 
involves conducting several sets of DES experi-
ments with varying resource parameters and MCS 
involves executing thousands of Monte Carlo 
iterations. Although manufacturing and finance 
remain the focus of this chapter, the reader should 
note that the case study exemplars presented in 
this chapter could easily be generalized to other 
areas of use. The grid computing technologies 
that are subsequently proposed are ideally suited 
to SMEs who have a requirement for additional 
computing power to run optimization and credit 
risk simulations, but may not be willing to invest 
in additional computer hardware (like Beowulf 
clusters, computers with multi-core processors, 
etc.) or commercial “black-box” software (like 
Digipede Network, MathLab Parallel Computing 
Toolbox, etc.), but would instead be interested 
in increasing their Return on Investment (ROI) 
on existing hardware, software and technical 
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resources. The proposed grid solutions are suit-
able for SMEs because they can be downloaded 
free of cost; they present an opportunity to har-
ness idle CPU cycles from computing resources 
that already exist in an organization; they have 
the potential to increase the ROI on simulation 
software through their integration with the grid 
solutions; and finally, these grid solutions could 
increase the utilization of technical resources like 
IT staff and subscription to specialized online IT 
helpdesks, references and forums.

des and Mcs

DES and MCS are two simulation techniques 
that are widely used in industry. In DES the be-
haviour of a model, and hence the system state, 
changes at an instant of time (Brooks et al., 
2001). DES is arguably the most frequently used 
classical Operational Research (OR) technique 
that is applied across a range of industries like 
manufacturing, travel, healthcare, among others 
(Hollocks, 2006).

MCS is yet another OR technique that is ex-
tensively used in application areas like finance 
and insurance (Herzog & Lord, 2002). MCS 
uses a sequence of random numbers according 
to probabilities assumed to be associated with a 
source of uncertainty, for example, stock prices, 
interest rates, exchange rates or commodity prices 
(Chance, 2004).

In the context of simulation practice in indus-
try, although programming languages may be used 
to build simulations in certain circumstances, 
models are generally created using commercially 
available simulation packages (Robinson, 2005b). 
In this chapter the term Commercial Off-The-Shelf 
(COTS) Simulation Packages (CSPs) are used to 
refer to software used for modelling both DES 
and MCS. CSPs are described next.

cOts simulation Packages

Visual interactive modelling systems usually refer 
to DES software that enable users to create models 

in a graphical environment through an interac-
tive “click-and-drag” selection of pre-defined 
simulation objects (entry points, queues, worksta-
tions, resources, etc.) and linking them together 
to represent the underlying logical interactions 
between the entities they represent (Pidd, 2004). 
Examples of such software include DES packages 
like Witness (Lanner group) and Simul8 (Simul8 
corporation). Similarly, MCS may be modelled 
in a visual environment using spreadsheet soft-
ware like Excel (Microsoft), Lotus 1-2-3 (IBM, 
formerly Lotus Software); spreadsheet add-ins, for 
example @Risk (Palisade Corporation), Crystal 
Ball (Decisioneering); or through MC-specific 
simulation packages such as Analytica (Lumina 
Decision Systems) and Analytics (SunGard).

Swain (2005) has made a comprehensive sur-
vey of commercially available simulation tools 
based on the information provided by vendors in 
response to a questionnaire requesting product 
information. This list presently consists of 56 tools 
and features the most well known CSP vendors 
and their products (Swain, 2007). All the 45 CSPs 
(12 MCS CSPs and 33 DES CSPs) that have been 
identified from Swain’s survey are supported 
in the Windows platform, 15.56% (approx.) are 
supported in UNIX and Linux platforms, and 
only 13.33% (approx.) are supported on Apple 
Macintosh Operating System (Mustafee, 2007). 
As will be discussed later in this chapter, platform 
support for CSPs is important when considering 
different grid technologies that can be potentially 
be used with existing CSPs. A discussion on grid 
computing is presented in the next section.

grid cOMPuting

Defining Grid Computing

Grid computing (or Grids) was first defined by 
Ian Foster and Carl Kesselman in their book 
“The Grid: The Blueprint for a New Comput-
ing Infrastructure” as a hardware and software 
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infrastructure that provides access to high-end 
computational resources (Foster & Kesselman, 
1998). This definition has since then been modi-
fied twice by the grid veterans over a period of 
nearly 5 years. However, all the three definitions 
are consistent in terms of their focus on large-scale 
computing. Thus, Foster and Kesselman (1998) 
mention “access to high-end computational re-
sources”, Foster et al. (2001) refer to “large-scale 
resource sharing” and, finally, Foster and Kes-
selman (2004) highlight “delivery of nontrivial 
QoS”. This definition of grid computing, referred 
to in this chapter as cluster-based grid computing, 
is generally geared towards dedicated high per-
formance clusters and super computers running 
on UNIX and Linux flavour operating systems. 
However, as will be discussed in the subsequent 
section on desktop grid computing, cluster-based 
grid computing can be contrasted with desktop-
based grid computing which refers to the aggrega-
tion of non-dedicated, de-centralized, commodity 
PCs connected through a network and running 

(mostly) the Microsoft Windows operating system. 
The following two sub-sections pertain only to 
cluster-based grid computing.

grid Middleware

A grid middleware is a distributed computing 
software that integrates network-connected com-
puting resources (computer clusters, data serv-
ers, standalone PCs, sensor networks, etc.), that 
may span multiple administrative domains, with 
the objective of making the combined resource 
pool available to user applications for number 
crunching, remote data access, remote applica-
tion access, among others (Mustafee & Taylor, 
2008). A grid middleware is what makes grid 
computing possible. Table 1 presents an overview 
of grid middleware that are commonly installed 
on distributed computing resources to create an 
underlying infrastructure for grid computing. The 
operating system support for each middleware is 
also highlighted.

Table 1. Examples of middleware for grid computing
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Production grids

Production grids can be defined as grid comput-
ing infrastructures that have transitioned from 
being “research and development” test beds to 
being fully-functional grid environments, offer-
ing users round-the-clock availability at sustained 
throughput levels. Production grids are usually 
supported by a team that is responsible for the day-
to-day maintenance of the grid, solving technical 
problems associated with the grid, helping users 
through help-desk support, creating user docu-
ments, conducting training courses for knowledge 
dissemination purposes, among others. Table 2 
lists some of the large production grids and the 
grid middleware running on them.

As can be seen from Table 2, most of these 
production grids have a resource base spanning 
multiple virtual organizations (VOs). These pro-

duction grids are mainly being used for e-Science 
projects. There are very few examples of multiple 
VO-based grid computing being used in industry. 
However, it is also true that grid computing mid-
dleware like Globus is gradually being introduced 
within enterprises for processing enterprise-re-
lated applications. In this scheme the organiza-
tions seek to leverage their existing computing 
resources using grid middleware. Collaborations, 
if any, are limited to intra-organizational resource 
sharing and problem solving. Organizations that 
use grid computing middleware for their day-
to-day operations or integrate these middleware 
within their own applications include SAP (Foster, 
2005), GlobeXplorer (Gentzsch, 2004) and Planet 
Earth (Levine & Wirt, 2004).

It has to be said here that there is little agree-
ment over what the term grid computing actually 
means and there is not one, all-accepted, defini-

Table 2. Examples of production grids
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tion of grid computing. For example, Baker et al. 
(2002, p. 1437) mention that the “cooperative use 
of geographically distributed resources unified 
to act as a single powerful computer” is known 
by several names such as “meta-computing, 
scalable computing, global computing, Internet 
computing, and more recently peer-to-peer or 
Grid computing” and Luther et al. (2005) refer 
to enterprise desktop grid computing, public dis-
tributed computing and peer-to-peer computing as 
different names for Internet computing. However, 
as will be seen from the discussion presented in 
the next sub-section, grid computing, enterprise 
desktop grid computing and Internet / peer-to-
peer / public resource computing generally have 
a different set of objectives that determine the 
design architecture of their underlying middle-
ware technologies.

different forms of grid computing

The discussion on grid computing, until this point, 
has shown that grid infrastructures and middle-
ware applications have traditionally been geared 
towards dedicated, centralized, high performance 
clusters and super-computers running on UNIX 
and Linux operating systems. This form of grid 
computing will henceforth be referred to as clus-
ter-based grid computing. It can be contrasted with 
desktop-based grid computing which refers to 
the aggregation of non-dedicated, de-centralized, 
commodity PCs connected through a network and 
running (mostly) the Microsoft Windows operat-
ing system. Studies have shown that desktop PCs 
can be under utilized by as much as 75% of the time 
(Mutka, 1992). This coupled with the widespread 
availability of desktop computers and the fact that 
the power of network, storage and computing re-
sources is projected to double every 9, 12, and 18 
months respectively (Casanova, 2002), represents 
an enormous computing resource.

In this chapter the use of a desktop grid within 
the enterprise is termed as Enterprise-wide Desk-
top Grid Computing (EDGC). Thus, EDGC refers 

to a grid infrastructure that is confined to an 
institutional boundary, where the spare process-
ing capacities of an enterprise’s desktop PCs are 
used to support the execution of the enterprise’s 
applications (Chien et al., 2003). User participa-
tion in such a grid is not usually voluntary and is 
governed by enterprise policy. Applications like 
Condor, Entropia DCGrid, and Digipede Network 
are all examples of EDGC.

Like EDGC, Internet computing seeks to 
provide resource virtualization through the ag-
gregation of idle CPU cycles of desktop PCs. But 
unlike EDGC, where the desktop resources are 
generally connected to the corporate LAN and 
used to process enterprise applications, Internet 
computing infrastructure consists of volunteer 
resources connected over the Internet and is 
used either for scientific computation or for the 
execution of applications from which the user can 
derive some benefit (for example, sharing music 
files). This research distinguishes between two 
forms of Internet computing - Public Resource 
Computing (PRC) and Peer-to-Peer Computing 
(P2P) - based on whether the underlying desktop 
grid infrastructure is used for solving scientific 
problems or for deriving some user benefit respec-
tively. The different forms of grid computing are 
shown in Figure 2.

grid Middleware and csPs

Discussions presented earlier in the chapter have 
highlighted that all CSPs are supported on the 
Windows platform, 15.56% on both UNIX and 
Linux operating systems and only 13.33% CSPs 
are supported on Macintosh. This shows the 
prevalence of Windows-based CSPs in industry. 
It is therefore arguable that for this research to 
be widely relevant to the practice of CSP-based 
simulation in industry, it should, first and fore-
most, focus on Windows-based grid computing 
solutions. Discussion on cluster-based UNIX and 
Linux grid solutions for CSP-based simulation 
modelling is thus outside the scope of this chapter. 
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P2P computing is also not investigated further 
because it generally supports only file sharing and 
as such P2P networks cannot be used to execute 
programs (like CSPs) on the peer resources. Thus, 
the next section focuses only on PRC and EDGC 
forms of grid computing.

desktOP grid cOMPuting

BOINC is an open source PRC middleware that 
allows users to create new BOINC-based projects 
to cater to their computational needs. Condor is 
an EDGC middleware that is used for both e-
Science research and for enterprise application 
processing. Both BOINC and Condor are cycle 
stealing systems that can run on non-dedicated 
Windows PCs.

The rationale for choosing BOINC as a 
representative form of PRC middleware is as 
follows:

• It is arguably the most popular PRC middle-
ware. “BOINC is currently used by about 20 
projects, to which over 600,000 volunteers 
and 1,000,000 computers supply 350 Tera-
FLOPS of processing power” (Anderson et 
al., 2006, p. 33).

• It is presently the only PRC middleware that 
allows users to create their own projects.

• It is available free of cost.

The rationale for choosing Condor as a rep-
resentative form of EDGC middleware is as 
follows:

• It has the largest EDGC deployment base. 
More than 80,000 Condor hosts around the 
world make up approximately 160 produc-
tion-level Condor pools (see <http://www.
cs.wisc.edu/condor/map/> for updated Con-
dor statistics).

• It is available free of cost.

Prc Middleware BOinc

The BOINC system (see Figure 3) contains several 
server-side components, which may execute on 
separate machines if required. Most of the server 
side components can only be installed over a 
UNIX or Linux flavour operating system. The 
database holds all the metadata associated with 
the project and lifecycle information for each 
work unit. A client’s command channel operates 
via the scheduling server, using an XML-based 
protocol. Results are transferred using HTTP 
via the data servers. In addition to work units 
and results, other files may be transferred be-
tween server and client, including application 
executables and any other interim data the ap-
plication may require during the operation. The 
database also has a web-based front-end that is 
used for displaying project information specific 

Figure 2. Forms of grid computing
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to volunteers, for example, how many computers 
have been contributed by the user, the number of 
work units processed, etc. On the client side, the 
BOINC core client manages interaction with the 
server, while optional components (like screen-
saver and manager) provide graphical control 
and display elements for the benefit of the user. 
The core client can be installed in the Windows 
operating system. The BOINC client API provides 
the interface between the user-created application 
client and the BOINC core client. The API is a 
set of C++ functions and the application client is 
compiled with it. All communication between 
the BOINC core client and the BOINC project 
servers take place through HTTP on port 80. The 
BOINC core client can therefore operate behind 
firewalls and proxies.

The widespread availability of desktop PCs 
in organizations makes the deployment of an en-
terprise-wide BOINC infrastructure an attractive 
option. Thus, it may be possible to implement and 
deploy BOINC-based projects for use exclusively 

within an enterprise, such that it is geared up to 
support the execution of the enterprises’ appli-
cations. The participants of such an enterprise-
wide BOINC setup can be the employees of the 
organization who contribute their work PCs. The 
participation in such projects may not be voluntary 
and can be governed by the policy of the organiza-
tion. The computations being performed by the 
BOINC clients will be in line with the needs of 
the enterprise, and unlike PRC where volunteers 
are encouraged to contribute their resources, only 
employees and other trusted sources will be al-
lowed to participate in the enterprise-wide BOINC 
projects. BOINC features that are necessary in 
the PRC context but may not be required in an 
enterprise grid (for e.g., user rewards system, 
anti-cheating measures, mechanisms to deal with 
client failure or extended network non-connectiv-
ity, etc.) can be disabled.

edgc Middleware condor

Condor is an opportunistic job scheduling sys-
tem that is designed to maximize the utilization 
of workstations through identification of idle 
resources and scheduling background jobs on 
them (Litzkow et al., 1988). A collection of such 
workstations is referred to as a Condor pool. Two 
fundamental concepts of Condor middleware, 
which are also important in our discussions on 
CSPs, are (a) Condor matchmaking and (b) Condor 
universe. These are described next:

a. Condor architecture defines resource provid-
ers and resource consumers. The resource 
providers make their resources available 
to Condor for the processing of jobs that 
originate from the resource consumers. 
Condor allows both resource consumers and 
providers to advertise these requirements, 
conditions and preferences by providing a 
language called classified advertisements 
(ClassAds) (Thain et al., 2004). The Cl-
assAds are scanned by a Condor matchmaker 

Figure 3. The BOINC system. (©2007 IEEE. Used 
with permission.)
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agent, running on only one computer in a 
Condor Pool, to find a match between the 
requirements advertised by the resource 
consumer agents and the resources adver-
tised by the resource provider agents. Once 
a match has been found by the matchmaker 
agent, it notifies both the resource consumer 
and the resource provider agents. Upon 
receiving this notification, the resource con-
sumer agent claims the resource advertised 
by the resource provider agent through a 
claiming protocol. The job is executed by 
the resource provider agent and the results 
of the computation are returned back to the 
resource consumer agent. The matchmaking 
process is illustrated in Figure 4. The figure 
has been adapted from Basney and Livney 
(1999).

 Thus, in order to execute CSP-based simula-
tions using Condor, PCs acting as resource 
provider agents will have to be installed with 
CSPs (Simul8, Excel, etc.) and will need to 
advertise this using ClassAds mechanism. 
The resource consumer agents will also be 
required to advertise their requirement (for 
example, 10 PCs required) with the condi-
tion that the resource providers will have 
the appropriate CSPs installed on them.

b. Condor universe is an execution environ-
ment for jobs that are submitted by the us-
ers. Depending upon the type of job to be 
executed and its requirements, the user needs 
to select an appropriate Condor universe. 
Java universe supports the execution of java 
programs and is appropriate for executing 
CSP-based simulations over Condor.

Three different approaches to integrating CSPs 
with grid computing middleware are discussed 
next.

csP-grid integratiOn
aPPrOaches

Three possible approaches for using desktop grids 
with CSPs are the CSP-middleware integration 
approach, the CSP-runtime installation approach 
and the CSP-preinstalled approach (Mustafee & 
Taylor, 2008).

csP-grid Middleware integration
approach

One possible approach to using desktop grid 
middleware together with CSPs is to “bundle” the 
latter along with the former. When a desktop grid 
middleware is installed on a PC, the CSP is also 
installed on it. The problem with this approach 
is that it will require changes to the enterprise 
desktop grid middleware as a CSP will have to 
be integrated with it. Furthermore, an enterprise 
desktop grid is a general purpose distributed 
computing environment that allows the execu-
tion of various user applications (not limited to 
simulation alone). This approach is therefore not 
considered feasible.

csP-runtime installation approach

The second approach involves the installation 
of a CSP package at runtime, i.e. just before the 

Figure 4. Condor resource management architec-
ture - adapted from Basney and Livney (1999)
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simulation experiment is conducted. In this case 
the CSP itself is transferred to the desktop grid 
nodes, along with the data files associated with 
the simulation and the trigger code (executable 
code which starts the CSP-based simulation on 
a grid node). This approach may not be feasible 
for a number of reasons. (1) the size of CSPs 
frequently exceed 100s of MBs and it may not 
be feasible to transfer such large amounts of data 
to multiple clients over the network, (2) the CSP 
will first need to be installed on the desktop grid 
node before the simulation can start, (3) such an 
installation is normally an interactive process 
requiring human intervention, (4) an installation 
normally requires administrative privileges on the 
client computers, (5) transferring CSPs may lead 
to a violation of the software licence agreement 
that may be in place between the CSP vendor and 
the organization (if the number of desktop grid 
nodes executing simulations exceed the number 
of licences purchased).

csP-Preinstalled approach

The third CSP-grid integration approach is to 
install the CSP in the desktop grid resource, just 
like any other application is installed on a PC. The 
drawback with this approach is that the sandbox 
security mechanism implemented by most en-
terprise desktop grids may have to be forfeited. 
However, as simulations are created by trusted 
employees running trusted software within the 
bounds of a fire-walled network, security in this 
open access scheme could be argued as being 
irrelevant (i.e. if it were an issue then it is an is-
sue with the wider security system and not the 
desktop grid).

Of the three CSP-grid integration approaches 
discussed in this section, the CSP-preinstalled 
approach is considered the most appropriate 
because (1) it does not require any modification 
to the CSPs – thus, CSPs that expose package 
functionality can be grid-enabled, (2) it does not 
require any modification to the grid middleware 

– thus, existing Windows-supported grid middle-
ware like BOINC and Condor can be used, and 
(3) CSPs that are installed on the user PCs can 
be utilized for running simulation experiments 
from other users.

The procedure to execute CSP-based simula-
tion experiments over desktop grids following 
the CSP-preinstalled approach is as follows (see 
Figure 5):

1. The simulation user writes an executable 
“trigger” code in C++, Java, Visual Basic 
(VB), etc. that accesses the CSP functional-
ity through exposed interfaces. The trigger 
code should generally invoke the CSP, load 
the model file, transfer experiment param-
eters into the model, execute the model, etc. 
Mustafee (2007) provides a list of CSPs that 
expose package functionality using well-
defined interfaces.

2. The simulation user makes available the data 
files associated with the simulation (simula-
tion model files, experiment parameter files, 

Figure 5. Executing CSP-based simulation 
over grid resources using CSP-preinstalled ap-
proach
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etc.) and the executable file containing the 
trigger code to the desktop grid nodes where 
the experiment will be executed. Two pos-
sible ways of accomplishing this are (1) by 
providing a shared grid access to a network 
drive, or (2) by transferring the required files 
using the desktop grid middleware.

3. The desktop grid middleware invokes the 
executable trigger code on a remote desk-
top node. The simulation starts and results 
are saved into a file. The user retrieves 
the results by (1) accessing them from the 
shared network drive, or (2) the result files 
are transferred back to the user through the 
grid middleware.

The next section of this chapter uses Microsoft 
Excel together with BOINC and Condor middle-
ware to execute Monte Carlo simulations over 
the grid. Although Excel has been used here as 
an example, the CSP-preinstalled approach can 
generally be used with other DES and MCS CSPs 
that expose package functionality.

interfacing BOinc and
cOndOr With csPs

interfacing BOinc with excel

This section is structured as follows. Following 
an overview, the next sub-section describes the 
Excel-based MCS application (Range Accrual 
Swap [RAS]) that is used as an example. This 
is followed by a technical discussion on how the 
RAS application is grid-enabled.

Overview

BOINC middleware is primarily used for sci-
entific computing using millions of volunteer 
PCs. However, it should also be possible to use 
the PRC middleware within an organization for 
the processing of enterprise applications. Using 

the Excel-based RAS application, this research 
now investigates how BOINC can be used in a 
desktop grid environment to provide task farm-
ing service to the CSPs. Arguably, this is the first 
attempt to use a PRC middleware in an enterprise 
environment. There are no existing examples of 
enterprise application processing using BOINC 
in literature.

Range Accrual Swap (RAS) Application

The application that is used to implement task 
farming using BOINC is a Microsoft Excel-based 
spreadsheet application used for financial model-
ling by a leading European financial institution. 
The financial model calculates the risk of a Range 
Accrual Swap at various points in time until the 
maturity of the transactions. Range Accrual 
Swap is a type of financial derivative instrument 
in which certain fixed cash flows are exchanged 
for an uncertain stream of cash flows based on 
the movement of interest rates in the future. A 
screenshot of the RAS application is shown in 
Figure 6.

The successful and accurate calculation of 
risk using the RAS application requires a large 
number of MCS and takes a significant amount of 
time. Each simulation run (iteration) is indepen-
dent of previous runs and is characterized by the 
generation of random values for various defined 
variables and by solving equations containing 
these variables. The conventional approach of 
using only one instance of Excel is not feasible 
in situations where the business desires a quick 
turnaround (answer). One solution to this is to 
distribute the processing of the MCS model over 
a grid and utilize the spare processing power of 
the grid nodes and the Excel software installed 
on them. This grid-facilitated execution of the 
RAS model has the potential of speeding up 
the simulation of the financial models manifold, 
depending on the number of grid nodes available 
and whether they are dedicated or non-dedicated 
resources.
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Grid-Enabling RAS Application

A BOINC-based project requires application 
specific implementation on both the client side 
and the server side. The client side implementa-
tion usually consists of writing a C++ application 
client that uses BOINC client library and APIs to 
integrate with the BOINC core client. The core 
client is downloaded from the BOINC website, 
installed on individual PCs and is attached to a 
BOINC project. Once successfully attached the 
core client downloads the project specific appli-
cation client and work units for processing. The 
core client, which is in effect the manager of a 
compute resource, makes available CPU cycles 
to the attached project based on the user’s prefer-
ences. These preferences can be set using either 

the menu provided by the core client (Figure 7) 
or through a web interface (Figure 8). The latter 
offers the user more flexibility in specifying CPU, 
memory, disk and network usage. The core client 
can support multiple BOINC-based projects, but 

Figure 6. Range Accrual Swap (RAS) application (created by the credit risk division of a leading Eu-
ropean investment bank)

Figure 7. Setting user preference using menu 
provided by BOINC core client
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at any one time only one project can be executed. 
This is illustrated in Figure 9 where four different 
BOINC projects, viz, BOINC@Brunel, Rosetta@
Home, ClimatePrediction.net and SETI@home, 
are attached but only one project (SETI@home) 
is communicating with the BOINC server side 
scheduler.

In this chapter the software that has been de-
veloped to integrate BOINC with Excel is referred 

to as BOINC Proxy Application Client or BOINC-
PAC for short. It assumes that Microsoft Excel is 
installed on all the BOINC client computers.

BOINC-PAC is implemented in Visual C++. 
The VC++ code invokes CSP-specific operations 
(through interfaces exposed by the CSPs) defined 
by a Visual Basic DLL adapter. BOINC-PAC uses 
the BOINC client library and APIs to interface 
with the BOINC core client. It interacts with the 

Figure 8. Setting user preference using web interface

Figure 9. BOINC core client attached to multiple projects
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Excel adapter to execute operations on the RAS 
Excel-based spreadsheet. The Excel adapter, in 
turn, uses the COM interface of Excel to perform 
basic operations like opening and closing the 
simulation file, setting the number of iterations, 
executing the simulation and writing the results of 
the simulation to a text file (out.txt). The text file is 
subsequently uploaded to the BOINC server. The 
number of Monte Carlo iterations to be performed 
by the RAS application is not hard-coded and is 
read by BOINC-PAC from a parameter file (pa-
rameter.txt in Figure 10). The interaction of the 
different program components is shown in Figure 
10. Once the BOINC-PAC is downloaded by the 
core client onto a PC it triggers the execution of 
the RAS MCS by utilizing the Excel software 
installed on the local resource.

The discussion that follows mainly concerns 
the BOINC server side implementation for the 
RAS application. When the BOINC core client 
first attaches itself with the RAS project it down-
loads the BOINC-PAC from the BOINC server. 
This application consists of a VC++ executable 
and a client initialization file called init_data.xml. 
Subsequently, the core client downloads the project 
workunits. In BOINC one unit of computation is 

represented as a workunit. These workunits are 
created using the BOINC create_work command 
and then placed in the download directory of the 
BOINC server. The arguments supplied to the 
create_work command include, among others, 
(1) the workunit template filename, (2) the result 
template filename and (3) the command_line 
parameter. The template files are XML files that 
describe the workunit (work_unit_template.xml) 
and its corresponding results (result_template.
xml). The workunits are created by running a 
program that invokes the create_work command 
in a loop to generate the required number of 
workunits. The arguments to the create_work 
command are described next:

• The “workunit template file” lists the input 
files that are packed together as a workunit. 
In the RAS BOINC project the input files 
are the RAS Excel-based spreadsheet, 
the Excel adapter, and the parameter file. 
The workunit template file also mentions 
the quorum (XML tag <min_quorum>) 
and the maximum total results (XML tag 
<max_total_results>). However, since 
BOINC is being used in an enterprise grid 
environment that assumes some form of 
centralized control over the computing re-
sources, the value for both <min_quorum> 
and <max_total_results> are set to one. In 
other words, it is expected that all the results 
that are returned are valid and therefore the 
same workunit will not be sent to more than 
one BOINC node.

• The “result template file” lists the files that 
will be uploaded to the BOINC server af-
ter the results have been computed by the 
BOINC-PAC. In the RAS application, the file 
that is uploaded from each BOINC client is 
called out.txt. As has been said earlier, this 
file contains the results of the RAS simula-
tion.

• The optional command_line argument in 
the create_work command is used to pass 

Figure 10. Execution of RAS application using 
BOINC
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a position value to the BOINC-PAC ap-
plication. This position value represents an 
experiment number and BOINC-PAC reads 
the parameter file parameter.txt to extract 
the value at this position. This value, in our 
case, represents the number of Monte Carlo 
iterations that have to be performed on a 
simulation experiment being run on the cli-
ent. The use of the command_line argument 
is specific to the BOINC-PAC application 
being developed.

200 MCS experiments (each with 300 itera-
tions) were conducted in this study. A Java program 
was used to iteratively create these 200 work units 
by invoking create_work with command_line 
argument. These workunits were downloaded by 
different BOINC nodes and the RAS application 
executed using the locally installed MCS CSP 
Excel. The results of the simulation were then 
automatically uploaded to the BOINC project 
server.

interfacing condor with csPs

In this section EDGC middleware Condor is used 
to execute two different Excel-based Monte Carlo 
simulations simultaneously on different grid 
nodes. An overview of the case study is presented. 
The two applications being grid-enabled with the 
objective of executing them concurrently using 
Condor middleware are – the Asian Option ap-
plication and the Range Accrual Swap application. 
The last section then discusses the technology 
used to grid-enable these applications.

Overview

Having the capability to run two or more simula-
tion applications concurrently has the potential to 
execute different CSP models, which may belong 
to different simulation users, simultaneously over 
the grid. Furthermore, these models may be cre-
ated and executed using different CSPs. However, 

in this hypothetical case study, models created 
using the same MCS CSP (Microsoft Excel) are 
used. The first model is called the Asian Option 
application which has been created by Profes-
sor Eduardo Saliby (Federal University of Rio 
de Janeiro, Brazil; visiting professor at Brunel 
University, UK). The second model is the RAS 
application that has been previously used in the 
BOINC case study. The RAS model has been 
created by the credit risk division of a major 
investment bank.

Asian Options (AO) Application

The Asian Options Application uses Descriptive 
Sampling, which can be seen as a variance reduc-
tion technique, to calculate options whose payoffs 
are path-dependent on the underlying asset prices 
during the life of the option (Marins et al., 2004). 
The AO application estimates the value of the 
Asian options by simulating the model a number 
of times and then calculating the average of the 
results of the individual iterations. On a single PC, 
executing multiple iterations of the AO application 
takes a significant amount of time. CSP-specific 
task farming service has the potential to reduce 
the time taken to process the AO application by 
distributing its processing over multiple grid 
nodes. An average of the results returned from 
each node can then be calculated to determine 
the value of the options. Figure 11 shows the 
Microsoft Excel-based AO application.

Range Accrual Swap (RAS) Application

The RAS application has already been described 
in the preceding pages. The application is the same 
but the technologies used for interfacing RAS with 
BOINC and RAS with Condor are different. The 
integration of RAS with BOINC has been dis-
cussed earlier. The section that follows describes 
how both RAS and AO are used with the Condor 
Java universe execution environment.
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Grid-Enabling AO and RAS Applications

The Condor Java universe execution environ-
ment is designed for the execution of Java pro-
grams. Different Java programs (AO.class and 
RAS.class) and adapters (AO adapter and RAS 
adapter) have been developed for AO and RAS 
applications respectively. As shown in Figure 
12, the AO.class/RAS.class communicates with 
the AO/RAS adapter to control the Excel-based 
AO/RAS application. The results of the simulation 
are written back to their respective out.txt files, 
which are then transferred back to the Condor 
node from which the jobs were originally sub-
mitted. The figure also shows the files that have 
been transferred to the remote Condor nodes from 
the job submission node. Both the AO and RAS 
applications are executed concurrently over the 
Condor pool.

The discussion now focuses on the Condor 
mechanism that allows the submission of multiple 
jobs. There are two applications in this case study. 

For supporting multiple applications it is generally 
required that it should be possible to submit mul-
tiple instances of each application over the Condor 
pool. The job submission file is used to achieve 

Figure 11. Asian Options (AO) application (created by Professor Eduardo Saliby, Federal University 
of Rio de Janeiro, Brazil)

Figure 12. Execution of RAS and AO applications 
on a Condor pool
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this. Every Condor job has a corresponding job 
submit file (.sub file) that defines variables that 
control different aspects of job submission. The 
most important of these Condor-defined variables, 
for the purpose of task farming, is the queue vari-
able. The integer value assigned to this variable 
determines the number of replications of the same 
job that are to be executed over the Condor pool. 
Figures 13 and 14 show the .sub file for the AO 
and the RAS applications respectively. The value 
“50” assigned to the queue variable (the last vari-
able in the screenshots) suggests that both the AO 
and the RAS applications will be executed for a 
total of 50 times over different grid nodes. Some 
of the other job submission variables shown in 
the .sub file are discussed next.

The universe variable is assigned a value 
“Java” because the Condor Java execution en-

vironment is being used to run the simulations. 
The executable variable defines the name of the 
Java class file that has the main() method. The 
argument variable is used to pass a command 
line argument to the Java program. For this hy-
pothetical case study, the number of iterations for 
each simulation model has been set to a modest 
value of “10” through the use of this argument 
variable. The reader is however reminded that 
both AO and RAS applications will be executed 
50 times over, and therefore the total number of 
simulation iterations for each application, taken 
as a whole, will be 500 (50*10).

Each simulation experiment will have a unique 
working directory associated with it. These di-
rectories should be present on the Condor node 
from which jobs are submitted, or on a network 
drive that can be accessed by the job submission 

Figure 13. Job submit file for AO application
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node. The working directories are represented by 
the variable initialdir. In the case of the AO and 
the RAS applications the values assigned to this 
variable are “dir1.$(process)” and “dir.$(process)” 
respectively. $process is a Condor-defined integer 
variable that is incremented automatically depend-
ing on the number of instances of a particular job 
that have been submitted. Thus, if queue=50 then 
the value of the $process variable will start from 
1 and will end at 50. This in turn suggests that the 
working directory for the first job will be “dir1.1” 
and for the last job it will be “dir1.50” (in case of 
AO application). These working directories are 
important because they will contain the results 
of the individual experiments and the log files 
that are output by Condor during execution of 
each experiment (Figure 15). The variables that 
define the names of the three different Condor 

log files for console output, error information 
and Condor-specific messages are output, error 
and log respectively. It has to be added, however, 
that a Condor job is in-effect executed under a 
temporary directory that it created by Condor on 
the grid node that is assigned the task of process-
ing the job (Figure 16 shows a temporary direc-
tory called “dir_3768” that has been created for 
executing one instance of a simulation). Once 
the simulation is complete, the results from the 
temporary directory are transferred to the indi-
vidual working directories and the temporary 
directory deleted.

The files to be transferred to the execution host 
are indicated by the transfer_input_ files variable. 
These files are transferred to the temporary execu-
tion directory created by the job executing node. 
The variable when_to_transfer_output and its 

Figure 14. Job submit file for RAS application
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corresponding value “ON_EXIT” suggest that the 
simulation results (and the Condor log files) are 
transferred back from the temporary execution 
directory to their respective working directories. 
This concludes the discussion on the variables 
defined in the Condor submit files.

Jobs are submitted for execution using the 
Condor command condor_submit. The argu-
ment to this command is the job description file 
associated with each job. Figure 17 shows that 
.sub files for both the AO application (aso.sub) 
and the RAS application (ras.sub) are submitted 
using this command, and that 50 instances of each 
application are created automatically by Condor 
(see message: “50 jobs(s) submitted to cluster 
109/110”). Once the jobs have been submitted the 

status of the Condor pool can be determined using 
the command condor_status. Figure 17 shows that 
at present three grid nodes (computers with names 
210-A, 214-E and 215-F) are executing the jobs that 
have been submitted (Activity=“Busy”), while the 
remaining are “Idle”. However, all the nodes have 
been claimed by Condor (State=”Claimed”) and 
it is expected that these will soon start executing 
the simulations.

The status of jobs that have been submitted 
can be found using the command condor_q. 
However, only jobs that are yet to be completed 
or are presently running are displayed by this 
command (Figure 18). The jobs that have been 
completed are not shown.

Figure 15. Results from the simulation experiments

Figure 16. Condor jobs getting executed in temporary execution directory
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Finally, it is possible to mark submitted jobs 
for removal from the job queue. This is done us-
ing the command condor_rm. The job number 
that represents the job to be deleted has to be 
provided as an argument to this command. The 
job number can be determined from the output of 
the command condor_q (field ID). The output of 
condor_rm command is shown in Figure 19.

The concluding section discusses the con-
tribution of the research presented in this book 
chapter and identifies future research that can be 
conducted in this area.

discussiOn

The research presented in this chapter has been 
motivated by the advances being made in the 
field of grid computing and the realization that 
simulation in industry could potentially benefit 
through the use of grid computing technologies. 
This research recognises that end-user adoption of 
grids could be facilitated by focusing on software 
tools that are commonly used by employees at 
their workplace. In the context of simulation in 
industry, the end-users are the simulation prac-
titioners and the tools that are generally used to 
model simulations are the CSPs. Thus, this re-

Figure 17. AO and RAS applications execution over Condor pool

Figure 18. Status of job queue displayed using Condor command “condor_q”
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search has investigated how grid computing can 
further the field of CSP-based simulation practice 
and, thereby, offer some benefits to simulation 
end-users.

This research has identified the form of grid 
computing, namely PRC in an enterprise context 
and EDGC, that can be used to grid-enable existing 
CSPs. This research has shown that cluster-based 
grid computing is generally unsuitable for integra-
tion with Windows-based end-user applications 
like the CSPs. Using PRC and EDGC forms of grid 
computing for CSP-based simulation in industry 
can not only speed up simulation experimenta-
tion, replication, optimization, etc., but it can also 
maximize the utilization of hardware, software 
and technical resources within an organization.

Yet another contribution of the research is the 
identification of specific grid computing middle-
ware, namely BOINC and Condor, which can be 
used to interface with CSPs. BOINC and Condor 
are also considered appropriate for use by simula-
tion users since they are available for download 
free of charge, include installation manuals and 

user guides, and are supported by user forums 
and training programs (for example, Condor Week 
is an annual training program conducted by the 
University of Wisconsin, Madison).

Although this research had focused on end-
users who were considered experts in modeling 
and simulation but were not expected to be IT 
specialists, the CSP-grid integration technology 
that has been proposed in this work requires some 
knowledge of Java and Visual Basic programming. 
Furthermore, the end-users will also need to know 
the middleware-specific mechanisms to create 
jobs, submit jobs, retrieve results, etc. Some of this 
knowledge could be acquired through self-study 
and imparted through training. However, for the 
wider adoption of grid technology for CSP-based 
simulation, it may be necessary to develop higher-
level tools that would hide the complexity of the 
CSP-grid integration technology and middleware 
specific mechanisms, and provide end users with 
easy to use graphical interfaces through which 
they could possibly integrate CSPs with grid 
middleware. This is an area for future research.

Figure 19. Jobs removed from the queue using Condor command “condor_rm”
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