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Abstract

Let Q C R3 be a smooth bounded domain and consider the energy functional

1 1 1
J(m) ;:/ (2|Dm|2+w(m)+|hm|2> dx+7/ | |2 dex.
Q 13 2 2 R3

Here € is a small non negative parameter and the space of admissible functions for m is
the Sobolev space of vector-valued functions W12(Q; R3) which satisfy the pointwise
constraint |m(x)|> —1 =0 for a.e. z € Q. The integrand ¢ : S* — R is assumed to be
a sufficiently smooth non negative density function with a multi-well structure. The
function h,, € L?(R?; R?) is related to m via Maxwells equations. Finally h € R3 is a
constant vector. The energy functional J. arises from the study of continuum models
for ferromagnetic materials known as micromagnetics developed by W. Brown [7].

In this paper we aim to construct local energy minimizers for this functional. Our
approach is based on studying the corresponding Euler-Lagrange equation and proving
a local existence result for solutions close to a fixed constant solution. Our main device
for doing this is a suitable version of the implicit function theorem. We then show that
these solutions are local minimizers of J. in appropriate topologies by using certain
sufficiency theorems for local minimizers.

Our analysis is applicable to a much broader class of functionals than the ones
introduced above and on the way of proving our main results we reflect on some
related problems.

1 Introduction

The micromagnetic theory of ferromagnetic materials as developed by Brown [7] consists
of studying the minimizers of the energy functional

1 1 1
Js(m):/ (2]Dm|2—|—1l)(m)—|—2|h—m|2> dx+2/ | A |* dez.
Q € R3

Here Q C R3 represents the region in space occupied by the body and the unknown
function m : 2 — S? denotes an arbitrary magnetization state for the body.

The parameter £ > 0 is related to the size of the body and is obtained by a simple
rescaling argument (cf. e.g. DeSimone [8, 9]). The case € — 0 corresponds to the size of
the body going to zero or what is known as the small particle limit. The various terms
appearing in this energy functional are respectively



2 Ball, Taheri, Winter

(i) The exchange energy: This term penalizes spatial changes in the magnetization m
and hence describes the tendency of the body to maintain a spatially uniform magnetiza-
tion state.

(ii) The anisotropy energy: This term describes the existence of preferred crystallo-
graphic directions or the so-called easy azis for the magnetic state of the material. To
be more specific the anisotropy energy density ¢ : S? — R is such that ¢(m) > 0 for
all m € S% and ¥(m) = 0 if and only if m € K where K is a finite set of unit vectors
representing the preferred crystallographic directions.

(iii) The external field energy: If the body lies in a region of space where an external
magnetic field h : Q@ — R3 is present, the magnetization m tends to align itself in the
same direction as this field. The external field energy thus penalizes any deviation from
this field inside the body. In this paper we assume that the applied field h is spatially
uniform.

(iv) The field energy: The magnetization state m in the body generates a magnetic
field h,, : R® — R3 that satisfies the Maxwell equations:

curlh,, =0,
{ div (hy, + mxq) = 0.
The above equations show that the field h,, is nothing but the gradient part of the
Helmholtz decomposition of —myq. Thus in particular the field energy vanishes if and
only if
div (mxq) = 0.

We recall that recently James and Miiller [18], following some earlier work by Lorentz [21]
(cf. also Toupin [26]) obtained this field energy by studying the corresponding energy for
a lattice of magnetic dipoles and passing to the continuum case by letting a typical lattice
parameter go to zero.

In this paper we aim to construct local minimizers for the energy functional J. using a
novel approach. We note that prior work on this problem due to DeSimone [9] employs
ideas of De Giorgi or more precisely the notion of Gamma convergence which itself has
been developed for the study of local minimizers by Kohn and Sternberg [19].

Our method is more direct. To be more specific we construct stationary points for the
energy functional J. using an appropriate version of the implicit function theorem and
then apply certain sufficiency theorems to establish the desired minimality property for
these stationary points. It turns out that our results are stronger than the known ones in
the sense that we show the stationary points constructed to be local minimizers of J. in
weaker norms.

At this stage we should like to remark that the idea of applying versions of the implicit
function theorem to achieve local existence for various equilibrium equations of continuum
mechanics has been employed before in different contexts (cf. Ball et. al. [5], Valent [28],
Zhang [30] for examples within elasticity theory). The novel idea in this paper however
is to combine such local existence theorems together with certain sufficiency theorems to
ensure the existence of a continuous branch of local energy minimizers.

Throughout this paper we assume that 2 C R™ is a bounded domain (open connected
set) with a smooth boundary 99Q2. We denote the unit outward normal to the boundary
at a point x by v(x). By L"(-) we denote the Lebesgue measure on R". As regards the
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energy functional J. the dimension is n = 3. However we do not restrict our forthcoming
analysis to this case only and therefore n can be any positive integer.

For the admissible class of functions at various stages of our work we use the Sobolev
spaces of vector-valued functions W™ (Q; RYV) where m is a positive integer and the real
exponent p > 1. Our terminology for these spaces throughout the article is in accordance
with [1] and [31] and we refer the interested reader to these books for any reference on
basic properties of these functions.

Assume now that A C W™P(Q; R"N) is a given set of admissible functions and suppose
that J : A — R := RU {—00,00} is a given functional. For later reference we state the
following

Definition 1.1. Let 1 < r < oo. The point mg € A is an L" local minimizer of J if and
only if there exists § > 0 such that

for all m € A satisfying
[lm — mol|Lr@my) <6

To gain a clear understanding of the energy minimization problem described above we
proceed by considering two related but slightly simplified problems each having some
ingredients of the original micromagnetic energy functional.

In the first problem we consider the one parameter family of functionals

I (u) :—/Q (21€|Vu2+F(x,u)) dz,

where F' € C?(2 x R) and ¢ > 0 as before is a small parameter. The competing functions
u are assumed to belong to the class

Ap = {u e WH(Q) : L is well defined}.

By well defined we mean that the function F(-,u(-)) has a well defined integral or more
precisely at least one of the functions F't := max{F(-,u(-)),0} or F~ := min{F (-, u(-)), 0}
has a finite integral. It is therefore to be understood that I : 4; — R. To specify the
growth of F' we assume that there are constants C' > 0 and p > 1 such that

F(z,u) > —C(1+ |[ulP)

for all z € Q and all u € R.

As can be readily seen as this stage we have dropped the pointwise constraint |u(z)| = 1
from the admissible functions compared to the micromagnetic problem. In addition we
have restricted attention to scalar valued functions, that is N = 1. We should however
point out that this latter assumption is not a technical obstacle and almost all the state-
ments and results in this case extend to N > 1 without any difficulty.

In our analysis special attention is made towards a limiting problem corresponding to the
case € = 0. We start by imposing conditions on the integrand F' and a given point @ € A;
that turn out to be sufficient for % to be a local minimizer of an appropriate functional
corresponding to the € = 0 problem. We then apply the implicit function theorem to prove
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the existence of a branch of stationary points u® for I. when £ > 0 is sufficiently small.
Note that the Euler-Lagrange equation corresponding to I, takes the simple form

Au = eF,(z,u) in Q,
%(:p) =0 on 0f.

Having established the existence of such stationary points we then proceed to studying
the second variation of the functional I, at these points. Our starting assumptions on F
and @ imply that the second variation at each u° is indeed positive and thus according to
the sufficiency theorem in Section 2 (Theorem 2.2) these points are L" local minimizers of
the corresponding I. where the exponent r depends on the growth of F' at infinity.

By imposing further assumptions on the integrand F' we are able to show that for a
sufficiently small range of the parameter € the stationary points of I. obtained by the
application of the implicit function theorem are the only stationary points of I.. This in
particular means that if the limiting functional has only a finite number of non degenerate
stationary points the same would hold true for I. when ¢ is small.

Having a clear understanding of the first problem we then proceed to the second family
that consists of functionals in the form

E.(u) ::/Q<21€\Du|2+V(x,u)> da,

where V € C?(Q x R”Y). Here we aim to deal with the pointwise constraint |u(z)| = 1
and leave out the only remaining task i.e. handling the non local term in the original
micromagnetics problem to the final stage. Thus we introduce the class of admissible
functions

Ay = {u e WH(QRY) : u(z)| =1 ae.}.

It follows immediately from the constraint on u and the continuity assumption on V' that
E. is well defined and in fact finite over As. In this setting it is also possible to assume
without loss of generality that V has linear growth at infinity.

Similar to the first problem our analysis is linked to studying a limiting functional
corresponding to the € = 0 case. We impose conditions on the integrand V' and a given
@ € SN~ that in turn would imply @ to be a constrained local minimizer of this latter
functional.

It can be shown that here the Euler-Lagrange equation corresponding to F. takes the
form

Au+ |DuPu — (I —u@u)Vy(z,u) =0, in Q
{ Duv(z) =0 on 0.

We again apply the implicit function theorem to prove the existence of a continuous branch
of solutions to the Euler-Lagrange equation corresponding to F..

To deal with the pointwise constraint |u(z)| = 1 in applying Theorem 2.2, we extend
the functional E. to E. : WH2(Q; RY) — R in such a way that
(i) E.(u) = E.(u) for every u € Ay,
(i) If uf is a stationary point of E. it is also a stationary point of E., and
(iii) 62 F.(uf) > 0 for ¢ sufficiently small provided a similar condition hold for the solution
to the € = 0 problem.
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It then follows from Theorem 2.2 that u¢ is an L' local minimizer of E. and so (i) implies
the same to be true for E. as u € As.

To end this introduction let us give a brief description of the plan of the present paper. In
Section 2 we gather some known results and key tools that we will be frequently referring to
throughout this article. This in particular includes the statements of both an appropriate
version of the implicit function theorem and a sufficiency theorem for L" local minimizers
of a certain type of functionals. In Section 3 we study the first problem, namely the
family of functionals I.. Section 4 continues with the first problem and includes a detailed
analysis of the second variation of I. along the branch of stationary points constructed in
Section 3. In addition we study the number of such solutions for fixed values of € when this
parameter is sufficiently small. In Section 5 we move on to the constrained problem, that
is the study of the functionals E.. In the final section we return to the micromagnetics
problem and apply the same ideas to construct L' local minimizers for the functional J..

2 Preliminaries

In this section we gather some well-known results related to our analysis in the subsequent
sections.

As pointed out in Section 1, our main tool for constructing solutions to the Euler-
Lagrange equations is the implicit function theorem. We therefore present the following
version, which is more suitable for the later applications and refer the interested reader to
the books of Ambrosetti and Prodi [2] or Zeidler [29] for the proofs and further discussions.

Theorem 2.1. Let X,Y, and Z be Banach spaces, U an open subset of X XY, and
T =T(g,u) a C* map from U into Z. Let (g9,up) € U be such that T(eo,up) = 0 and
D, T (g0,u9) is a bijection of Y onto Z. Then there exist an open neighbourhood Uy of
(g0,u0) in X X Y, an open neighbourhood Vg of € in X, and a C' function w: Vo — Y
such that

{(e,u) € Uy : T(e,u) =0} ={(g,u) : € € Vh,u=w(e)}.

Furthermore, Uy can be chosen so that D,/ T(e,u) is a bijection of Y onto Z for all (e,u) €
Uo. In this case, if € € Vy then

Duw(e) = —(DuT(e,w(e))) ' DT (e, w(e)), (2.1)
while if T is analytic at (e,w(e)) then w is analytic at €.

While the implicit function theorem can be applied to the Euler-Lagrange equation
to establish the existence of a branch of solutions starting from a given function, we
need certain sufficiency theorems to guarantee that such stationary points can be local
minimizers for the corresponding functional.

We now state a sufficiency theorem for L™ local minimizers of functionals appearing in
this article. For this let us assume that F : O x RY — R is a given integrand and consider

the functional .
I(u) := / (2\Du|2 + F(x,u)) dx,
Q

over the class of admissible functions

A= {ue WH(Q;RY) : I is well defined}.
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We can now state the following (cf. [24])

Theorem 2.2. Let F' € C?(Q x RY) and assume that there are constants C > 0 and
p > 1 such that

F(z,u) > —C(1+ |ulP) (2.2)
for all z € Q and all u € RN . Furthermore let ug € A be of class L>®(Q;RN) and satisfy
(i) 01 (up, ) = dtI(UO +to)|i=0 =0, and
(i9) 8 I(u0, 0) = 2 L(u0 + 9)] 10 > 111y ey
for all p € C=(Q; RY) and some v > 0. Finally let r = r(n,p) = max(1, %(p—2)). Then
there exist o, p > 0 such that

I(u) = I(uo) = ollu — uo|[fy1.2(q.mm

for all u € A satisfying ||u — o | r mNy < p-

Note that the above theorem says more than ug being just an L" local minimizer for
I. The lower bound on I(u) — I(ug) shows that if u # ug the latter energy difference is
strictly positive. In other words wug is a strict local minimizer of I. We refer the interested
reader to [3] and [24] for more discussion on this and its connection to dynamic stability
of Uugp-

As pointed out earlier the magnetization m and the field h,,, are related to one another
by Maxwells equations which are as follows

{ curlh,, =0,

div (A, +mxq) = 0. (2:3)

In the next theorem we gather some of the important properties of the solution operator
corresponding to this equation.

Theorem 2.3. There exists a continuous linear operator H : L?(R3; R?) — L?(R3;R?)
such that

(i) Given m € L*(Q;R3), set hy, := H(mxq). Then equations (2.3) hold in the sense of
distributions on R3.

(i) For every my and mo € L?(2; R3),

/ hml-thdx:—/mythdm:—/hml-mgdx,
R3 Q Q

and so in particular
[l == [ b

(ii1) There exists a positive definite, symmetric matrix D, such that for every constant

function m
/ hp de = —Dem.
Q

For a proof of (i) we refer the reader to [16]. Part (ii) follows from (2.3) and a simple
integration by parts argument. The proof of (iii) is a consequence of the linearity of H
and (ii). See [9] for more details.
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3 The unconstrained problem

We begin this section by formally deriving the Euler-Lagrange equation corresponding to
the functional I.. For this we check the condition

d

afs(u + tp)|t=0 = 0, (3.1)
where the variation ¢ € C°°(Q). First, since equation (3.1) holds for all ¢ € C§°(Q2) we
deduce that

Au = eFy(z,u). (3.2)

Second, since equation (3.1) holds for all ¢ € C°°(2) we get the natural boundary condition

ou

— =0. 3.3
ov (3:3)

Now we introduce the setting for the application of the implicit function theorem (cf.

Theorem 2.1). A key point in the application of this theorem is the choice of the spaces

X,Y and Z in order to ensure that the linearization of 1" at (g9, up) is a bijection. To

exhibit this, as a first attempt in applying the implicit function theorem to (3.2) and (3.3)
let us consider the map T} : R x W2*(Q) — L*(Q) x W~1/55(9Q) given by

Tie,u) = 4 Sl @) ),
o (%)
for some s > Z. Clearly if u* € W?*(Q) is such that T(e,u®) = 0, then u® would be
the required branch of stationary points of I, that is a continuous family of solutions to
(3.2) and (3.3) in W25(£2). However it is a trivial matter to see that for the above choice
of spaces the linearization of T} at any point (0,u) € R x W2%() is not a bijection. To
overcome this difficulty and also to motivate the proof of Theorem 3.1 let us formally seek
a solution to (3.2) and (3.3) in the form

u(e) =u+ev+ 2w+ ...

Substituting this into the equation it immediately follows that u = 4 is constant. Moreover
other powers of ¢ lead to further equations, namely

Av = Fy(x,u)
v 3.4
{ 2 (x) = 0, 34)
for the coefficients of €, and similarly
Aw = Fyy(x,0)v
ow 3.5
) (35)

for the coefficients of £2. It follows that a necessary condition for solvability of (3.4) is
that

/ Fy(z,u)dx = 0.
Q
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Moreover the solution obtained in this way is unique up to an additive constant. Substi-
tuting this solution v into (3.5) and using the necessary condition for solvability of (3.5),
that is

/Q Fou(, )o(x) dz = 0,

it follows that this constant is uniquely determined provided

/ Fuu(z,a)dr # 0.
Q

Following this informal discussion and to proceed with the detailed analysis let us intro-
duce the map
T:RxW>»(Q) - E(Q) xR

by
Au(z) — e (Fu(z — 4o Fu z)) dx)
T(e,u) = %(m) ,
4o Fu(z, u(zx))dx
where
E3(Q) = {(f,g) € L3(Q) x W1/5(9Q) : /Qfda: = /andHnl} : (3.6)
and we set
5> g (3.7)

It is clear that for € # 0 a function u € W%*() is a solution of the Euler-Lagrange
equation (3.2) with boundary condition (3.3) if and only if it satisfies

T(e,u) =0.

We now claim that for the choice of s given by (3.7), T € C*(R x W25(Q); E4(Q2) x R).
To show this we look at the Gateaux derivative D, T" at an arbitrary point (g,u) € R x
W25(Q). Indeed we have

Aw — & (Fuu(z, u)w — Ao Fuu(z, u)w dz)
DT (e, u)(w) = 2 (1)
4o Fuu(z, u)w dz

for each w € W24(Q). So according to [27] D,T is continuous if and only if for every
sequence u®) — u in W25(0Q),

sup { [(DuT (e, u) = DT ()0 |y my el < 1} — 0.

But this follows immediately by recalling that u*) — u in L>(Q) as a result of (3.7). A
similar argument can be applied to D.T and so the claim is justified.

To check that the remaining assumptions of Theorem 2.1 are true we begin by solving
the equation T'(0,u) = 0, i.e.

Au =0,
Bu_o

81/

fQ u(z))dx = 0.



Local minimizers in micromagnetics 9

It follows from the first two equations that u is a constant. Call this constant 4. We are
therefore left with the third equation,

][Fu(:c,ﬂ,) dzx = 0. (3.8)
Q

Assume there exists @ such that (3.8) holds. To check the second assumption of Theorem
2.1 we need to show that the linear operator D,/ T(0,%) : W24(Q2) — E*(Q) x R is bijective.
This amounts to proving that the system

Aw = f,
gu =g,

o Fuu(z, ﬂ)_w(x)dzn =t

has a unique solution w € W?25(Q) for all (f,g,t) € E5(Q) x R. It is well-known (see e.g.
[28]) that given (f,g) € E*(Q2), the system

{szf,
=9

has a solution w € W?2%(£2), which is unique up to an additive constant. If

][Fuu(:c,ﬁ) dx #0
Q

this constant can be determined in a unique way by solving the third equation,

]{] Fou (s iy w(z)da = t.

Thus we have proved

Theorem 3.1. Suppose there exists a real constant 4 such that

/ Fu(z,a)dx =0 (3.9)
Q

and that
/ Fuu(a, @)da # 0. (3.10)
Q

Then for € small enough the Euler-Lagrange equation (3.2) subject to the boundary condi-
tion (3.3) has a solution u® which is contained in the Sobolev space W*(Q) and is close to
@ in the corresponding norm. Furthermore if the neighbourhood of @ in W25(Q) is taken
small enough, u® is the only solution to (3.2), (3.3) that lying in this neighbourhood.

Having proved the existence of a continuous branch of stationary points for I, we proceed
by addressing the question under what conditions on the integrand F' and the point o would
u® provide a local minimizer for I.. We pursue this in the following section.
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4 Local minimizers and the positivity of the second varia-
tion

We now proceed by considering the question of positivity for the quadratic functional
Je) = [ (196 +a(o)s?) da, (41)

over WH2(Q) for given a € L°°(9). Setting ¢ to be constant it follows immediately that
the condition

/Qadx >0 (4.2)

is necessary. We can however prove

Proposition 4.1. Let J be as in (4.1) and a satisfy (4.2). Then there exists v > 0 such
that

J(@) = ez (4.3)

provided ||al|p(q) is sufficiently small.

Proof. Given ¢ € W'?(Q) we can write ¢ = ¢ + +, ¢ dz, where f, ¢dz = 0. Thus
setting ¢ = jCQ pdx we can write

Je) = [ (196 +a(e+of) da

Q

= / (IV3|* + a@® + 2acp + ac?) dx
Q

> /(!Vg5|2—|—a</32) d:L‘—T/cﬁQd:v
Q Q

2 _a

+c /Q<a(1 7_)) dzx,

—2/ac<,0</<7’<,0 + ac)d:n,

that holds for every 7 > 0. If now ||a|[f~() < A2 where A2 > 0 denotes the second
eigenvalue of the Laplacian subject to Neumann boundary conditions on 92 and 7 is
sufficiently small the sum of the first two terms would be positive. Thus there exists a > 0
such that

where we have used

J(#) = allell72(

Now we use an argument similar to Proposition 4.4 in [25] to show that this implies (4.3).
For this let

4 « (0%
Ji(p) == J(p) = 5“@”%2(9) = 5”@“%2(9)-

Then (4.3) follows if we show

Ji(p) > m’VSOH%?(Q;R")
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for some g > 0. Indeed if this where not true there would be a sequence of nonzero
functions {¢)} such that

1 . ~ . (6% ;
3||w<ﬂ>|\iz(g;m > Ji(@") = SlleW 122 q) > 0.

Note that from this it follows that || V(|| r2@Rrn) 7 0 and so letting

D) = o0 J[[V oD || 2 mmy

and appealing to the quadratic nature of Ji we get

1 o j G
3> [ (14 (@) - PO do 2 G169 B (14)

The boundedness of the sequence {1} in W12(Q) implies that by passing to a subse-
quence if necessary

PO~y i WHQ), @Y -y in LA(Q),

and so by (4.4) ¢ = 0. The contradiction now follows since ||V1!J(j)\|L2(Q;Rn). This com-
pletes the proof. O

As a consequence of the above proposition and Theorem 2.2 we can state the following

Theorem 4.1. Assume that the hypotheses of Theorem 3.1 hold and that

/ Fuu(z,a)dz > 0. (4.5)
Q

Then the solution u® given by Theorem (3.1) is an L local minimizer of I.. Furthermore
if the growth of F' from below is restricted by

F(z,u) > —C(1+ |ulP)

for some C >0 andp > 1, then u® is an L" local minimizer with r(n, p) = max(1, §(p—2)).
In particular if F is bounded from below then uf is an L' local minimizer of 1.

Proof. We start by calculating the second variation of I. at the stationary point u®.

Indeed for p € C*(Q2)

d2
52[5(1‘8’ ) = —ml(u® +to)|i=o

dt?
1
— 5/ (|V¢\2+€Fuu(x,u€)cp2) dz. (4.6)
Q
Note that

/Fuu(w,ua)d:c > / Fou (2, ) dm—/ P, 0°) — Fo(, )] d > 0
Q Q Q
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provided ¢ is sufficiently small. Thus it follows from Proposition 4.1 that for ¢ small
enough

52[5(U6, @) > VHSOH%/W,Q(Q)

for some v = v(g) > 0 and all ¢ € W12(Q). The result is now a consequence of Theorem
2.2. (I

Remark 4.1. Consider the function Iy : R — R given by

Iy(u) == /QF(x,u) dx.

It is clear that conditions (3.9) and (4.5) are sufficient for @ to be a local minimum of Ij.
In Theorem 4.1 we have shown that under these conditions one can construct a continuous
branch of local minimizers for I. that starts off from a local minimum of Ij.

We now wish to make a simple observation regarding the global minimizers of I, and
their possible connection to those of Ij.

Proposition 4.2. Let F(x,u) > C1 + Ca|u| for some Co > 0 and let {u°} be a sequence
such that I.(u®) < M for some constant M. Then by passing to a subsequence if necessary
uf — i in WH2(Q) where @ is a constant.

Proof. It follows from the coercivity condition above that

{vf}  is bounded in L(Q),
{Vuf} is bounded in L%(Q;R™).

Hence {uf} is bounded in W12(Q) and therefore by passing to a subsequence
ut — 4 in WH(Q), u® —a  a.e. (4.7)

for some @ € W1H2(2). Also it follows that
1
/ Vs[> de < M — Cy
2e QO

and so Vu® — 0 in L?(Q; R"™). Hence V@ = 0 which means 4 is constant and consequently
the weak convergence in (4.7) is strong. O

Remark 4.2. It can be easily checked that under the assumptions of Proposition 4.2 from
every sequence of global minimizers of I, we can extract a subsequence that converges
strongly in W12(Q) to a global minimizer of Iy. Indeed let {uf} be such a sequence, then

Ie(u®) < Ie(u) = Io(u) (4.8)

where u is an arbitrary constant. It now follows from the above proposition that by passing
to a subsequence u® — @ in WH2(€2) for some constant @. According to Fatou’s Lemma

/F(x,ﬂ) d:rgliminf/ F(z,u®)dx
Q Q

e—0

and therefore Ip(a) < liminf. .o I.(u®), which together with (4.8) gives the result.
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Proposition 4.3. Let the partial derivative of F with respect to u satisfy

(G) { Fu.(z,u) — +00 as u— +oo uniformly in x,

Fy(z,u) - —00 as u — —oo uniformly in x.
Furthermore let for some 1 < q < 2*
[Fu(z,u)| < C(1+ [ul?), (4.9)

for all z € Q and all u € R where C > 0. Then if {u°} is a sequence of stationary points
of I. in WH2(Q), by passing to a subsequence if necessary u® — @ in W12(Q) where @ is
a constant.

Proof. It follows from (G) that there exist a constant Cy > 0 such that Fy(z,u) u > —Cp
for all z € Q and all w € R. As u® is a stationary point of I, it satisfies (3.2) and (3.3).
This in particular implies that

/ |Vuf|? do = —5/ Fu(z,u®)u® de < eCy L(Q). (4.10)
Q Q

Hence u® = v° + ¢ with ¢ = f, u® dz and v° — 0 in W?(Q). We now claim that {c°} is
bounded and therefore by passing to a subsequence if necessary ¢ — 4. Indeed if {c°} is
unbounded without loss of generality we can extract a subsequence such that ¢ — +o0.
Now let K > 0 be such that F,(z,u) > 1 when u > K. We can write

/Fu(x,ua)dm:/ Fu(m,ug)dx—i—/ Fu(z,u®)dx,
) (us>K) {us <K}

where the first integral
/ Fu(e,u) de > £({u" > K}) — L),
{us=K}

and using the fact that u®(z) < K = |u®(z)| < max(K,|v®(x)|), the second integral
converges to zero as

/ |Fy(w, 0| da < C (1 + max(K, [t5]9)) dz — 0.
{us<K} {ue<K}

The contradiction now follows by recalling that

/ Fy(z,u®)dx =0 (4.11)
Q
for all € > 0 as u® is a stationary point of I.. O

We now look at the set of stationary points of I. when € > 0. Let us assume that I
has at most finitely many critical points all of which satisfy (3.10). In other words there
is a finite set P® C R containing all the points % satisfying (3.9) and such that (3.10)
holds for every @ € P%. According to Theorem 3.1, for any such % there is a continuous
branch of solutions starting from @ (cf. Fig. 1). Moreover as P? is finite there exists an
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Figure 1: The branches of stationary points corresponding to I..

g9 > 0 such that for any @& € P° the solution u® obtained by the application of the implicit
function theorem exists for all ¢ < gg. We denote the set of all such solutions for each
fixed 0 < e < ¢gg by Pe.

The following result shows that under a certain growth condition on F},, the above class
contains all possible solutions when ¢ is sufficiently small.

Proposition 4.4. Let F satisfy condition (G) in Proposition 4.3 and let

|Fy(z,u)| < C(1 4+ |u|?) (4.12)

for some 1 < q < % Then for eg > 0 as above the complete set of stationary points of

1. for 0 < e <gq is given by P*.

Proof. We argue by contradiction. Assume the conclusion of the proposition does not
hold. Then there exists a sequence of stationary points of I., denoted by {u®*} such
that 4% does not lie in P**. According to Theorem 3.1 we can further assume that this
sequence is bounded away from P¢*. In other words there exists p > 0 independent of k
such that

% — vllyaeqy > o (4.13)

for all v € Pk where s is the same as in (3.7). It follows from Proposition 4.3 that u* — @
in W12(Q) for some constant @, and so the contradiction is immediate if we show that @
is a stationary point of Iy which is not in PO.
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It is clear that u®¢ satisfies

{ Aufk = fek in Q,

for each k with f&% = e F,(z,u*). As {u*} is bounded in W12(Q), using (4.12) we can
bootstrap this to {u*} being bounded in W?2P () for every p < oo and thus by passing to
a subsequence if necessary u®* — @ in W5h°°(2). A further application of the bootstrap
argument now shows that u®* — @ in W2#%(Q) and this together with (4.13) implies that
@ does not lie in P,

Finally by integrating (i) in (4.14) and using the boundary condition (ii), we deduce that

/ Fu(x,u**)dx =0
Q

for all k. Thus by passing to the limit the same holds for 4, giving the desired contradic-
tion. * [

5 The constrained problem

This section is devoted to the study of the second problem introduced earlier in Section 1.
Here the energy functional is defined over the space of vector-valued functions u : Q@ — RN
whose values are restricted to lie on the unit sphere S¥=1. Let us recall that the energy
functional in this case is given by

1
B.(u) = / (\Du|2 + V(x,u)) da, (5.1)
Q 2¢e
where the class of admissible functions u is
Ay = {u e WH2(Q;RY) : ju(z)| =1 ae.l.

The integrand V is initially assumed to belong to the class C%(Q x S¥~1). However it
is always possible to extend V to any neighbourhood of SV~! in particular to RY. In
addition one can arrange this in such a way that the extended V' grows linearly at infinity
e.g. by setting V(z,7u) := rV(z,u) for every x € Q, u € SN "L and r > 0. We can
furthermore assume that the extended V € C?(Q x RY) and that there is a C > 0 such
that

IV (@u)| < C(1+ Ju]

for all z € Q and all v € RY. In what follows we always speak of V in this extended sense.

We start this section by formally deriving the Euler-Lagrange equation associated to F..
or this we consider variations ¢ € C®(Q; R”Y) such that u(x) - p(x) = 0 for a.e. x € Q.
This orthogonality is to ensure that |u(z) + tp(x)|> — 1 is of order #* and hence as t — 0
the point u(x) + to(x) approaches u(z) along the tangent plane to the sphere SV—1
u(z). We now check the condition

at

d
G Pe(uttp)l—o = 0. (5.2)
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First, since equation (5.2) holds for all ¢ € C§°(€Q2; RY) satisfying u - ¢ = 0 a.e. in Q, we
deduce that
(I —u®@u)(Au —eVy(z,u)) =0 (5.3)

where I denotes the identity matrix. Using the fact that
V(jul?) = 0 (5.4)
we can rewrite (5.3) as
Au + |Du*u — (I — u ® u)Vy(z,u) = 0. (5.5)

Second, since equation (5.2) holds for all ¢ € C*®(2; RY) satisfying u - ¢ = 0 a.e. in Q,
we get the natural boundary condition

(I —u®@u)(Du)v =0.
It follows from (5.4) that on the boundary
(u®u)(Du)r =0
and thus we are led to the Neumann boundary condition
(Du)v = 0. (5.6)

When ¢ = 0 the Euler-Lagrange equation reduces to

2 _ .
{ Au+ |Dul*u =0 in Q, (5.7)

(Du)v =0 on 01},

which is the well-known equation of harmonic maps onto the unit sphere.

It is clear that in this case any function v = @ with @& € SV~ is a solution to this system
in As. However such functions are far from being the only solutions to this system. For
example when £ = Bj is the unit ball in R"™ with n > 3 the function u(z) = z/|z| is
a solution to (5.7) that lies in Ag. In fact this function is the global minimizer of the
Dirichlet integral over As subject to the linear boundary condition u = z on 902 (cf. Lin
20)).

Similar to Section 3 we proceed by formally seeking a solution to (5.5) and (5.6) in the
form

u(e) =u+ev+ew+ ..., (5.8)

where u = @ for some @& € SV, Notice that unlike for the problem studied in Section
3, the fact that w = 4 is constant does not follow by substituting the above ansatz in the
equation and solving it for u. Indeed as explained in the previous paragraph the system
(5.7) in general has non constant solutions.

Substituting (5.8) into the equation (5.5) and the boundary condition (5.6) we get

Av=I—-ua®u)V,(z,a) in Q,
v-u=0 in €, (5.9)
(Dv)v =0, on 0N
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for the coefficients of €. It follows that a necessary condition for the solvability of the
system (5.9) is that

/(I —u®u)Vy(z,u)dr =0.
Q

Moreover in this case the solution is unique up to an additive constant. Note that the
second equation in (5.9) implies that this constant is normal to %. The coefficient of &2
gives
Aw + |Dvl?i = (I — 4 ® @) Vi (x, @)V
—(t®@v+veu)V,(z,a)

|2 +2w -4 =0 (5.10)
(Dw)v = 0.
Again a necessary condition for the solvability of (5.10) is that
/ (I —a®a)Vyu(z, v — (G @ v+ v @) Vy(z, @) — |Dv]* @) dz = 0. (5.11)
Q

Multiplying the first equation in (5.9) by v and integrating over {2 we get
/Q (IDv? + Vi(z, @) - v) dz =0,
and therefore (5.11) can be written as
/Q (I — @ ® @) Viu(z,0) — @ Vy(x,a)I) vdz = 0.

Thus the constant mentioned above (normal to @) can be uniquely determined provided
the matrix

Vo = ]{2 (1 = &® @) V(2 @) — 0 - Vi (2, 1) ) dat

satisfies the following invertibility condition
Inv: Given v € RV satisfying u - & = 0, there exist a unique v € R" with v -4 = 0 such
that Vov = u.

Following this informal discussion and to establish rigorously the existence of a con-
tinuous branch of solutions to (5.5) and (5.6) we proceed as follows. Assume that the
coordinate system is such that

un(z) = /1 - 55" (x)

and [[u;| o () are small for all 1 <4 < N — 1. Then clearly

u(x) € V1
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for a.e. x € Q. Furthermore we claim that if (uq, ..., uy) satisfy the first N — 1 equations
then the last one is automatically true. Indeed proceeding formally, it follows from the
constraint Ei]\ilu? =1 that Zf\;luiVui =0 and so

N
Z(|Vu,-]2 + uiAu;) = 0.
i=1
As |Duf> = Y |Vu;[?, we have that uyAuy = —SN T u;Au; — |Dul?. The result now

follows by multiplying the i-th equation by u;, summing over ¢ = 1 to N — 1 and recalling
that (I —u® u) Vy(z,u))-u=0.
Let us now set w = (u — ey)/e and solve the first N — 1 equations of the system

{ Aw + 2| Dw*w — (I — (en + ew) @ (en + ew)) Vi (z, ey +cw) = 0,

(Dw)v = 0. (5-12)

For this we introduce the map
T:Rx (W»OQ)N! = (B5(Q)VN 1 x RV !

by
Awy —e(hi(e,z,w") — 5 hi(e, z,w') dx)

%)
%(z)

Awn_1 —e(hy_1(e,z,w") — 45 hn_1(g, z, ') dz)

T(e,w') = ¥ (5.13)
Own 1

ov ($)

o hi(e, z,w') dx

o hn-1(e, z,w') dx

first for € # 0, where w’ = (w1, ..., wy_1) and
1
h(e,z,w') := —¢|Dw|*w + - ((I—(eny+ew)® (eny +ew)) Vy(z,eny +ew)).
As a simple Taylor expansion shows
Vi(z,en + ew) = Vy(z, en) + eViu(z, en)w + o(e?).
We can therefore write
][h(a,:c,w’) dx =
Q
f —e|DwPw + (I — en @ en)Vau(z, en)w — (exy @ w + w @ en)Vi(z, en) + o(e) (5.14)
Q

where we have assumed the following to hold

/Q(I — (en ® en)Vu(z,en)) dz = 0.
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This suggests that we can extend the map T to € = 0 by substituting (5.14) into the last
N — 1 columns in (5.13). In particular T € C*(R x (W25(Q))N =L (E3(Q))V 1 x RVN71)
and

Awl
8
e
Awn_q
owpn —
()

fQ (Vuluj (x,en)wj(x) — Viy (2, eN)wl(az)) dx

T(0,w') =

DCQ (VUNA uj (@, eN)wj('r) — Vuy (z, eN)wN—l(x)) dx

At this point we add the further assumption that the matrix

with 1 < 4,7 < N — 1 is nonsingular.
Now consider the equation T'(0,w’) = 0. It follows immediately that w’ = 0 is the only
solution. Indeed the first 2(N — 1) equations imply that w’ is a constant. Substituting

this constant into the last N — 1 equations and making use of (5.15) we have that w’ = 0.
It can now be easily verified that

Av1
Ou

ov

Avy_y
OuN—1
ov

]{2 (Vuluj (z,en)vj(z) — Viuy (a:,eN)vl(a:)) dx

D,T(0,w) (V) =

f (VUN—luj (x,en)vj(z) — Vip (2, eN)vN,l(a:)) dx
Q
and so to apply the implicit function theorem we need to show that the linear map

D,T(0,0) : (W21 = (B5(Q)V 1 x RV L
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is a bijection. In other words we need to show that the system

Avy = fi,
on _
81/ _glv

Avy_1 = fn—1,
Ovn_1
v gN-1,

][ (Vuluj (xz,en)vj(z) — Viy(z, eN)vl) dx = t1,
Q

][ (VuN—luj (xz,en)vj(z) — Vi (2, eN)vN,l) dr =tn_1
Q

has a unique solution v € (W?2*(Q))N=! for all (f,g,t) € (E*(Q)N"! x RN-1. It is
well-known that for all (f,g) € (E*(22))V~! the system

{AUZf,
=9

has a solution v € (W%*(Q))¥~!, which is unique up to an additive constant. But again
according to (5.15), this constant can be determined in a unique way by solving the last
N — 1 equations. Therefore we have proved the following

Theorem 5.1. Let & € SN™1 satisfy
/Q(I—ﬂ(gml) Vi, @) dz = 0 (5.16)
and let the linear map Vo : RY — RN corresponding to the matriz
Vo = ]{2 (I —u®u)Vyy(z,a) — - Vy(z,a)l) do (5.17)

satisfy the condition Inv. Then for € small enough the Euler-Lagrange equation (5.5)
subject to the boundary condition (5.6) has a solution u® which is contained in the space
W2s(Q,RY) and is close to @ in the corresponding norm.

Remark 5.1. Note that it follows from the proof of this theorem that %Du‘E — 0 in
Lo (Q; RV*™).

Remark 5.2. Contrary to Theorem 3.1 it does not follow from the proof presented here
that the solution u® corresponding to @ is unique even if we restrict to a small neighbour-
hood of .

Remark 5.3. The invertibility condition Inv on the matrix V; given earlier states that
for any v € RY satisfying v - & = 0, there exist a unique v € RY with v - @& = 0 such that
Vov =u.
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Now let {w!,...,w™} be an orthonormal basis for R" with wy = @ and
v :_][ (Vi (2, @) — 10 - Vig(, 0) 1) d.
Q

Then clearly for v and v as above v = a;w’ and v = B;w’ for some o = (1, .oy N —1)
and 3 = (B, ..., Bn—1). Thus setting A;j = (Vw’)-w' for 1 <i,j < N — 1, the equation
Vov = u can be written as Aa = 3, and this is clearly solvable for & € RVN~! when the
(N —1) x (N —1) matrix A is invertible. Moreover extending A to an N x N matrix via
Aij = (Vw?)-w' (now for 1 < i, j < N) it follows that the required invertibility condition
is satisfied if A or equivalently V is positive definite. In other words there exists v > 0
such that

VijAidj > 7| A? (5.18)

for all A € RV.

Having proved the existence of a continuous branch of stationary points for the functional
E., we now study conditions under which u® would provide a local minimizer for E..

Theorem 5.2. Assume that the hypotheses of Theorem 5.1 hold and that the matrix
V= (Vo )~ 0 Valo, D) 1) do (5.19)
Q

is positive definite. Then the solution branch given by Theorem 5.1 is an L' local minimizer

of E..

Proof. Consider the functional
- 1 1 1
E.(u) = / —|Du|2 + V(x,u) + 7(|u\2 — 1)(—7\Du‘€|2 —u - Vy(z,u)) | de.
Q 26 2 13

As the integrand V has a linear growth at infinity, E. is well defined and finite over the
class of admissible functions W2(Q, RY). Moreover it is clear that F.(u) = E.(u) for
every u € As. The Euler-Lagrange equation associated with this functional can be easily
checked to be

Au + |Duf |Pu — e(Viy(z,u) — uf - Vi (z,u)u) = 0,
(Du)v = 0.

Thus « is a stationary point of E. as a consequence of being a solution to the system
(5.5) and (5.6). .
Let us now consider the second variation of E. at u®. Indeed for ¢ € C®°(Q;RY) we

can write 9
. 42 -
S E.(uf, @) = pTe] E.(u® + tp)|i=o

I
S~

1 1
(21068 + Vi (.11, + o (21D = 07 Vi) ) o

™ | =

1
/Q <]Dcp\2 +¢ ((Vuiuj (z,u®) —u® - Vy(z,u®)dij) — E]DuEIQ(Sij) wi@j) dx,
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Proceeding in a similar way as in Proposition 4.1 we can show this to be uniformly positive
if and only if the matrix

1
Vi :/ <(Vuiuj(x,u€) — - Vy(,u)dij) — ngusl25ia’> dz
Q

is positive definite. But this follows immediately from (5.19) and Remark 5.1. i

Remark 5.4. Consider the function Ey : RV — R given by

Eo(u) ::/QV(J:,U) dx.

It can be verified that & would provide a local minimizer for Ey subject to the constraint
u € SV~ whenever (5.16) and (5.18) hold with A in (5.18) being such that \-% = 0. Our
assumption in Theorem 5.2 however is stronger than this. In particular if

/(am) Vi, @) dz = 0
Q

then @ would be a free local minimum of Ej i.e. regardless of the constraint |u| = 1.

6 The energy functional of micromagnetics

In this section we focus on the energy functional of micromagnetics in the case of a spatially
uniform applied field

J(m) :/9(215|Dm|2+W(m)> dx+;/RB|hm|2dx. (6.1)

Here we have set W (m) := ¢)(m) + 5|h — m|? for the functional to agree with the original
form introduced in Section 1. It is initially assumed that the anisotropy energy density
1 € C2%(S?). However as outlined in Section 5 we can extend v to any neighbourhood of
S? in particular to R®. Moreover ¢ can be extended to an element of C?(R?) that satisfies
a linear growth condition at infinity. So for the rest of this section we assume that the
corresponding integrand W € C?(R?) and has at most quadratic growth at infinity.

Recall that here Q C R? is a bounded domain with smooth boundary. Regarding the
admissible functions we set

Az = {m e WY Q;R?) : Im(z)| =1 ae}.

It is clear that J. is well defined and finite over this class. We now proceed by formally
deriving the Euler-Lagrange equation associated to J.. For this we consider variations
¢ € C™(Q; R3) such that m - ¢ = 0 in Q. We now check the condition

d
d—Js(m +tp)|i=0 = 0. (6.2)
t
First, since equation (6.2) holds for all p € C§°(;R3) with m - ¢ = 0 in 2, we deduce
that
(I —m@m)(Am —e(Wp(m) — hy)) =0. (6.3)
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Recalling the normalization constraint on the magnetization m it follows that
V(m?) = o. (6.4)
We can therefore rewrite (6.3) as
Am + | Dm|*m — (I —m @ m)(Wy,(m) — hy) = 0. (6.5)

Second, since equation (6.2) holds for all ¢ € C°°(; RY) satisfying m - ¢ = 0 in , we
get the natural boundary condition

(I —m&m)(Dm)v =0.

By (6.4) we further have
(m®m)(Dm)v = 0.

This implies the Neumann boundary condition
(Dm)v =0. (6.6)
Similar to Section 5 we see that when € = 0 the Euler-Lagrange equation reduces to

Am + |Dm[*m =0 in Q, (6.7)
(Dm)v =0 on 01}, ’
which is the equation of harmonic maps to the unit sphere in R3. It is clear that in this
case any function m = m where m € S? is a solution of (6.7) in Aj.
Similar to Section 3 we proceed by formally seeking a solution to (6.5) and (6.6) in the
form

m(e) = m +ev + 2w + ..., (6.8)

where 7 € S2. Substituting this into equations (6.5) and (6.7) we get

Av = (I —m @ m)(Wy(1n) — hy)
i (6.9)

for the coefficients of €. It follows that a necessary condition for the solvability of (6.9) is
that

/Q(I —m @ m)(Wy(m) — hg) dx = 0.

Moreover in this case the solution is unique up to an additive constant. Note that the
second equation in (6.9) implies that this constant is normal to /. The coefficient of 2
gives
Aw + |Dv]*Pm = (I — m @ m)(Wpm (M)v — hy
—(Mme@v+vm)(Wp(m) — hg)
|v]2 42w -m =0
(Dw)v = 0.

(6.10)



24 Ball, Taheri, Winter

Again a necessary condition for the solvability of (6.10) is that

/Q (I = 170 ) (W (70)0 — ) — (170 ® 0+ 0 @ 72) (Wi (172) — hi) — | Do) dae = 0.
(6.11)

Multiplying the first equation in (6.9) by v and integrating over Q we get

/Q (|Dv? + (Wi () — hiz) - v) dz =0,

and thus (6.11) can be written as

Thus the constant mentioned above (normal to m) can be uniquely determined provided
the matrix

Wo i= (T =08 ) W (17) + Do) =0 (Wi i7) = i) 1) d

satisfies the invertibility condition Inv in Section 5 and D, is the tensor which was intro-
duce in Theorem 2.3.

Being motivated by this informal discussion we now proceed on to showing rigorously
the existence of a continuous branch of solutions to (6.5) and (6.6). For this assume that
the coordinate system is such that

m=e3 = (0,0,1).

Let m(z) = (mq(z), ma(z), ms(z)) where

and |[m;||fe(q) are small for i = 1,2. Then clearly m(z) € S? for a.e. 2 € Q. Furthermore
we claim that if (mq,me, mg) satisfy the first two equations in the system then the last
one is automatically satisfied. Indeed proceeding formally, it follows from the constraint
¥3_,m? =1 that ¥3_;m;Vm; = 0 and so

3
> (IVmil* + miAm;) = 0.
i=1
As |Dm|?* = $2_,|[Vm;|?, we have that mgAmgz = —%2_ m;Am; — |Dm/|?. The result now

follows by multiplying the i-th equation by m;, summing over ¢ = 1 to 2 and recalling that
(I —m®@m) (Wp(m) — hp)-m=0.
We now set w = (m — e3) /e and solve the first two equations of the system

{ Aw + 2| Dwl*w — (I — (e3 + cw) @ (e3 + ew)) (Win(es + cw) — hiey4ew)) =0 (6.12)

(Dw)v = 0.
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For this we introduce the map

T:Rx (W3*(Q))? — (E*())? x R?

by
Awy —e(hi(e,z,w') — 45 hi(e, z,w') dx)
(@)
Awy — e(ho(e, z,w') — 4, ha(e, z,w") dx
T(e,w') = 2~ elha 8) Fo ha( ) d) (6.13)
21 )

o hile, z, w') da
+o ha(e, z,w') dx

first for € # 0, where w' = (w1, ws) and

1
hig,z,w') := —5\Dw|2w + - ((I — (e3 +ew) ® (eg + ew)) (Win(es + ew) — h(63+6w))) .
As a simple Taylor expansion shows
Win(es 4 cw) = Wp(e3) + eWinm(e3)w + o(?).

In addition by linearity h(c,4cw) = hes + €My and so we can write
][h(s,agw/) dx = o(e)+
Q

]{2 (—e|DwPw + (I — e3 ® e3)(Wim(es)w — hy) — (e3 @ w + w @ e3)(Win(e3) — hey)) da,

(6.14)
where we have assumed the following to hold

0= (8 ex)Wfen) — o)y =

This suggests that we can extend the map 7' to € = 0 by substituting (6.14) into the last
2 columns in (6.13). In particular T € C*(R x (W2*(Q))?; (E*(22))? x R?) and

Awl

Gt (@)

Awg

G (@)

jCQ (Wmlm]- (eg)wj — €1 hw —e3 - (Wm(eg) —

he3)w1) dx
o Winam, (e3)wj — ea - by — €3 - (Win(e3) — hey)ws) da

At this point we add the further assumption that the matrix

][Q((I —e3® e3)(Wim(es) + De) —eg - (W, (es) — hey)I) dx (6.15)
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with 1 < 4,7 < 2 is nonsingular.

Now consider the equation T'(0,w’) = 0. It follows immediately that w' = 0 is the
only solution. Indeed the first 4 equations imply that w’ is a constant. Substituting this
constant into the last 2 equations and making use of (6.15) we have that v’ = 0. It can
now be easily verified that

A’Ul
8 (x)
A’Ug
82 (x)
UCQ (Wm1mj (63)7)]‘ —e1-hy—e3- (Wm(€3)
:FQ (ngmj (63)7)]' — €2 hv — €3~ (Wm(€3)

D,T(0,w")(v) =

es) ) dx

U1
63)1)2) dz

—h
—h
and so to apply the implicit function theorem we need to show that the linear map

D, T(0,0) : (W*5(Q))? — (E5(R2))? x R

is a bijection. In other words we need to show that the system

AUl = f17

ou _

61/ - 917

AU? = f27

vz _

ay - 927
jcQ (Wmlmj (63)Uj —eq1 hv —e3 (Wm(eg) — h63)1)1) dr = tl,
jCQ (ngm]- (63)'Uj —e9 hv —e3 (Wm(eg) — he3)1)2) dr = to

has a unique solution v € (W2%(2))? for all (f,g,t) € (E*(Q))? x R2. Again we use the
well-known fact that for all (f,g) € (E*(£2))? the system

{Av:f,
=9

has a solution v € (W?2%(£2))%, which is unique up to an additive constant. But again
according to (6.15) this constant can be determined in a unique way by solving the last 2
equations. Therefore we have proved the following

Theorem 6.1. Let m € S? satisfy
/ (I — 1 @ 1) (Win (12) — hy) d = 0 (6.16)
Q
and assume that the linear map Wy : R® — R3 corresponding to the matric

Wy = ]{2 (I = m @ m)(Wam(m) + De)) — 1 - (Wi (1) — hi)I) da (6.17)
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satisfy the condition Inv. Then for € small enough the FEuler-Lagrange equation (6.5)
subject to the boundary condition (6.6) has a solution m® which is contained in the space
W2s(Q; R3) and is close to m in the corresponding norm.

Remark 6.1. Note that it follows from the proof of this theorem that %DmE — 0 in
L>®(Q; R3*3). Moreover equations (2.3) together with elliptic regularity theory and the
fact that m® — m in WH°(Q; R3) imply that m® - hy,, — m - by in L2(€Q).

Remark 6.2. Contrary to Theorem 3.1 it does not follow from the proof presented here
that the solution u® corresponding to % is unique even if we restrict to a small neighbour-
hood of .

Remark 6.3. The invertibility condition on the matrix Wy given by Inv states that for
any m € R? satisfying m - 7 = 0, there exist a unique v € R? with v - 7 = 0 such that
Wov = m.

Now let {w!, w?

,w3} be an orthonormal basis for R? with w3 = m and
w ::f (Wim(m) —m - (Wi (m) — hy,) I) de.
Q

Then clearly for u and v as above v = a;w’ and m = B;w' for some a = (a1, 2) and
B = (B1,B2). Thus setting 4;; = (Ww’) - w' for 1 < i,j < 2, the equation Wov = u
can be written as A« = 3, and this is clearly solvable for & € R? when the 2 x 2 matrix
A is invertible. Moreover extending A to a 3 x 3 matrix via A;; = (Vw’) - w' (now
for 1 < 4,7 < 3) it follows that the required invertibility condition is satisfied if A or
equivalently W is positive definite. In other words there exists v > 0 such that

Wij)\i)\j Z 'y|)\|2 (6.18)
for all A € R3.

Having proved the existence of a continuous branch of stationary points for the functional
Je we now study conditions under which m*® would provide a branch of local minimizers

for Je.

Theorem 6.2. Assume that the hypotheses of Theorem (6.1) hold and that the matriz
W ::/ (Wingm, () — 1 - (Win (1) — hz)I) da (6.19)
0 :

is positive definite. Then the solution branch given by Theorem 6.1 is an L' local minimizer
of Je.

Proof. Consider the function

~ 1
Je(m) = 2/R3 | P |? daz

[ (GDml + W) = S0P = )P (Wi — o)) )
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As the integrand W has a quadratic growth at infinity, J. is well defined and finite over
the class of admissible functions W12(€2; R?). Moreover it is clear that J.(m) = J-(m) for
every m € As. Furthermore the Euler-Lagrange equation associated with this functional
is

{ Am + | DmfPm — e (Wp(m) — by, — (m - (Wi (m®) — hye))m) =0
(Dm)v = 0.

Thus m® is a stationary point of J. as a consequence of being a solution to the system
(6.5) and (6.6). ) B
We now look at the second variation of J. at m®. For this let ¢ € C°°(€;R?) and

consider )

BT, ) = ST + )]0 =

IR
R3

1 1
+/Q <€\D90!2 o+ Wanem, (1) gisp = ([Dme 2 4 m + (Wo (m) — hms))lw!2> da

1 1
> 5/Q (!Dg0|2 +e <(Wm1m] (m®) —m® - (Wi (m®) — hine)dij) — E\Dm5|2(5ij> gp,-goj> dx.

Proceeding in a similar way as in Proposition 4.1 we can show this to be uniformly positive
if and only if the matrix

W5 = [ (W %) = 0 (Wi 00) = ) 3) = 2| D23 )
Q

is positive definite. But this follows immediately from (6.19) and Remark 6.1. |

Remark 6.4. Consider the function Jy : R?® — R given by

Tolm) := £Q) W(m) + /R Vb,

where as before h,,, = H(mxq) (cf. Theorem 2.3). It can be verified that m would provide
a local minimizer for .Jy subject to the constraint m € S? whenever (6.16) and (6.18) hold
with A in (6.18) being such that A -/m = 0. Our assumption in Theorem 6.2 however is
stronger. In particular if

/(m @ 17) (Win (1) — hon) d = 0
Q

then 7m would be a free local minimum of .Jy i.e. regardless of the constraint m € S2.
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