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ABSTRACT

Social and Epistemological Bases of Technology Transfer: the Case
of Artificial Intelligence

This thesis addresses a problem in the literature on technology transfer of
understanding the local appropriation of knowledge. Based on interpretive and
analytic traditions developed in Science and Technology Studies (STS) and
ethnomethodology, I conceptualise technology transfer as involving communication
between discursive communities. I develop the idea of 'performance of community' to
argue that explanations of research and technology, and readings of those
explanations, are sites for the elaboration of the identity of a discursive community.
I explore this approach through a case study in the field of artificial intelligence (Al).
[ focus on what I call 'explanatory practices', that is practices of describing,
identifying and explaining Al, and trace the differences in these practices, according
to location, context and audience. The novelty of my thesis 1s to show the
pervasiveness of performance of community within these explanatory practices,
through showing the differences in the claimed identity and significance of Al,
associated with different locations, contexts and audiences.

I draw out some of the implications of my approach by counterposing it to a theory
of technology transfer as the passing of neutral units of information, which I argue 1s
implicit in a complaint made by Al vendors that the AI marketplace had been
damaged by overselling or hype. In particular, I show that disclaimers of hype
(more than the perpetration of 1t) had always been associated with the marketing of
Al. More generally, my claim 1s that 1t 1s politically important to understand that
neutral information 1s not available even as an ultimate standard, and that the local
appropriation of knowledge is not an aberration to be controlled, but a component of
both successful and unsuccessful communication between discursive communities.
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CHAPTER ONE
THE INTERDISCIPLINARY CONTEXT OF DISCUSSIONS OF

TECHNOLOGY TRANSFER

1.0 Introduction

[ begin, 1n this section, by exploring some of the main issues of technology transfer as
a preliminary to a selective and critical literature survey in sections 1.1 and 1.2. In
referring to technology transfer in this thesis, I mean a set of questions to do with the
exploitation of science and technology and the promotion of links between industry,
academia and government.” Technology transfer, in this sense, has been an
increasingly important matter of political concern (realised mainly through research
funding policies), at least since the 1960s (Faulkner and Senker,1995; Oakley and
Owen, 1989; Tisdell, 1981; Webster and Etzkowitz, 1991). At the same time, there
1s some agreement that the conditions of production of science and technology are
changing and reflect a closer industnal interest in research, with knowledge
increasingly produced outside traditional university department structures
(Etzkowitz, Webster and Healey, 1997, Faulkner and Senker; Gibbons et al, 1994).
Discussions of technology transter have developed within a number of disciplines,
including economics, management studies and policy studies. There are relatively few
sociological studies of technology transfer, but arguments in science and technologies
studies (STS) about the relationship between the social and the technical are relevant
to the discussion. In this section I explore the 1ssues as they have been identified
mainly in non-sociological writings, and conclude by noting some discussions about

the possible relevance of STS 1deas to these issues.

The 1ssues addressed 1n academic studies ot technology transter extend over a range
of topics and disciplinary perspectives, and are frequently located in discussions of
technological innovation. They include (among other discussions) two major strands
or sets of questions to do with causality and modelling: whether and/or how
technological innovations can be said to have economic or social consequences; and

how the transfer of technology may be modelled. For example, many economics-

' This is largely an issue of “developed’ economies. It contrasts, in particular, to studies of

technology transfer between ‘first’ and ‘third” world economies, which focus on issues such as the
development gap (ct Yearley, 1988).
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based studies (particularly among alternative’ or ‘evolutionary’ economists)® start
from the argument that technological advance causes economic change (Nelson and
Winter, 1977, 1982; Freeman, 1984, 1988a and b, Perez, 1983, Freeman and Perez,
1988; Dosi, 1982, 1988). Approaches to modelling technology transfer, often from a
policy studies perspective, include knowledge-flow models (eg Faulkner and Senker)
and triple helix models (eg Etzkowitz, Webster and Healey). Questions of causality
and of modelling are interlinked and counterposed in a number of ways. For example,
many authors begin with a rejection of the so-called ‘linear model’ (where
technological products are conceived as flowing in one direction from research to
implementation) and discussions of the ‘impact’ or ‘effect’ of technological
innovation may be criticised as involving at least an implicit linear model (Faulkner
and Senker; Newby, 1992). On the other hand, the perhaps rather obvious
assumption that technological innovation i1s economically significant underlies almost
all approaches to the topic, but is only explicitly argued in some (mostly economic)

texts (eg Nelson and Winter, and other authors mentioned above).

The 1dea that technological innovation brings economic change has been developed to
suggest the idea of ‘strategic technologies’ that are particularly critical for economic
growth. Strategic technologies are sometimes theorised in terms of Kondratiev ‘long
waves™ (Freeman, 1982, 1984) or ‘technological paradigms™ (Dosi, 1984; Freeman
and Perez, 1988:; Perez, 1983, 1985). However, the 1dea of strategic technologies is

* This approach to economics is broadly neo-Schumpeterian (cf section 1.1, below). Most recent
discussions usually describe the approach as ‘evolutionary economics’, a name which (as far as I am
aware) was coined in Nelson and Winter’s (1982) book, An Evolutionary Theory of Economic
Change. However, other traditions have fed into the modern literature, including approaches based in
the idea of Kondratiev ‘long waves’ (eg Freeman, 1982; 1984) which are sometimes described as
“alternative’ or ‘new’ economics.

* Long waves are economic cycles, and it is a matter of dispute among economusts whether these
cycles are detectable in economic data (cf Freeman, 1982; Miles and Robins, 1992) . Although
Kondratiev’s name is always associated with long wave theory, it is Schumpeter’s (1939) use of the
idea which is influential. (cf Freeman, 1982, pp 207-8, who also suggests that Kondratiev didn’t
even invent the initial idea which should be attributed to a Dutch Marxist called van Gelderen).
Miles and Robins (1992, p 8) suggest that the Freeman/Perez version of Kondratiev long waves 1s the
most robust of recent conceptualisations: ‘Long waves are now interpreted, if considered at all, in
terms of the succession of “new technology systems” or techno-economic paradigms’ associated with
‘technological revolutions™.’

* The idea of technological paradigms was introduced by Giovanni Dosi, inspired by Kuhn’s (1962)
idea of scientific paradigms. Dost (1984, p 14) says: ‘In broad analogy with the Kuhnian definition of
a “scientific paradigm”, we shall define a “technological paradigm” as a “model” and a “pattern” of
solution of selected technological problems, based on selected principles derived from natural sciences
and on selected matenal technologies.” The idea was further developed by Carlotta Perez in the idea
of a ‘techno-economic paradigm’, focusing on the ability of socio-economic organisations to match

the style of the paradig_m (Perez, 1983, 1985). Freeman and Perez (1988) relate techno-economic
paradigms with a version of Kondratiev’s long wave theory.
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politically effective beyond its value for economic theory, as the following passage

(the opening sentence of Martin and Irvine’s influential book Research Foresight
(1989, p 1)) indicates:

There is now remarkable international consensus that emerging technologies within
the fields of electronics, information and communications, advanced materials and
biotechnology will have a revolutionary impact on both economic activity and
society more generally over the coming years. These generic technologies are in

the view of many (eg Freeman and Perez, 1988; Hirooka, 1986) driving a new

Kondratiev ‘long wave’ of economic development. [Emphases added]
One of the problems of strategic technologies is the problem of prediction, or of
identifying which technologies will turn out to be strategic. Martin and Irvine, and
others who have taken up the 1dea of foresight (particularly in the UK government’s
Foresight initiative), attempt to dissolve the problem of prediction through the
notion of the ‘foresight process’ (cf Henkel et al, 1999, p 190), that is, discussion of
alternative future scenarios as the context for identifying a range of possible strategic
technologies (rather than attempting to predict the technological future in detail).
This 1s a more pragmatic approach than informed, say, the fifth generation computing
programmes’ of the early 1980s which identified a single paradigm, artificial
intelligence, as the future of information technology. Nonetheless, although 1t may
provide a means of dealing with the difficulties, strategic scenano planning does not
entirely dissolve the problem of prediction, and it leaves untouched the question of

how technologies are evaluated (how actors judge technologies).

Other approaches to technology transter do not particularly prioritise strategic
knowledge, but ask instead about the relations between different sites of knowledge,
in respect of any sort of exploitable knowledge. For example, in a triple helix
model, the interest 1s in analysing new forms of knowledge production as a co-
production of government, industry and academia. On this approach it is argued (eg
Leydesdorff and Etzkowitz, 1996, p 21) that new collaborative institutional forms,
which are removing the old boundaries between industry and university, act to
dissolve the problem of technology transfer:

Knowledge is no longer transferred, but co-developed.
However while 1t may indeed be true that some specific local boundaries are

weakened or even disappear, and while from a normative point of view this may be

* 1 discuss fifth generation computing programmes at several points, but especially in Chapter Seven.




Vaux, J. Chapter One 9

the best way to do it, it is less clear that 1t dissolves the general problem. Even if the
distinction between universities and industnal research labs were to disappear, there
will still be different social groups with different interests in the knowledge under

6

production.” The question would then still arise, how do these different groups
relate or communicate? Furthermore, the problem of how different groups relate is
connected with the question of how technologies are evaluated. This is evident in the
way 1n which Leydesdorff and Etzkowitz attempt to dissolve the problem of
technology transter. The co-development of knowledge, they suggest, means that
‘code’ 1s shared. And they explicate the idea of ‘code sharing’ by contrast to a
situation where code 1s not shared, in an ‘older model’ of university-industry

relations (p 21):

| The older model] assumes that each of the partners will assess the collaboration

and negotiation in terms of its own code.’
By contrast, newer models of industry-university relations are said to be dynamic,

unstable and reflexive (p 23):

The future location of research is expected to be found in the interaction among

different contexts.
The triple helix 1s thus explicitly presented as a destroyer of group identity.
Technology 1s no longer ‘transterred’, because it 1s produced in temporary
collaborations which constitute both researcher and client. This conceptualisation
partly depends on transforming any 1deas of local interests, values and knowledge
(and so on) into local ‘codes’, a trope that implies that social change is tantamount to
rewriting computer code. It may be asked whether this does not too easily dismiss
the differences between social groups in the context of technology transfer. By
contrast, a knowledge flow model (eg Faulkner and Senker) retains the notion of
different sites of knowledge 1n a way that implicitly retains the importance of social
groups, and also recognises a problem of communication between groups. However,
because this problem 1s theorised 1n terms of a typology of knowledge, it does not
provide an obvious way of problematising local interests, values and knowledge (1

return to this point and argue i1t in more detail in section 1.2).

¢ Levdesdorff and Etzkowitz themselves emphasise (p 22) that ‘a triple helix is by nature unstable’.

" They spell out the relationships of the older model (pp 21-22): ‘For example, a university
department has to balance its relations with relevant partners against teaching obligations, high-level
publications, and other academic objectives. The industrial partner is interested in the transfer of
insights in terms of strategic and operational profits from the perspective of the business, while
government is expected to orchestrate, but not to intervene in this collaboration. Thus, each partner
assesses the collaborative efforts 1n terms of its own institutional codification.’
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Some of the problems that I have 1dentified 1n this section, including questions of the
evaluation of technology, of communication between social groups and of social
change, are reflected in sociological discussions in science and technology studies (or
STS). In particular, problems of technological evaluation may be approached through
discussions about the social construction of technological identities which already
raise questions of relations between social groups (cf the discussion in section 1.2,
below). The affinities between STS and some other approaches to technology

transfer have been noted in the literature. Faulkner and Senker (p 26) suggest that:

Policy-oriented research on industry-PSR linkage grew out of the sister fields

which emerged during the 1960s - science studies and science policy.

Van den Belt and Rip (1987, p 136), writing from an STS perspective, claim:

[Bloth the Nelson-Winter-Dosi model and the social constructivist approach

developed by Pinch and Bijker share a common inspiration, which can loosely be

called evolutionary thinking.
There have been several attempts to show links between evolutionary economics and
actor network theory (ANT)." Books such as Technological Change and Company
Strategies (Coombs et al, 1992) bring together STS authors (such as Donald
MacKenzie and Michel Callon) with researchers from a vanety of policy,
management and economics backgrounds.” The editors present the alliance 1n terms
of congruences particularly between evolutionary economics and actor networks (p
3):

[Wlhere the evolutionary economist sees a stable natural trajectory, the sociologist

sees a hormalised irreversible techno-economic network: where the evolutionary

economist sees a radical innovation, the sociologist sees ruptured networks and the

emergence of new networks.
However, the claimed alliance is not limited, on the STS side, simply to actor
networks. In a paper in the same volume, Callon (1992, p 72) talks of the need for
showing mechanisms of both ‘irreversibilisation’ and ‘reversibilisation’, citing as an
insight into the latter, social shaping and social constructionist approaches in STS

(specifically Bikjer et al, 1987; MacKenzie and Wajcmann, 1985).

8 Actor network theory 1s an approach within STS associated with Bruno Latour, Michel Callon,
John Law and others.
* Callon has also contributed to more specifically economic collections; for example he has a paper on

“Variety and irreversibility in networks technique conception and adoption” in a volume called
Technology and the Wealth of Nations (Foray and Freeman, 1993).
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In the following two sections of this chapter I survey some discussions selected from
the literature as being pertinent to the question of a sociological (specifically an STS)
contribution to discussions of technology transfer, and which also may illuminate
some issues already noted in this section, to do with the evaluation of technology and
communication between social groups. In section 1.1, 'Evolutionary economics,
uncertainty and the evaluation of technology', I explore the way in which the
uncertainty of technological development is located within the context of an
economic analysis of the impact of technological innovation. I ask how this
compares to accounts (in the STS literature) of the uncertainty of technological
development based in the social shaping of technological identities. In section 1.2,
'Dissemination, local knowledge and social groups', I ask how the same sort of social
shaping arguments bear on problems adduced in policy study models of technology
transfer. I then critically question the social shaping analysis in terms of a challenge
to the prionty of social-group identity, made by Latour (1987). I conclude, in
section 1.3, with a preliminary exploration of the idea that technology transfer may

be conceptualised as communication between discursive communities.

1.1 Evolutionary economics, uncertainty and the evaluation of technology

In the previous section I suggested that contemporary interest in how technological
innovations are diffused is based on a prior assumption about the wealth-creating
power of new and advanced technology. This assumption 1s now 1ngrained in UK
and other national policy documents, but appears to be a relatively new 1dea both in
policy-making and in mainstream economics (cf Rosenberg 1994).">  The power of
technological advance to shape economies has been explicitly argued by alternative
and evolutionary economists (Nelson and Winter 1977, 1982; Freeman 1984; 1988a
and b; Perez 1983; Freeman and Perez 1988; Dos1 1982; 1988, Coombs et al, 1987,
1992) The identification of technological advance as a cause of change may be open
to the criticism, made for example from a ‘social shaping” perspective (Bijker et al,

1989; MacKenzie and Wajcman, 1985), that it fails to grasp the importance of the

'® The economic historian Nathan Rosenberg comments at the beginning of his book, Exploring the
Black Box (1994, p 9): ‘It 1s no longer necessary for an economist to apologise when introducing the
subject of technological change. That 1s, in itself, a (modest) cause for celebration, since the situation
was very different as recently as forty years ago. ... Although sympathetic readers of Marx and
Schumpeter had learned to attach great importance to technological change as a major impulse -

perhaps the major impulse - in generating long-term economic growth, such an awareness had not yet
rubbed off on the dominant academic traditions of western economics.’
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social assignation of meaning in determining whether and how technologies are taken
up. In this section I begin by looking at the way that issues of assessment and
acquisition of technology are treated within a broad argument for the economic power
of technological advance, and then explore some issues of uncertainty raised by a

social shaping critique.

Arguments for the economic power of technological advance tend to follow
Schumpeter (1942) who spoke of technological advance as introducing ‘gales of
creative destruction’ into an economic system, providing the explanation both of
destabilisation and of growth. The argument is based on a critique of ‘orthodox” or
‘neoclassical’ economics which supposes an economic equilibrium. Neo-
Schumpeterians argue that economic systems are prone to discontinuities and they
1dentify technological advance as the cause. In this brief outline of the argument, 1
shall rely mainly on Nelson and Winter’s influential book (1982), An Evolutionary
Theory of Economic Change. Nelson and Winter attack, as the two 'pillars' of
orthodox economics, the assumption that firms always act to maximise profits, and
the hypothesis of an equilibrium 1in economic systems. Following Schumpeter, they
see technological advance as the key to discontinuity; and they question traditional
accounts of the acquisition of technological knowledge, with the help of concepts
from Herb Simon (1947), Michael Polany1 (1967) and others. Nelson and Winter
(pp 59-65) are particularly critical of the way in which orthodox economics tends to
treat ‘knowledge’ as just one more factor of production. In the abstractions of
orthodox economics, they argue, rational companies can tell what will be the outcome
of their investment: companies are assumed to be ‘all-knowing’. This does not
mean that actual companies are supposed to know the effects of their choices, but
that the market behaves as if they do (this 1s ‘the invisible hand’ at work). Nelson
and Winter (pp 202-4) reply that real firms are not all-knowing; nor does the

economy behave as if they were.

Following Simon (1947), Nelson and Winter replace the orthodox description of
corporate behaviour (rational selection across a known set of choices) with the idea
that companies search for solutions in an 1ll-defined search space. They emphasise
(pp 171-2) that such searching will be inherently uncertain, that it will be contingent

on the local historical context, and that it will be 1rreversible insofar as the cost of



Vaux, J. Chapter One 13

search will mean companies have an investment 1n any chosen path. Here
‘uncertainty’ is adduced in comparison with the standard of full knowledge set by
orthodox theory, but there is also a reflexive sense of uncertainty since individual
firms are second-guessing the behaviour of firms in general."! Nelson and Winter’s
model of the behaviour of firms 1s based on the following of routines, which are good
enough,”” and which tend to be followed for as long as they work.® The behaviour
of firms faced with the need to assess and acquire new technology is therefore crucial
to economic discontinuity. In a later paper, Nelson (1987) compared technological
advance to a horse race: some technologies and companies will win and some will

lose; advance happens because the horse race takes place.'

There have been a number of responses to the 1deas of evolutionary economics by
sociologists working in science and technology studies (STS). Some of these”
(Pinch and Biker 1987, van den Belt and Rip, 1987; MacKenzie, 1990; 1992) are
based on a critique of Nelson and Winter’s notion of ‘technological trajectory’™ as
implying technological determinism. Technological trajectories, according to Nelson
and Winter (pp 258-9), are based 1n ‘technicians’ beliefs about what is feasible or at
least worth attempting’. That 1s to say, the trajectories are described not in terms of

the logic of technologies, but in terms of the behaviour of technologists. Similarly,

' Because the environment includes the decisions made by other firms, there is a relevant paradox to
be found 1n game theory. As Kenneth Arrow (economist and Nobel laureate) put it in a recent book
review relating to the hield of game theory (7imes Higher Education Supplement, 23 October 1998, p
23): ‘Each entrepreneur or other decision-maker would base his or her current investments on forecasts
of the choices made by others: but these actions were in turn dependent on the forecasts made about
the original individual’s choices.” For this reason, Arrow suggests, ‘the Austrian economist Oskar
Morgenstern and the US sociologist Robert K Merton had expressed the view in the 1930s that
economic and social forecasting was impossible.’

' This 1s based on Simon’s notion of ‘satisficing’, which he explained (1969, p 36) as a pragmatic
reaction to the complexity of the economic environment: ‘Normative economics has shown that exact
solutions to the larger optimisation problems of the real world are simply not within reach or sight.
In the face of this complexity the real-world business firm turns to procedures that find good enough
answers to questions whose best answers are unknowable.’

'* The model is ‘evolutionary’ because those firms that hit on winning routines are the ones that
survive.

'* From the point of view of any individual firm, however, the greater economic good is not much
compensation for falling at the first fence.

'* It has also been argued (Callon 1992, 1993; Coombs et al 1992; Foray and Freeman 1993) that
actor network theory (ANT) has afhnities with evolutionary economics, including a common concern
with heterogeneous networks and with uncertainty.

'* The notion of technological trajectory was introduced by Nelson and Winter to help account for the
way in which technological innovation is cumulative (relatively certain) and irregular (Nelson and
Winter, 1982, pp 255-262). They suggest, for example (p 262), that given the introduction of new
knowledge which, say, made old skills obsolete, and introduced new ones, ‘[...] technical progress
would surge forward as solutions appeared to problems suddenly made relatively easy by the
strengthening of the knowledge base - only to slacken again as the new areas of search become, in
their turn, relatively well explored.’
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Giovanni Dosi, who suggests that technological trajectories are the technological
equivalent of ‘normal science’ (cf Kuhn, 1962) following from the institution of new
‘technological paradigms’, explains the trajectories (1984, p 15) in terms of a
blinding of the technological imagination to other possibilities . It is not entirely
clear why this should be taken as an example of technological determinism, except
perhaps that the technologists are seen to fail against an implicit standard of the
potential of technology. However, science studies has long been alert to hints of
technological determinism as part of 1ts inheritance from the Sociology of Knowledge,
particularly Bloor’s (1976) Strong Programme. Bloor’s approach was strongly
causalistic, initiating a search for social (or other non-scientific) causes of scientific
achievements. The Strong Programme challenged the 1dea that scientific knowledge
was the outcome simply of a search for truth. The analogous task, in the case of
technology, is to challenge the 1dea that technological advance occurs simply from
following the logic of technology. Technology 1s not autonomous, the argument goes,
but shaped by society (cf Mackenzie and Wajcman, 1985). This argument often
takes the form of the rejection of the idea that technology ‘impacts’ upon society."’
So, for example, MacKenzie and Wajcman (p 8) reject discussions of the ‘eftects’ or
‘impact’ of technology on society, on the grounds that technology 1s not independent

of society 1n the first place:

Our focus - and where our criticism of technological determinism would centre - is
on the assumption that technological change is autonomous, ‘outside’ of the society
in which it takes place. Our question is, what shapes the technology in the first

place, before it has ‘effects’? Particularly, what role does society play in shaping

technology?
This emphasis on the primacy of the social over the technical is not an obvious 1ssue

for the evolutionary economists.”

The social shaping argument, however, is not just about reversing the causal arrow.

"7 1t is not clear, however, to what extent this idea is actually held by academic sociologists and
historians of science. MacKenzie and Wajcman (1985) name Lynn White’s history of the stirrup as a
prime example of the offence, but they do this through a very uncharitable reading which takes White
to be saying that wherever there are stirrups there 1s feudalism. A better example, not cited by
MacKenzie and Wajcman, might be tn the tradition of idealist history of ideas, for example the work
of Harold Innis (1951) who argued that every culture gets a primary ‘bias’ from the technology 1t
produces.

¥ In more recent writings thts situation has partly changed, at least programmatically. For example,
Nelson and Soete (1988, p 633) remark: ‘Indeed it will be the broad societal context: including

economic, but also social and ethical factors will set the conditions within which technological
change will be adapted, even selected.’
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More importantly, perhaps, the exploration of how the social shapes technology has
led to a description of ‘the social’ not just at the level of causes, but also as the locus
of meaning. (Bijker et al, 1987, MacKenzie and Wajcman, 1985) This means that
claims about the uncertainty of technological development, in the STS tradition,
imply openness, multiple meanings, and interpretive flexibility in determining what a
technological product 1s (and what it is for). As Bijker et al (1987, p 12) put it, in

the introduction to The Social Construction of Technology:

Because social groups define the problems of technological development, there is

flexibility in the way things are designed, not one best way.
Pinch and Bijker (1987) exemplify this argument with a history of the bicycle aimed
at convincing the reader that there is nothing intrinsically ‘better’ about a modern
bicycle compared to, say, a penny-farthing, nor is there any inevitability about the
route from penny-farthing to modern bicycle. The location of optimal design, of what
the bicycle ‘means’ 1s, they argue, to be found in various social groups which have
different interests in what a bicycle is for: optimal design and technological advance

1S an outcome of social negotiation.

MacKenzie (1992) notes that, despite elements of technological determinism,
evolutionary economics stresses the uncertainty of technological outcomes. The
discussion of uncertainty in social shaping texts provides a contrast to the
uncertainty described by evolutionary economists: 1t 1s a contrast between the
freedom of decisive choice and the luck of the horse race, between the social
negotiation of outcomes and strategies to manage the overwhelming power ot
circumstance. Moreover, in the radical versions of uncertainty which each discipline

offers we may see quite divergent theorising: on the one hand the impossibility of

9

rational choice, on the other openness of meanings.” Nonetheless, evolutionary

economics and social shaping both agree on the uncertainty of technological
outcomes. Evolutionary economics, however, asserts the economic significance of
technological innovation at the same time as it points to the difficulty of prediction
and the problems that this creates for technology strategy both for firms and for

governments. Nelson and others (Nelson 1959, Arrow 1962) have argued that

' To foreshadow discussion later in the thesis (cf especially Chapter Six), this may be seen as an
example of the performance of academuc discipline based in the negotiability of theoretical concepts.
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market forces provide inadequate resources for R&D,” suggesting a need for
government action, at least in funding basic science,” if not in promoting technology
transfer. There is a difference of opinion among alternative and evolutionary
economists on the ‘sharpness’ of change brought by technological innovation, but
most agree that there are important policy implications (cf Nelson and Soete, pp
634-5).* This provides the context for a more detailed discussion of the social,
institutional and political mechanisms through which technology transfer is, or may
be, enabled. The latter discussions point again to the need for a way of theorising
relations between social groups, indicated in section 1.0. In the next section I look at
some of the ways technology transfer has been problematised, particularly in
technology policy literature, and ask how insights into the social constitution ot

meaning (discussed 1n this section) can contribute to this discussion.

1.2 Dissemination, local knowledge and social groups

I suggested previously (section 1.0), that there 1s a question whether models ot
technology transfer adequately represent social relations and communication between
social groups. Models of technology transfer are often approached through a critique
of the so-called ‘linear model’ (cf Clark and Staunton, 1989; Newby 1992; Schmoch
et al, 1993; Faulkner and Senker, 1995). The linear model may be seen as reflecting
the economic representation of technology as the creator ot wealth (as in the texts
discussed in 1.1). Indeed, the linear model is sometimes blamed specifically on

Schumpeter (Newby, 1992). Arguments against the linear model generally aim to

* Cf, for example Freeman (1993, p 25): ‘Ever since the seminal papers of Nelson (1959) and Arrow
(1962) there has been a widespread consensus that this [the financing of fundamental research] was a
clear case of market failure.” Nelson and Soete (1988, p 631) stress Arrow’s role: ‘Since Arrow’s
seminal contribution in this area some twenty-five years ago, there is general agreement that market
failure is indeed one of the intrinsic characteristics in this area and that underinvestment in R&D will
be the logical outcome of market allocation.”

2! Nelson and Winter (p 391) point out that what counts as basic and applied research 1s socially
determined: ‘Society in effect has a choice regarding what arenas of research it will define as basic
research to be funded publicly and guided by the tenets of a scientific discipline, and what areas 1t will
regard as applied and to be guided (if not necessarily funded) by criteria close to the values of the
organisations using particular technologies.’

22 Nelson and Soete (1988, pp 634-635) in the concluding paragraph of a concluding chapter to a
collection of papers on Technical Change and Economic Theory, remark: ‘In this volume several
authors, but especially Carlota Perez and Christopher Freeman, have proposed that we are entenng a
new era with a drastically different operative economic-technical paradigm. Not all of the authors of
this book would put the matter as sharply. But all would agree that there are important new things
going on and to be monitoring. Let the exploration go on. Let it be urged and supported. But new
government structures and public laws will be needed to support the valuable [sic] of the new, and to

constrain the pernicious.’
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provide more complex channels of tlow, so that information can pass two ways,
feedback is enabled, and so on. In diagrammatic versions of the linear model, this can

lead to increasingly baroque creations, with multiple levels and complex feedback
loops (¢t Schmoch et al, 1993; Woolgar, 1994b).

An alternative to producing ever more complex diagrammatic representations of
dissemination 1s to problematise the links and mechanisms by which knowledge is
disseminated, and several authors have approached this task. I have mentioned two
of these approaches above (section 1.0). The ‘triple helix’ model describes new
collaborative institutional forms and mechanisms in which knowledge is ‘co-
developed’ (eg Etzkowitz and Leydesdorft, 1996). This (as I suggested in section
1.0) perhaps too easily removes problems of linkages and relations between social
groups. The knowledge tlow model developed by Faulkner and Senker incorporates
the 1dea that knowledge has different locations and asks about the movement and
transformation of knowledge between organisations.” In this model, knowledge has
various organisational locations (such as educational institutions and corporate
research labs), and the authors also provide a typology of knowledge which allows
them to distinguish different sites of knowledge (such as textbooks or embodied
skills) which may be more or less available (more or less explicit or tacit) and require
different social forms of linkages (such as personal visits or reading of journals).
This provides a nuanced account of inter-organisational linkages. However, as Sanz-
Menendez and Webster (1996) have noted, this approach generates the further
question of how communicated knowledge is appropriated locally.” Faulkner and
Senker (pp 20-23), in a section on the limits to academic-industry links, mention
several ‘barriers’, including failure to communicate, differences of agenda and ‘mutual
suspicion and antagonism’. Perhaps these barriers can be conceptualised through the
idea that different social groups appropriate knowledge according to their own
purposes or interests, following Pinch and Byker’s (1987) paper (discussed 1n

section 1.1). Latour in his book Science in Action (1987), however, raises doubts

3 Faulkner and Senker (1995, p 42) talk of ‘knowledge’, both to avoid implications of a hierarchical
distinction between science and technology, and in reference to ‘the overall knowledge requirements of
the innovating organisation’.

24 In a proposal for a new COST action in social science, Sanz-Menendez and Webster (1996, Section
A) point to the need for a broader understanding of how firms and other organisations ‘cope with and
shape’ knowledge flows. They suggest: “They will share, exchange and depend on translating
knowledge among themselves. But they will also do so according to their localised needs and
capacities. These can be called distinct “knowledge constituencies™.’
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about the analytic value of ‘social groups’ as an explanation of problems in the
uptake of science and technology. In the remainder of this section, I shall further

explore these two contrasting positions on the power of social groups to constitute

meanings.

Latour challenges the analytic value of the concept of social groups partly on the
basis of his more general claim to have surpassed the Subject-Object distinction.”
But 1t 1s also an element in an important attack on what he calls the ‘diffusion model’
of the uptake of scientific knowledge or of teChnological artifacts. In his critique of
the diftfusion model Latour rejects talk of technological impact (as do Pinch and
Biker), but he also rejects talk of social shaping, or indeed any talk of ‘the social’.
The diffusion model, he suggests (1987, p 141), in fact generates the distinction
between the social and the technical:

In the diffusion model society is made of groups which have interests: these groups
resist, accept or ignore both facts and machines, which have their own inertia. In
consequence we have science and technics on the one hand, and society on the other.

... Let us go further: belief in the existence of a society separated from

technoscience is an outcome of the diffusion model.*
He proposes, in place of a diftfusion model, a model of ‘translation’, which does not

distinguish the social from the technical, or subject from object, but recognises only:

heterogeneous chains of association that from time to time, create obligatory

passage points.
In addition to these general arguments against the social/technical distinction, Latour
also has specific arguments accounting for the construction of social groups. This
may be illustrated by his tale of Eastman’s ‘invention’ of amateur photographers.
As he puts it, in a form of words designed to emphasise the novelty ot the point (p
122):

Eastman had the bright idea of inventing a new group of 6- to 96-year-olds that was

endowed with a craving for taking pictures. This enlistment depended on a camera

that was simple to operate ...

More formally, ‘inventing new groups’ 1s one of the Machiavellian tactics identified

> Although this perhaps 1s more evident in later wntings, particularly We have never been modern
(1991).

25 1 ater on the same page (141), Latour spells out the implication for analyses that begin with a
rejection of technological determimsm: “Social determinism courageously fights against technical
determinism, whereas neither exists except in the fanciful description proposed by the diffusion

model.’
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by Latour in his description of the complex steps involved in the achievement of

translation. This is Tactic Three of Translation Four, ‘reshuffling interests and goals’
(p115).

To see the analytic force ot Latour’s emphasis on the invention of social groups, it is
usetul to compare 1t with an argument that makes much of the power of social

groups, Pinch and Bijker’s history of the bicycle. In particular, they claim (p 30):

In deciding which problems are relevant, the social groups concerned with the
artifact and the meaning those groups give to the artifact play a crucial role: a

problem is defined as such only when there is a social group for which it constitutes

a ‘problem’.
However, the relevant social groups identified by Pinch and Bijker, as assigning
different meanings to the bicycle, are themselves identifiable largely in terms of their

relationship to bicycles. Pinch and Bijker continue (p 30):

The use of the concept of a relevant social group is quite straightforward. The
phrase is used to denote institutions and organisations (such as the military or some
specific industrial company), as well as organised or unorganised groups of

individuals. The key requirement is that all members of a certain social group share

the same set of meanings, attached to a specific artifact. [My emphases]
The social groups actually 1dentified by Pinch and Bijker (pp 30-42) include
‘consumers’ or ‘users’, ‘anticyclists’, ‘women cyclists’, ‘young men of means and
nerve’ for whom ‘the function of the bicycle was primarily for sport’, and ‘elderly
men’. While one might argue that “‘women’ or ‘young men of means and nerve’ or
‘elderly men’ are in some sense already social groups, it 1s only insotar as they have a
relationship to bicycles that they become ‘relevant” social groups. If Pinch and
Bijker suppose that bicycles only become meaningtul insofar as cyclists give them
various meanings, where did the cyclists (somehow already cyclists) find these
pieces of metal that they then deemed to be bicycles? This 1s perhaps an
uncharitable reading of Pinch and Bijker, whose project 1s to show that engineering
considerations alone do not determine what counts as optimal design, that there 1s no
‘one best way’ (p 28). However, Latour makes an important point, which Pinch and
Bijker at best gloss over, that technological artifacts are already socially active. They

are designed to entrap allies (users) and already address (configure) potential groups
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of users.” Perhaps it is not the case that the concept of a social group (‘relevant’ or

otherwise) ‘is quite straightforward’.

The difference between Latour on the one hand, and Pinch and Bijker on the other, is
not merely one of prioritising either artifacts (engineers) or users. Each text may be
seen as taking a shightly different stance on the Kuhnian project of re-opening
scientific and technological facts, for the purposes of seeing how they were stabilised
(Kuhn 1962, p 1). Part of the power of Pinch and Biker’s paper is to do with a re-
opening, or a distancing, of a familiar object. The bicycle is an excellent case to use,
because 1t 1s difficult to believe that the penny-farthing wasn’t doomed from the
start. In convincing us that the penny-farthing (or, as it was once tellingly called,
‘the ordinary’) might have had a future, Pinch and Bijker reveal the whiggish hand of
technological history. Latour, by contrast, aims to show us all the steps by which
such a history 1s written, including all the ‘boxes’ that get closed along the way, by
the various mechanisms of recruiting allies and enrolling interests. But in doing this,
Latour often depends on a style of story-telling which, explicitly in his theory, 1s
itselt a mythic outcome of the networks, that is, the myth of the lone inventor (or,
indeed, the myth of Machiavelli).® It is not clear, then, why the fact that social
groups are, for ANT, an outcome of the networks should in itself make them less
appropriate as analytic concepts than, say, the concept of ‘power’. For everything,

including power, is surely an outcome of the networks, according to ANT.

There is one more thing to notice about the social groups adduced by Pinch and
Bijker, as well as by Latour, which 1s that they tend to be identified as social groups
insofar as they are users of a technology, be it racing cycles, safety cycles, or
Eastman’s camera. A similar point may be made 1n relation to Woolgar’s (1991)
notion of ‘configuring the user’, which shares with Latour a sense of the construction
of users and their needs, 1n this case through the technological ‘text’. However, the

problem of the identification and evaluation of technologies, especially strategic

* My parenthetical use of more Woolgarian terms is to indicate that this point can be made from

other directions than actor network theory. For the concept of ‘configuring the user’, cf Woolgar
1991).

2(8 The myth is generated by the invisibility of the masses of enrolied allies. Latour (1987, p 174)

remarks: ‘Although scientists are successful only when they follow the multitude, the multitude

appears successful only when it follows this handtul of scientists! This is why scientists and

engineers may appear alternatively endowed with demiurgic powers - for good or bad - or devoid of

any clout.’



Vaux, J. Chapter One 2

technologies goes beyond a vendor-user relationship. Among other things it involves
communication between established institutional (and quasi-institutional) groups,
including academics, policy analysts, industnal strategists, funding bodies, venture
capitalists, and so on. What 1s required 1s an approach to understanding social
groups which goes beyond the designer/user paradigm, but does not assume that

social groups are given (with their interests) from the start.

1.3 Conclusion: technology transfer as communication between discursive
communities

I began this chapter by identifying two major themes in discussions of innovation
and technology transfer: the first concerned with theorising the economic impact of
technological innovation; the second concerned with modelling links and movements
between various sites involved in the diffusion of science and technology (or, in the
term now most commonly used, ‘knowledge’). Each of these themes is broadly
associated with bodies of literature in different disciplines: the first in economics and
the second in policy studies. These themes are also somewhat indirectly reflected in
sociological discussions within science and technology studies (STS) which are
concerned with relations between the ‘social’ and the “technical’ (and I include here
those, such as Latour, who argue that this is a false opposition (cf section 1.2)). On
the topic of the socio-economic impact of technological innovation that interests
evolutionary economists, STS texts initially secemed to offer a contrary view arguing
that 1t 1s the social that impacts on the technical;, but there is also a more interesting
complementarity between the two literatures, which agree on the uncertainty of
technological outcomes, but with divergent emphases 1in describing this uncertainty
(cf section 1.1). The STS description of uncertainty 1s based in the idea of
interpretive flexibility, that no one meaning or use 1s given with (inscribed 1n) a
technological artifact, but that what an artifact 1s (and 1s tor) 1s the outcome of
negotiation between social groups of users, each with different interests. Thus
seemed to promise a notion of uncertainty that might help provide a fuller
description of some of the problems of technology evaluation and acquisition
suggested in the economic models, and at the same time to offer a means of
conceptualising local interests and “barriers’ in a way that would be useful in models

of technology transfer. However, Latour (1987) points to a problem with taking
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social groups as analytic ‘givens’, complete with interests and purposes that define
what an artifact 1s; indeed, one may as easily claim that the artifact creates the users

as a social group (cf sectionl.2).

What 1s needed 1s a way of theorising social groups which allows for the co-
production of artifact and user, as well as explaining the persistence of local interests,
and addressing the question of the local appropriation of knowledge. The notion of
discursive community 1s useful here. I take a discursive community to be one which
1s 1dentified and maintained through negotiation among members, and between
members and non-members. This understanding of discursive community 1s based
on discussions within STS which owe much to the traditions of ethnomethodology
and conversation analysis (¢t Lynch, 1993, for an overview). This approach
provides a number of concepts for analysing discursive material (which I discuss 1n
more detail 1n 2.1, below). The 1dea of discursive community lies behind notions
such as ‘configuring the user’ (Woolgar, 1991), where for example help desk staff
perform community (‘who we are’) in the formulations through which they configure
their clients. In principle, at least, the rhetorical performance of community may be
shown 1n a variety of representational practices, including the identification and
evaluation of artifacts, and the construed significance of scientific research or
technological skills (cf Cooper and Woolgar, 1993).° My working assumption, in
embarking on this thesis, is that conceptualising technology transfer as
communication between discursive communities (Woolgar, 1994b) provides a unitied
way of investigating the various questions relating to technology transfer that I have
noticed in this chapter, such as how actors judge technologies, what the “cultural
barriers’ are to technology acquisition, and how knowledge 1s appropriated locally or,

in other words, the social and epistemological bases of technology transter.

In Chapter Two, which now follows, I propose to transform the above rather
programmatic statement of aims into a coherent and detailed account ot the terms and
intentions of my thesis. I provide a more detailed description of a discursively-based
methodology (2.1), introduce my case study, on the exploitation of artificial

intelligence (2.2) and describe the evidential basis (the material and the ethnographic

1 Eor example, in a study of a committee defining software quality standards, Cooper and Woolgar
(1993) show the co-construal of what the proper concerns are about quality and who 1s properly
concerned with testing quality and formulations of who we are.
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perspective) of my case study (2.3).

23
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CHAPTER TWO
THE CASE OF ARTIFICIAL INTELLIGENCE, METHODOLOGY
AND MATERIAL

2.0 Introduction.

At the end of the previous chapter I suggested that technology transfer might be seen
in terms of communication between discursive communities. In this chapter I begin
by locating this conceptualisation within the methodological traditions of STS, and
ask how it relates to questions of technology transfer as raised specifically in terms
of my case study. I addition I address some further methodological i1ssues to do with
sources of maternal and ethnographic standpoint, which are raised by the fact that
some significant parts of my material were gathered, prior to embarking on a
sociological study, when I was more a participant than a participant-observer in the
Al industry. I conclude with a summary outline of the methodological basis of my
case study, 1dentifying the specific object of study and describing the chapter-by-

chapter structure of the case study.

[ begin (2.1) with a discussion of some approaches within STS to the use of
discursive material and associated theorisations. I address these from a
methodological viewpoint, asking what the discursive object 1s and what 1s implied 1n
terms of going about the interpretation of discursive material. More specifically, I
ask what these traditions have to offer for a study of communication between
discursive communities, looking particularly at approaches which can show the

negotiation or performance of community.

In 2.2 I introduce my case study, which relates to the exploitation of Al. I ask first
how this case relates to the broader discussion of technology transter; and second
whether and how issues of communication and performed community are germane to
this case study. I also ask whether and how substantive questions about the nature
of knowledge are relevant to a study of technology transfer, by comparing some

other STS approaches to Al as a theory of knowledge.

In 2 3 I ask what issues in practice or in principle are raised by my closeness to the
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community which I am studying. This arises because my experience as a journalist
covering the Al industry provided my imitial contact with the AI community, and
some significant sections of my thesis are based on material that I gathered not as a
sociologist but as a specialist trade journalist. I approach these issues by looking at
some anthropological discussions about the authority of the participant-observer and

the difficulties of ‘indigenous anthropology’, and ask whether and how these debates

are relevant to my own case.

Finally, in 2.4 I summarise the discussion in the preceding sections of this chapter, as
a basis for exploring the appropriate discursive objects of this case study. This

section concludes with a chapter-by chapter outline of the structure of my case

study.

2.1 Methodological issues of a discursively based analysis

To suggest that technology transfer may be described as communication between
discursive communities (as I did in 1.3) is already to locate my approach within some
strands of STS that not only make use of discursive (spoken and written) material,
but also denve a vanety of methodological and theoretical lessons from this use.
There are a number of contrasting theorisations within recent work in STS. For
example, the idea of technology as text (Cooper and Woolgar, 1993; Grint and
Woolgar, 1997, Woolgar, 1991) conceptualises the 1dentification and use of
technology as a ‘reading’, to emphasise the role of the user (the social) in determining
what a technology 1s and what 1t 1s for. In contrast, the voice given to ‘non-humans’
1n actor network theory is intended to rupture the social-technical divide (Callon,
1986; Latour, 1987, 1991). Elsewhere, Lynch (1993) criticises both Latour and
Woolgar for distancing meaning from the local production of scientific knowledge.
Such differences in theorising discurstve matenal also inform some of the
methodological choices, and the methodological and theoretical 1ssues are not easily
abstracted from each other.® In the following discussion, however, I attempt to

emphasise the methodological aspects.

To use discursive material implies more than the mere use of spoken or written

30 As Tsatsaroni and Cooper (1999) point out, this 1s particularly so insofar as STS approaches to
discourse analysis are historically based within an empirical problematic of handling data, in contrast

to the continental tradition.
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material. The use of interview techniques is common in the social sciences but often
approached in an objectivist framework, where the point is to gather data or
information, and the interviewees’ words are taken as a report and sometimes indeed
as a report on the world.” More commonly, however, interview material is taken as
a report of the subject’s views or opinions. An example from the science studies
literature 1s Mulkay and Gilbert’s (1981) use of interviews with scientists to contrast
scientists’ talk of what they do with Popper’s description of what scientists do.
More recent approaches in STS have been more concerned with the ‘performative’
aspect of discursive material, although performativity is a concept which is open to
varieties of interpretation (some of which I discuss below). The idea of discursive
interpretation has also been extended so that the discursive object is no longer
necessarily a piece of speaking or writing, but may be, for example, scientific practice
or the social world. Latour and Woolgar each transforms the discursive object of
analysis 1n a different way, Latour through a semiotically-based concept of
‘translation’, and Woolgar through a radical conception of the text/artifact as
interpretatively open, but both implying the power of language to act (cf slightly
different arguments to this effect by Lynch (1993, p 99) and by Tsatsaroni and
Cooper (1999, p 14)). Do methodological implications follow from this ‘linguistic
turn’* or do the arguments attach predominantly to questions of theorisation? In
the following paragraphs I ask what is on offer in practical methodological terms as

an approach to discursive material, looking particularly at some aspects of the work

of Latour, Lynch and Woolgar.

Actor-network theory (ANT), with which Latour has been strongly associated (in
collaboration with Michel Callon, John Law and others), presents itself initially as a
set of methodological guidelines. That is to say, ANT describes the achievement
both of scientific knowledge and of technological advance 1n terms of ‘translations’

through which actors enrol allies. The task of the analyst 1s to ‘follow the actors’.

Guidelines as to what the novice analyst might expect along the way appear to be set

' For example, in the course of a research project (EPSRC Grant GR/K 32548) that involved
interviews with university Industnial Liaison Officers (ILOs), I was shown a successful MBA thesis
that had been partly based on interviews with university ILOs. I was struck by the fact that while we
were exploring the variety of ways in which ILOs’ talk configured academics, the MBA thesis used
the same material as evidence of whether or not academics were aware of issues of exploitation, IPR,
etc. The ILOs in the MBA thesis were treated as expert witnesses, on our (STS-based) approach, the

talk of the ILOs was interrogated for the performance of social relations.
32 This phrase was possibly coined by Rorty (1967) in his book titled The Linguistic Turn, to refer to

the development of the philosophical movement sometimes called 'linguistic philosophy'
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out in Latour’s (1987) Science in Action, 1n a detailed description of the tactics and
rules of method employed by successful actors. These are followed, in the
appendices, by rules of method and principles for the analyst herself to apply.
However, the rules of method for actors are not actually a how-to-do-it guide for
entrepreneurs or scientists, but a redescription of efficacy (scientific truth or
technological advance) for the purposes of philosophical argument. Similarly the
rules of method for the analyst seem to provide a philosophical rather than a
methodological orientation to carrying out a case study. It is significant that in
Mapping the Dynamics of Science and Technology (Callon et al, 1986), which does
claim to offer a method for the study of science and technology, the method is co-

word analysis and ANT supplies the philosophical justification.

The eftectiveness which Latour describes through ‘translation’ 1s one way of
approaching the performativity of discourse. In anglophone traditions there are
other routes to performativity. The term ‘performative’ was introduced into British
‘ordinary language’ philosophy by Austin (1961) in the 1950s® who was describing
a type of utterances which are not reports, but ‘perform’ a deed (examples include ‘I
promise’ and ‘I apologise’)* . In the STS conception of performance, however, the
ethnomethodological concept of ‘indexicality’ 1s a more important root. Garfinkel and
Sacks (1970) took the name from Yehoshua Bar-Hillel™ (1956), who used the term
‘indexical expressions’ for a broad class of words (such as “here’, ‘now’, “she’, “this’)
whose meaning varied with occasion and context of use. Lynch (1993, pp 17-18)
says of Garfinkel’s use of ‘indexicality’ that it 1s ‘simply another way of speaking ot
the entire picture of social order’. The question of indexicality disappears 1nto the

ethnomethodological project, in a way that leaves virtually no gap between

theorisation and methodology (p 22):
[W]hat becomes prominent is not that all expressions are indexical but that members

3 Austin’s paper ‘Performative Utterances’ was published posthumously in a collection of his papers

edited by Urmson and Warnock (Austin, 1961). The editors, in a Foreword, say that this paper ‘is a
version, with minor verbal corrections, of an unscripted talk delivered in the Third Programme of the

BBC in 1956

3 Austin (1961, pp 233-4) argued that in abstract there 1s a clear distinction between reports and
performances, but that in practice there is a pervasive ambiguity: ‘If he had said "I feel pertectly awtul
about it”. then we should think it must be meant to be a description of the state of his feelings. If he
had said “I apologise”, we should feel this was clearly a performative utterance, going through the
ritual of apologising. But if he says “I am sorry” there is an unfortunate hovernng between the two.

The phenomenon is quite common.’ | |
3s Bar-Hillel was a pioneer in the field of machine translation, that 1s, computer translation between

one natural language and another. Bar-Hillel is also important in the history of Artificial Intelligence
as a recognised precursor to research in natural language understanding.
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manage to make adequate sense and adequate reference with the linguistic and other

devices to hand. The question for ethnomethodology is, How do they do that?
Ethnomethodological studies also provide descriptions of how local negotiation is
done that have provided a model or inspiration for some STS studies that are not
directly 1n the ethnomethodological tradition. In particular they suggest a way of
approaching the 1dea of the negotiated performance of community through the idea of
formulations of membership (cf Sacks,1972; Schegloff, 1972). Schegloff pointed to
the pervasiveness of construals of membership which can occur within conversations
ostensibly on some other matter. He explored this within interchanges about

(geographical) location (p 93), where the selection and recognition of formulations of

location can, he claims, be seen as a basis for

demonstrations of, claims to, failings in, decisions about, etc, the competent

membership [of the ‘same community’] of either speaker or hearer.
This, he goes on to suggest, provides the ‘never-ending’ possibility of the testing of

36

adequate membership of relevant communities.™ Cooper and Woolgar illustrate the
performance of community through a case study of a government-initiated project to
define a framework for assuring software quality. In this case, performance ot
community is shown by displaying the ties between decisions about what counts as
‘quality’ in software and negotiations of relevant community, appropriate skills, etc.
The analytic point (that this is performance of community) 1s made through
describing the rhetorical achievements of various actors. However, there 1s a
theoretical question about the status of such descriptions. Tsatsaroni and Cooper
(1999, pp 13-14) argue that the implication of performativity contained in the 1dea ot
performance of community is contrary to the main thrust of Woolgar’s theorisation;
and that the textual metaphor (‘technology as text’) prioritises the openness of the
text. This seems confirmed by Grint and Woolgar (p 73) who argue that showing
performance of community is only of limited value in theonsing the relation between
the social and the technical, since it can only reveal local productions of the

37

social/technical divide but not go beyond it.”* Thus while, for Woolgar, social

% Schegloff (1972, p 94) says: ‘Insofar as friendships, reputations, marriages, collaborations, etc, may
turn on someone’s competent membership in some class of members (eg “swinger”,
“anthropologist”, “good Jewish girl”, “Africanist”, etc), each occasion of the use of a place
formulation selected because of its presumed recognisability to a member of such a class 1s part of a
never-ending potential test in which persons can be shown to be inadequate members of the class, and
thereby inadequate candidates for the activity.’

' It might be argued that this begs the question of whether there is an analytic point beyond the local
production of the world. Cf Lynch's criticism (1993, pp 95-100) of Latour and Woolgar as

attempting to act as observers from Mars
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relations are based in the performance of community and negotiation of boundaries,
mundane discourse 1s transcended through a radical moment, the moment of the
‘methodological horrors’ (ct Woolgar, 1988a) and the ‘constituting reader’ (cf
Tsatsaronm1 and Cooper, p 13): interpretation is revealed to be radically arbitrary.
Methodologically this radical moment is not habitable, but suggests a meta-
methodological trap, the possibility of subverting any interpretation.

Finally, in this section, I come to the question of what this suggests for a study of
technology transfer as communication between discursive communities. The first
implication 1s that the performance of community may provide the basis for a notion
of discursive communities based in the negotiation of boundaries. The second is that
1t 1s methodologically appropriate to look for the co-production of community, of
audience and of technological identities in the communication between discursive
communities (and that this may be particularly appropriate given the
institutionalisation of technology transfer mentioned in section 1.0). The details of
how these possibilities may be transformed into a methodology specific to my case
study are discussed 1n the final section of this chapter (2.4), following an
introduction to my case study, and discussion of ethnographic standpoint (which

raises matters of further relevance to the question of analytic ‘distance’).

2.2 Case study: the exploitation of Artificial Intelligence

In Chapter One I identified, among the practical themes at 1ssue 1n discussions of
technology transfer, the evaluation of strategic technologies and the making of links
between (among others) universities and industry. In this section, I first locate my
case study in terms of some of the themes at 1ssue 1n practical discussions of
technology transfer and then explore its relevance to a study ot communication
between discursive communities. Finally, I locate my thesis 1n contrast to other

sociological studies of Al and of the proper description of knowledge.

The Al industry may be identified as making 1ts first appearance around 1980, when
it consisted mostly of small university spin-off companies (Ovum, 1984, section 3.1
of this thesis). These companies sold hardware and software products based on
research that had been under way for about two decades in a small number of high

ranking academic institutions, mainly in the US but also in Europe, especially the UK
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and France (Fleck, 1982; Ovum, 1984). The products, initially, were mainly aimed at

* and, again initially, were mostly written in an

the development of ‘expert systems’”
Al language such as Lisp (or, in the UK and France, Prolog). As an example of
technology transfer, then, this is a case of ‘knowledge-led’ innovation (Senker and
Faulkner, 1995, p 27), and its basis in small university spin-off companies was a
form considered particularly appropriate to research-based innovation (cf Segal,
Quince and Partners, 1985 ). US companies, in particular, were successful in
gaining venture capital funds (Ovum, 1986a; 1986b). At the same time, in the early
1980s, AI was 1dentified as a strategic technology in several national and international
strategic funding programmes for ‘fifth generation’ computing. These included the
Japanese Fifth Generation Computing Programme, the UK Alvey Programme, the
European Esprit programme and, in the US, the DARPA Strategic Computing
programme (these are further discussed in 3.1 and 7.2). Most of these programmes
embodied what was then a fairly new emphasis on promoting industrial-academic
links (Senker and Faulkner, 1995; Owen and Oakley, 1989) They were therefore
much more than research-funding programmes, but provided an impetus to the Al
industry, through the promotion of academic-industrial collaboration (cf 7.1). The
identification of Al as a strategic technology was therefore important to the early
success of the Al industry. The story of how this identification was made has been
told by pointing to the institutional basis of Al in prestigious academic institutions

(Fleck, 1982; 1987). However it is difficult to divorce the idea of institutional

authority from the rhetorical and discursive practices that maintain that authority.

The question of how Al was identified as a strategic technology by policy makers
(and as a growth market by industry and by venture capitalists) gained a more
practical urgency, at least for some members of the Al community, 1n the light of the
alleged ‘failure’ of Al by the late 1980s and early 1990s. I begin my case study (in
Chapter Three) with a study of the way 1n which Al vendors construe and explain
the failure of Al and how this partly depends on a construction of the history of Al
as one in which a powerful technology was oversold. This 1s an interesting starting
point because it enables me to explore how the Al industry construes its own

identity through its relationship with its customers. Most interestingly, however,

38 T shall not try to further explicate this term at this point. Cf discussion below, especially chapters
Three and Seven.
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this performed identity appears to include analyses of the failure of Al in terms of a
failure in communication (between vendors and the market, and between academics
and industry); thus it is an opportunity to explore how communication is adduced as

significant to the transfer of technology by members of the industrial AI community.

In taking Al as a case study 1n technology transfer, I am deliberately distancing my
study from the question of whether machines can think, and whether knowledge is
inherently social, and similar 1ssues which have usually been the focus of sociological
studies of AI. Collins (1987), for example, suggests that Al researchers and

sociologists of knowledge share a common subject, knowledge;” and he offers a

0

typology of knowledge as a contribution to the common discussion.* In his later

book, Artificial Experts (1990), Collins rejects approaching the discussion through a

1

typology of knowledge.” Instead, he offers a re-reading of the question of machine

intelligence in terms of social interaction (p 13). The issue is still taken to be the
claim that machines can think, and Collins develops an alternative description of
knowledge based in human action. Woolgar (1985; 1987) 1n a response to critics of
AT such as Coulter (1983) argues for the retention of the sceptical stance and sees the
Al debate as a contest between alternative essentialist accounts of what it 1s to be
human. While this study distances itself from the substantive debate, Woolgar
nonetheless takes it that Al is about building intelligent machines. Against all these,
may be put the suggestion of the philosopher Hilary Putnam (1988, p 277) that,
while Al researchers tend to believe in machine intelligence, the building of intelligent
machines is at best a notional aim of Al research. In terms of my ethnographic

perspective (cf 2.3) my starting point 1s similar to Putnam’s. Methodologically,

* Collins (1987, p 329) says: ‘Self-imposed evaluative neutrality is less easy for the analyst to
maintain in the case of Al than in other areas of science because both Al and recent science studies
share a topic: knowledge. This means that the findings of the whole research program of modern
science studies, as well as specific studies of Al, have implications for what Al researchers are trying
to do, whereas for most science and technology the visitor from science studies can be an onlooker, 1n
this case he or she is also an expert, a knowledge speciahst.’

* Interestingly, Collins’ typology had included the suggestion that knowledge moves from the “tacit
to ‘the explicit’, which is directly contrary to the suggestion made by Dreytus and Dreytfus (1986)
that only novices make use of rules. Collins, like several of the texts referred to in Chapter One of
this thesis, makes use of Polyani’s (1967) concept of ‘tacit knowledge’ (including Nelson and
Winter, 1982; Faulkner and Senker, 1995). ‘Tact knowledge’ 1s generally treated as knowledge
which happens not to be made explicit. The phenomenological notion of “embodied knowledge’ by
contrast, which is presumably informing Dreyfus’ typology, is of a knowledge that 1s not available to
explicit intellectualisation (ct Merleau Ponty’s Phenomenology of Perception, 1945).

‘! Taking Dreyfus’ approach to the typology of knowledge as his example, Collins (1990, p 21)
suggests that such typologies tend to lead to a dichotomy between scientific and practical knowledge,

which creates ‘too much discontinuity between classes ot knowledge’

?
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however, the question of how or whether ascriptions of “intelligence’ entered into the

communication of the identity of Al 1s part of what [ am investigating.

2.3 Ethnographic standpoint and the availability of material

The material I am drawing on for this thesis includes textual and interview matenal
that I list in more detail later (section 2.4). My starting point in collecting matenal,
however, has been my experience as a trade journalist specialising in the field of Al
for nearly ten years (1984-1993). This covers most of the period of the rise and fall
of the Al market (which I discuss in some detail in 3.1). Over this time, 1
interviewed representatives of practically all the industrial companies active in the Al
industry in the UK, as well as many from the USA and France (and some other
European countries).* I also interviewed many Al academics (again, mainly from the
UK but also some from the USA, France and other places). I attended most of the
major UK Al conferences (particularly the industrially oriented ones) and several 1n
the US and France. As the editor (and main author) of a monthly Al newsletter
(Machine Intelligence News), I was dealing from day to day with press releases
concerning Al products and companies (which were the bread-and-butter matters of
the newsletter), as well as other relevant topics such as national and international
funding programmes. From 1992, when I became publisher of the newsletter, I also
became a member of the Al Vendors’ Association (since my newsletter was itself one
of the service products associated with the Al industry). This has given me a wealth
of material, but also constitutes a significant methodological problem to do with
ethnographic distance. In the next few paragraphs I explore some of the problems of
‘native’ or ‘indigenous’ ethnography (cf Fahim, 1982) and ask how they may apply
in this case. I conclude this section by locating the matenal that I gathered as a

journalist within the broader scope of material that I use 1n this thesis.

Ethnographic studies have traditionally been seen as involving a balance between the

experience of the insider and the authority of the outsider, exemplitied in the figure of

2 As [ discuss further in 3.1, the first and most important location of the Al industry was in the USA.
However, both France and the UK had an early and important local Al industry and market. The
most evident gap in my material is the experience of Japanese companies. The Japanese industry and
market was also an early and significant one. However, Japanese companies did not tend to try to sell
into European and North American markets (one exception being an effort by Hitachi in the late
1990s. which I discuss in 3.1; another being the ill-fated Prolog machine, launched to rival American
Lisp workstations, which was removed from the market almost as soon as it was launched).
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the ‘participant observer’. This i1s sometimes stated as an opposition between

subjectivity and objectivity. As Chfford and Marcus (1986, p 13) put it:

Since Malinowski’s time, the ‘method’ of participant-observation has enacted a
delicate balance of subjectivity and objectivity. The ethnographer’s personal
experiences, especially those of participation and empathy, are recognised as

central to the research process, but they are firmly restrained by the impersonal

standards of observation and ‘objective’ distance.

However, the 1dea that objectivity 1s a characteristic of location, of being an outsider,
may be challenged by stories which show that outsiders may simply and grossly
misunderstand what 1s going on. This was shown, for example, by Soraya Altorki, a
US-trained anthropologist who returned to her home (Saudi Arabia) and carried out a
study of women like herself, from elite families. Altorki (1982) claims that only by
being one of the women (as she anyway was)” could she gain access to material that
provided evidence of the structural power of Saudi women in making marriages and
so controlling inter-family links. She contrasts this (p 171) to the “sociological myth’
that Arab women are passive objects of exchange in marriage arrangements. The
point here is not that the insider is in a position of epistemological privilege™ , or that
the Arab women’s self-view cannot be challenged. Indeed, there may also be
limitations on what an insider gets shown simply because she is an insider. Fahim

and Helmer (1982, p x1x) point out:

[T1he local anthropologist may not be taken seriously by informants if he probes
types of behaviour that informants view as commonly shared knowledge, such as

marriage customs, or he may be considered intolerably crude in broaching other

topics, such as sexual practices.

There is, they suggest, room for the ‘rude foreigner’ described by Elizabeth Colson

(quoted p xix; cf Colson, 1982)",

who would be able to crash through barriers and ask the kinds of questions that may

not be appropriate. People are willing to respond since they realise that the

2 Altorki (1982, p 169) does point out that she returned ‘somewhat of a stranger to my own culture’.
and had to reassume the role expected of her.

“ The point is more to do with access and acceptability than the foundations of knowledge. Altork
(1982, p 172) says: ‘I believe that only a female native anthropologist can possibly have some easy
access to the data needed, although I am prepared to admit the possibility that a foreign female
anthropologist might, under most favourable field work conditions, also gain such access in the long
run. But in how long a run?’

1S Fahim and Helmer’s paper is the introduction to a volume (Fahim, 1982) based on a symposium
(sponsored by the Wenner-Gren Foundation for Anthropological Research, held in July 1978 in Burg
Wartenstein, Austria). Elizabeth Colson is one of the contributors to the volume, but the comment
about the ‘rude foreigner’ is not in this paper and was presumably made during discussion In the

symposium.
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anthropologist, a sort of ‘innocent child’, does not know.

Where does this leave the questions of objectivity and ethnographic distance? The
above discussion suggests that there are different benefits and dangers for ‘insiders’
and tor “outsiders’, which require to be taken into account in any ethnographic field
study. However, it offers no guarantees to either insiders or outsiders merely on the
basis of their location. It leaves open the more general question of the possibility of
ethnographic distance, and whether insiders may not still be at a disadvantage in
Interpreting their own culture. It is worth noting, from the example cited in the
previous paragraph, that Altorki had spent time ‘outside’. Indeed, it is only because
she had been trained (in the West) as an anthropologist that she could address the
question of the adequacy of Levi-Strauss’s kinship structures as a description of the
social power of Saudi women. The question, otherwise, would simply not have
arisen. This 1s not to smuggle anthropology back in again as a source of knowledge,
but to reintroduce 1t as a possible source of questions, hypotheses and

Interpretations.

[f objectivity 1s not guaranteed by the poles of location (“inside’ or ‘outside’), is it to
be found at the boundary? Crapanzo (1986), in an essay that accuses
anthropologists of bad faith in so far as they believe they can be objective (the

‘ethnographer’s paradox’), points to the signiticance of boundary-making in attempts

to understand another culture. He says (p 52):

The ethnographer ... marks a boundary: his ethnography declares the limits of his

and his readers’ culture. It also attests to his - and his culture’s - interpretive

power.

In a similar point, Woolgar (1988b) describes ethnographers as crossers of
boundaries. Again, this is in the context of no longer looking for objectivity, but
retaining a search for the source of ethnographic distance. The question then

becomes, how easy is it for the insider to mark and maintain boundaries?” The
question of marking or maintaining boundaries 1s particularly pertinent in my own

case since, unlike Altorki, I did not approach the field of Al as a trained

 Geertz (1983, p 151) observes: ‘We are all natives now, and everybody else not immediately one
of us is an exotic. What looked once to be a matter of finding out whether savages could distinguish
fact from fancy now looks to be a matter of finding out how others, across the sea or down the
corridor, organise their significative world.” Most people, however, do not address the question of
how significative worlds are organised. We may all be natives, but we are not all anthropologists

(either indigenous or visiting)
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ethnographer. Altorki had available a contrast between ‘being an anthropologist’ and
‘being one of the women’, performed through an understanding of the difference
between questions which were relevant to each community.” For example, as an
anthropologist, questions of the likely benefits of different marriage links were only
relevant (only discussed in her paper) insofar as they were questions that were
decided by the women; she may have had strong views on who should marry whom,
but we see no trace of this in her paper.* On the other hand, although I may not
have had ethnographic training at the time, I came to the field of Al as an outsider, in
two senses: 1 was a journalist and I had (previously) trained as a philosopher.
However, it ethnographers are crossers of boundaries it does not follow that all
crossers of boundaries are ethnographers. Both these backgrounds contributed
different ways of constituting myself as different, and highlighted slightly different
problems in my attempt retrospectively to recast ten years of my life as an

ethnographic field trip.

As a journalist, I began specialising in the field of Al in 1984 when I worked on an
engineering trade journal® and I began to focus exclusively on the field in 1985, when
[ became editor of an Al newsletter called Machine Intelligence News (MIN). This
newsletter covered the AI” industry, including product announcements, company
news, the development and implementation of applications, government initiatives,
and the views of various market and strategic analysts. It was sold by subscription
only and the readership (which was never more than a few hundred) consisted of
people already with some interest in Al, including members of corporate Al R&D
departments, market analysts, and Al vendors and consultants. Because the

newsletter was about and for the industrial AI community, this minimised the sort of

‘7T am not suggesting that the availability of this contrast solves the problem of marking boundarnes
in Altorki’s case, merely that it is one of resources available for managing the problem. Altorki’s
point, however, is to cast doubt on the very notion of ‘indigenous anthropology’. She says (1982, p
174): ‘At no point in the analysis of my data have I found that the methods and theoretical
perspectives developed in social anthropology were inadequate tor an ethnological, cross-culturally
meaningful, interpretation of the position of women in my own society.’

8 This sort of distinction is deliberately blurred by anthropologists concermed with the meeting of
autobiography and ethnography (cf papers in Clifford and Marcus, 1986; Okely and Callaway, 1992).
® Engineering Today, published by Haymarket. In the three years I was there, this successively
changed its name to Technology, then New Technology, betore being closed down in 1985.

50 Until about 1987, MIN covered the Al industry in the terms described in the first paragraph of this
section, which might otherwise be described as ‘symbolic AI' (I discuss this in Chapter Five). Later
in the 1980s, when products and applications of artificial neural nets began to appear, I also covered
that. By the late 1980s, I extended the coverage over new interface technologies such as virtual

reality.
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journalistic boundary crossing that might have been involved if T had been writing for
a publication with a more general readership.” I did not, for example, provide
parenthetical explanations when I used technical or insider terms, as would be
necessary in a more general publication.” On the other hand, I performed a
boundary-crossing role within the industrial Al community, providing a medium of
communication between sub-communities. This was evident, for example, when I
interviewed Al vendors who spoke to me in order to communicate with my readers
who were their potential customers, while I attempted to gather the information that
[ thought my readers would want (I discuss some examples of this in 3.2). Despite
these iternal divisions however, the readership can be seen as a performed
community, and the issues and questions covered by MIN reflected this community.
Relevant (and pressing) questions included the extent to which any ‘real life’
applications of Al had been or were about to be implemented, whether and when the
market was going to take off and, finally, what went wrong (why did the Al market
fail?). As ajournalist my interests (in the sense of questions I understood to be
relevant) largely coincided with the interests of the industrial AI community.
Perhaps my philosophical identity can introduce a sceptical difference? As a
philosopher, I came to the field of AI with an interest in what I took to be the
philosophical issues raised by Al in particular its claims about intelligence.”
However, these turned out to be at best marginally relevant to the newsletter.® In
this respect, I am like the indigenous anthropologist who sees how much outsider
anthropologists misunderstand (cf my comments on the sociological literature on Al
in 2.2 above). Nonetheless, like Altorki (1982, p 174), I do not see a problem 1n

principle 1n applying my more newly learned sociological skills to material gathered

> One example of this was when I tried to interest New Scientist in a story about the first ‘real-life’
implementation of neural networks (in an airport security device). For readers of MIN, the question of
whether, how many, and how successfully Al programs were going into implementation was a major
story throughout the late 1980s. But 1t was not a story for New Scientist

*2 On journalist training courses we were taught that parenthetical explanations should always be
provided as if the reader had no specialised knowledge, and more knowledgeable readers would
simply read over or ignore the parenthetical explanations. To have included such parenthetical
explanations in MIN, however, would have distanced it from its readers. Similarly Engineering
Today would never have explained engineering terms that might have required explanation in a
national paper. This is one of the ways in which the trade press performs community.

** | published one academic paper (Vaux, 1986) in which I argued against the Al conception of mind,
but also that Al and philosophical contributions to the Al debate were not engaging in the same
issues. A much developed version of the latter argument 1s contained 1n Chapter Six (section 6.1) of
this thesis.

4 T occasionally included brief reviews of new contributions to the Al debate, but I always felt this to
be a bit of a self-indulgence. My connections with the journal A/ and Society gave me some context

for continuing to explore these interests.
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while I was a journalist. Also like Altorki, however, I need to point out some

specific practical issues in relation to the gathering of material.

As a journalist, I spent a great deal of time interviewing various significant figures in
the industrial AI community, particularly senior executives in Al start-up companies.
[ tape recorded these interviews (as I would a sociological interview), but in general |
neither transcribed them fully nor kept them for any length of time after I had
extracted what I wanted for the immediate purposes of a story. On journalist
training courses we were taught to keep notes and other material for six months in
case of libel charges. As a philosopher, I had a tendency to notice arguments that
reflected philosophical issues and a sensitivity to anti-philosopher jokes.*

However, philosophers have no concept of observational material, and I kept no field
notes of any of these conversations (although I had in mind, for most of the time, the
idea of ‘one day writing all this up’). Some of this maternial, therefore, is not
documented and may not be reliable in detail, although it has as much reliability as
some other published autobiographical matenal. I therefore make use of some of my
undocumented memories, but always make 1t clear (eg by using such forms as ‘I
remember ...”). However, since I was writing a monthly newsletter from 19835 to
1993, I do have a great deal of textual evidence of the stories of moment and how
they were handled. The final year of the newsletter overlapped with the first year of
writing this thesis, and for this period I do have much better documented material,
including interview transcripts and field notes of a Prolog users’ conference (I make
use of this maternial particularly in Chapter Three). In addition to the matenal I
gathered as a journalist, much of this thesis is based on written material (published
and unpublished) which provides examples of explanations of Al in different

contexts and to different audiences. This is the major documented base of the larger

part of this thesis.

2.4 Summary: explanatory practices

In this chapter I have explored what it might mean to study technology transfer as
communication between discursive communities, in terms of the methodological

traditions of STS (section 2.1) and some of the specific technology transfer 1ssues

H——“ . . . .
s For example: 'Well philosophers haven’t got very far with this subject in two thousand years'’
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raised by the case of Al (section 2.2). Discussion of the methodological tradition
provided a notion of ‘performed community’, an idea which was also raised in the
slightly different context of the question of my own ethnographic position (section
2.3). In this section, I try to draw some of these issues together and to ask what the
lessons are for this case study. In particular: what are the discursive objects of my
case study and how should I approach them? The point at issue is communication
between discursive communities, and therefore it is not enough simply to explore the
performance of a single community. I need not only to look at the industrial Al
community, but also at the academic Al community (and probably several other
communities besides). How does each construe their own identity and the identity
of A, and how (since the 1ssue is communication) do they construe one another? If 1
focus on how each performs community, however, there is a danger of making 1t
seem as 1f communication is impossible. To show the negotiation of a ‘we’ and of an
‘other’, 1s to show the negotiation of boundaries and of difference. The point,
however, 1s to show how communication 1s possible, as well as the difficulties
involved. In particular, since this 1s a study of technology transfer, the point is to
show how communication about science and technology (what 1t 1s, what 1t 1s for,
how it may change things) is possible. The solution, therefore, 1s to look at how
scientific knowledge or technological advances are described and explained by
different communities, particularly how they are described between communities,
and then to read these descriptions for the performance of community. In the next

few paragraphs I discuss some of the methodological implications of this.

[t is important, first, to note a problem 1n using the phrase 'technology transter’,
which is often taken to imply a hierarchical distinction between science and
technology, and a unidirectional, linear model in which science 1s done in universities,
transformed by industry into technological products, and then disseminated (cf 1.2).
Many authors have introduced other terms in which to conceptualise the knowledge
used in innovation (cf Faulkner and Senker, 1995, pp 213-227). Nonetheless 1t
seems to me valuable to retain the phrase 'technology transter' to refer to
institutionalised political practices for supporting technological innovation at a
national level, as well as corporate practices of identifying, evaluating and marketing

innovatory processes and products. In this narrow sense, only Chapters Three and

Seven of my case study deal directly with technology transter. It is central to my
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analysis, however, that technology transfer should be located within a broader
context of practices of communication and explanation. Academic explanatory
practices, addressing a variety of audiences, are particularly relevant in a case of
technology transfer which was research-led and which, on the basis of academic
research developments was claimed to have revolutionary social and economic
implications - as was the case with Al. Chapters Four, Five and Six all address
communication between discursive communities, within the broader context of
technology transfer, largely within and between academic disciplines and subfields,

but also in relation to more general audiences.

I use the term ‘explanatory practices’ to refer to discursive practices of describing
and explaining. My interest is in whether and how such explanations may perform
more than they overtly say (eg descriptions which act to do more than simply
describe). More specifically, I am interested in whether and how they perform
community and configure the audience. It 1s important therefore to present any
explanatory practices that I study in terms of location, context and audience. To
give an initial indication of what I mean by these terms: by ‘location’ I mean the
location of author or speaker or producer of the text, perhaps 1n institutional terms
(for example, Al academic), by ‘context’ I mean the site of the explanation in a
material sense, that 1s the type of publication (eg textbook) or discussion (eg
interview) in the understanding that there are complex pertormed conventions
appropriate to different contexts™ ; and by ‘audience’ I mean both the intended and
configured audience. The category of “audience’ is not straighttorward, and I am
using a distinction between ‘intended’ and ‘configured’ that needs some explanation.
The intended audience, I take it, 1s the audience of publishers’ contracts, or the
audience the author personally wishes to intfluence or to produce. A configured
audience, on the other hand, has to do with mechanisms of capture. This 1s largely
following the description given by Woolgar (Cooper and Woolgar, 1993; Grint and
Woolgar, 1997, Woolgar,1991), where the user is contigured partly through internal
textual mechanisms and partly by various commentary resources (marketing matenal,
reviews, visions of the inventor, etc). However, 1t 1s not clear what the equivalent of

commentary resources would be 1n the case of explanatory practices, since relevant

6 However, there are are further senses of 'context” which may also be relevant, including, for
example, historical context (eg the way computers were talked about in the 1950s), and programmatic

contexts (eg the context of the ‘need’ for a national IT programme).
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commentary resources would themselves be explanatory practices.”” It should not be
assumed that any particular location, context or audience can be determinately
defined, since these identifications will always be negotiated outcomes and as such a
potential object of study. Nonetheless, there are some institutionalised and relatively
stable categories at 1ssue here (such as ‘sociologisfs’ and ‘textbooks’), and I assume 1t

will usually be relatively easy to make a preliminary identification.

A study of explanatory practices has a number of immediate advantages in tackling a
case study of the exploitation of Al. First, as an academic field, Al has been
explaining itself in different contexts to different audiences for several decades.

Much of this material 1s surprisingly available, partly because this is a community
with a strong sense of its own history. Even the sort of material that might in other
case studies have to be sought out in archives 1s available on the net (for example, the
text of the funding proposal for a summer school held in Dartmouth in 1956, often
described as ‘the first Al conference’, 1s published on the web page of the Al
researcher who was its main author, John McCarthy). Secondly, a public debate
with academics from other disciplines has been ongoing also for several decades.

This debate allows an analytic switch of location, to study explanations and
descriptions of Al from other disciplinary locations, and also provides one sort of
example of communication between different discursive communities, and a study of
contested identifications. Thirdly, the project to launch Al on the market was both
discussed and carried out at least partly in papers and seminars directed at industrial
researchers (cf Chapter Seven). In addition, the identification of Al as a strategic
technology and as the future of computing has left at least some traces in publicly
available material, including programmatic lobbying (eg Feigenbaum and
McCorduck’s (1984) The Fifth Generation), committee discussions (eg the report of
the Alvey Committee (DOI, 1982)), and histories told by interested parties (for
example Brian Oakley’s post mortem on Alvey (Oakley and Owen, 1989)). Finally,
stories of the failure of Al, and what went wrong, were told by many in the industnal
Al community in the early 1990s (and this 1s available to me in matenal that
gathered as a journalist). These stories not only provide a further location from

which the identity of Al is told, but adduce an explanation of the failure as a failure in

57 That is. if an explanation does not convince further explanation may be required, but not usually
explanation of the explanation. This may be a general issue when the metaphor of ‘technology as

text’ 1s reapplied to texts.
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communication, and specifically as a failure in explaining and describing AI. This
explanation for the failure of Al also provides a narrative starting point, not so much
as an hypothesis to be tested, but as a recurrent response to explanations and
descriptions of AI. That is, the question i1s not whether the diagnosis (overselling) is
right but: how do accusations of ‘hype’ act as a performance of community on the

part of audiences to descriptions of Al, when it comes to their turn to speak?

The structure of the case study should be noted. Historically, I begin at the end,
with a study of the Al industry of the 1980s and early 1990s. The reason for this is
to begin with the diagnosis of a problem (that hype caused the Al market to fail)
which contains an implicit, if crude, theory of technology transfer, which I use as a
narrative resource within my case study. The following chapters, starting with a
study of the early days of the academic Al community from the 1950s (Chapter
Four) are more or less 1n historical order, although there 1s some overlap because the
primary structure 1s thematic, dealing first with historical narratives (Chapters Four
and Five), then with reading and interpretation (Chapter Six), before returning to the
implications for the industrial and political exploitation of Al in the early 1980s
(Chapter Seven). Throughout the case study, and as a matter of analytic principle, |
am tracing the explanatory practices associated with Al, at different locations,
different times, in different contexts and to different audiences. This 1s not intended
merely as an historical journey through different usages, but is meant to pose the
question of how explanations of Al differ across various locations, contexts and
audiences, and to be able to pose the question how this history of usages was
apparent in the strategic and tactical judgements made about the potential of Al 1n
the early 1980s. The materal is largely text-based (except for interviews that 1
carried out as a journalist). I have not carried out further interviews with members ot
the Al community during the writing of the case study. Although this would have
added a further historical dimension it would have yielded material that was not
performative within the marketing of Al (that 1s, the interviews would have provided
reminiscences to a sociologist). While this would have been interesting and relevant, 1

could not justify it within the length and time allowed for writing a PhD thesis. The

chapters in the remainder of this thesis are organised as follows:
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Chapter Three - How the Al industry construed the problem of AI. This
chapter is based on descriptions of Al located within the industrial Al community. I
ask about the relationship between ‘indigenous commentators’ (eg analysts,
journalists, corporate marketing departments) and the interests of the industrial Al
community, and how these interests were performed through the production of
market predictions and analyses of news events. Finally, I explore the terms of an
adduced “failure’ of Al, and various diagnoses of the problem given by members of
the industrial AI community, and ask about the implications for a theory of

technology transfer.

The tollowing chapters (Four to Seven) explore how Al was described in different
contexts and to different audiences in order to understand the socio-rhetorical

mechanisms involved in communication between discursive communities.

Chapter Four - Narratives and audience: Al acquires a history

In this chapter I ask how histories of Al may vary according to audience. I focus on
the early history of Al (from the 1950s to the 1970s), both as it has been told in
histories for a general reader and as the field was explicated in peer discussions and
textbooks. I ask whether the configured audience may be understood as socio-

rhetorical mechanism determining differences in the public and peer histories.

Chapter Five - United around the symbolic? Alliances in the field

This chapter addresses the performativity of history, its power, for example, to
cement alliances or overturn a previous order. I draw on two examples: first, the
history of cognitive science as an alliance of disciplines; secondly, the rehabilitation
of the ‘neural net’ or ‘connectionist’ paradigm at the expense of ‘symbolic AI’. 1
conclude by asking how an understanding of the way 1in which historical texts may

perform to further the interests of a faction, may throw light on communication

between discursive communities.

Chapter Six - Reading and interpretation: ascribing intelligence
In this chapter I turn from questions concerning the performative power of texts, to
asking about the interpretive power of the reader. 1 do this partly by exploring

differences between disciplinary readings of issues, 1n the context of the Al debate,
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and ask whether this can generate a concept of disciplinary ‘interests’. I then ask

how the interpretive flexibility of ascriptions of intelligence may relate to attempts to

control and configure the reader.

Chapter Seven - Industrial and political strategies: Al as strategic technology
Thuis 1s the final chapter of the case study, and in it I look at explanations of Al
within the context of attempts to transfer the technology to industrial use. I look at
differences in explanations for a heterogeneous industrial audience (consisting both of
researchers and of corporate executives) and in the explanations given within policy
making discourse. I ask in each case how attempts are made to construe the need for
the technology for a specific audience. In drawing the case study together, I also ask
whether and how the trope of intelligence was deployed in explaining Al to these

audiences, and finally whether and how Al may be said to have failed (the question

raised in Chapter Three).

Chapter Eight - Analytic and theoretical conclusions

This chapter draws together the major themes 1n the case study and ofters a
reassessment of the methodological and theoretical issues raised in Chapters One and
Two, as well as identifying new methodological and theoretical 1ssues arising in the
course of the case study. I conclude by asking how the discussion in this thesis may

be generalised, and what avenues for further research are suggested.
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CHAPTER THREE - HOW THE AI INDUSTRY CONSTRUED THE
PROBLEM OF Al

3.0 Introduction.

This chapter has a two-fold purpose. The first is to introduce the 'problem of AT,
that 1s, a problem as adduced by members of the industrial AI community during the
late 1980s and early 1990s. This was perceived as a problem specifically of
technology transfer, and one popular explanations of the problem was that
overselling or 'hype' in the early days of the Al industry had led to unrealistic market
expectations and therefore caused a collapse of the market. In this chapter, I show
how discussions within the industrial AI community produced this explanation. I
then argue (1n 3.4) that this diagnosis may usefully act as a sort of narrative motif to
set against my own working hypothesis that technology transfer is to be seen as
communication between discursive communities, and that 1t involves the production
of social relations between those communities. The second purpose of this chapter
1S to provide a study of the industrial Al community of the 1980s, looking at the
explanatory practices of the industrial Al community, and whether and how these
relate to location, context and audience as described in my methodological aims
(section 2.4). This study will take its place within a series of historical studies
(through the succeeding chapters of the thesis), looking at the explanatory practices
of different discursive communities, including the academic AI community (Chapters
Four, Five and Six), other disciplinary communities, including Cognitive Science
(Chapter Five), connectionism (Chapter Five) and philosophy (Chapter Six), and
corporate and policy-making communities (Chapter Seven). My purpose 1s to look
at the different explanations given by these ditferent communities, and also to look at
any differences within a discursive community's explanatory practices that can be
seen to be related to context and audience, to ask whether any common or neutral
explanation of Al may be 1dentified, since knowledge-passing models of technology
transfer would seem to imply such neutral explanations should be identifiable. The
double purpose of this chapter 1s made easier insofar as the 'problem of AT, its

failure to attain the markets originally predicted for 1t, was a dominant concern for

the Al industry through most of the 1980s.
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[n accordance with the methodological approach that [ described in 2.4, I start this
section with an indication of the location, context and audience of these explanations
and descriptions. One major source of the material used in this chapter was the
specialist commentators, including my own newsletter and other Al newsletters,
magazines and specialist market reports. The Al newsletters (like other specialist
industrial newsletters) were not particularly visible to outsiders. They were not
available in newsagents, and were usually sold by mail order subscription only,

relying on a relatively high subscription rate to service a relatively small subscriber

58

base,” and they were less visible even than the mainstream computer trade press

9

which is usually ‘controlled circulation’.” Among Al newsletters and subscription-

only magazines available in the 1980s were:

US
Expert Systems Strategies (later Intelligent Software Strategies). US Monthly newsletter.

Started 1985
ICS Applied Artificial Intelligence Reporter (later Al Week, later Intelligent Systems Report).

US. Monthly Newsletter. Started 1983
The Spang Robinson Report. US. Monthly newsletter. 1984-1992.

UK
AIBusiness. UK. Monthly newsletter. 1986 - 1989. (AlBusiness shared a publisher with

Expert Systems User and in 1989 the two were combined in Expert Systems User)

Al Watch. UK. Monthly newsletter. Started 1992 (still published).

Expert Systems. UK. Quarterly magazine. Started 1984

Expert Systems User. UK. Monthly magazine started 1984 (newsletter from 1989) Now

defunct.
Machine Intelligence News. UK. Monthly newsletter. 1984-1993.

France
Lettre d’IA. France. Monthly Newsletter. Started 1985.

This is not an exhaustive list: there are at least some US newsletters left off the list.
I have not included any academic Al journals or publications of professional bodies
associated with Al as I do not draw on them 1n this chapter. I have also drawn
(especially in 3.1) on market reports by the UK market analyst Ovum. While

several market research companies (eg Frost & Sullivan) ventured into analyses of the

Al industry during the 1980s, Ovum began by specialising in the area. The
Wm 1984)® , written by founder Tim Johnson, was The

8 For example MIN’s circulation was in the hundreds; an annual subscription was £110 in 1987,

and £170 in 1993 |
s° A controlled circulation newspaper is sent free to computer (or other relevant) professionals and

makes its money mainly from job advertisements.
¢ The Ovum reports were written by a number of different authors. For clanty I have treated Ovum as

the author in bibliographical references; individual authors are named in the Bibliography.
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(‘ommercial Applications of Expert System Technology, and Ovum produced a
number of reports on expert systems during the 1980s (while also expanding both in
numbers of staff and the technological areas covered in its reports). Other material is
taken both from the newsletter I edited (MIN) and from other Al specialist

newsletters.

The texts described above, on which I have drawn in this chapter, may be said to be
located 1n a community of indigenous commentators. The audience for these texts 1s
the Al industry in a broad sense, that 1s, not only vendors but also other analysts,
investors and early customers. It may seem counter-intuitive to place customers
‘inside’ the industry. However, what Ovum (1986a) calls ‘leading users’, the
companies that were buying Al products during the 1980s, were mainly buying
development systems in order to explore and build Al systems either for inhouse use
or to sell as products. That 1s, customers at this time tended themselves to be Al
developers. The indigenous commentators, then, were writing about and for an
insider audience. Not only were the commentators “insiders’ and in some sense
shared the interests of the broad industrial AI community, but they also formed a
spectfic subcommunity whose apparent role was to facilitate communication
between other specific subcommunities. For example, when I was interviewing Al
vendors, most of what they said to me was directed at my readership which (for
much of the 1980s at least) was located in their main market. Such interviews are
often highly managed, with other corporate representatives in the room, including

someone with technical knowledge, and a PR person.

In addition to drawing on published matenal, such as newsletters and market reports,
[ have also drawn on other material that I gathered when working as a journalist.
This includes some material from taped interviews beyond the material that I
published at the time. My presentation of the matenal 1s also informed by my
memories of discussions, and occasionally I present these recollections as matenal
(but always indicating that they are personal recollections). Towards the end of the

period, I also made field notes of discussions and conversations at a Prolog users

conference which I have drawn on especially 1n section 3.3.

This chapter begins (3.1) by asking how the Al industry and Al market were
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identified and described by members, through a study of a series of reports from one
market research company (Ovum), asking how the interests of the industrial Al
community were negotiated through the reports, and what this example indicates
about the situation of indigenous commentators. In the following section (3.2) I ask
how the Al newsletters represented the strategies adopted by Al vendors to manage
the perceived problem of the Al marketplace; again this section involves looking at
the relationship between indigenous commentators and the community of which they
are a part. I then (1n 3.3) explore some different explanations of the problem of Al,
as given by members of different subcommunities within the broad industrial Al
community. Finally (3.4) I ask what is implied for a theory of technology transfer

and how I plan to address this within my case study.

3.1 The AI market: identifying growth and crisis

This section provides a brief sketch of the Al industry and its market as a
preliminary to looking at ways in which Al vendors attempted to manage their
situation in the market (ct 3.2). Of course, to identify a market sector 1s already a
political act.® In this section I look at how the industry and its market was
construed by members, taking as my example a series of reports written by the UK-
based market research company Ovum (described in 3.0). I begin with a sketch of
the Al industry and its marketplace, and then look at some predictions of market
growth and ways of explaining market failure, asking whether and how such

predictions and explanations may themselves perform community.

The first Al vendor companies were set up, mainly by academics, in the late 1970s
and early 1980s. They sold hardware and software products that had been
developed (or initiated) in university research labs, mainly in a small number of high
ranking academic institutions (Fleck, 1982; Ovum, 1984). Many of these products
were targeted at the development of expert systems (a number of prototype expert
systems had already been developed, mainly as PhD research projects) (ctf Minsky,
1968, p v); and they were primarily written in Al programming languages such as

Lisp or (in Britain and France) Prolog. The products in the early stages included

—#—_—M-

s\ Cf Henkel et al (1999) for a description of the Matenals Panel of the UK Foresight initiative as
attempting to renegotiate the DTI’s definition of the materials industry.
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expert system development environments (shells), some bespoke expert systems, Al
programming languages (Lisp or Prolog), and Lisp workstations (ie computer
workstations optimised to run the Lisp language). The industry was largely based on
small start-up companies. Table One shows some of the earliest small Al
companies. As Table One indicates, most of the small companies involved in the
first wave of commercialisation had links with university research groups, and most

of the products were commercial versions of what had till then been research

software or hardware.

TABLE ONE: THE FIRST WAVE OF SMALL COMPANY START-UPS

Yr Founded Name Main products Research/Univ
(1979) Inference ART (ES shell)/1983 (Cal. Tech)*

1979 Intelligent Terminals (ES shells/rule induction) Edinburgh

1980 Lisp Machine Inc Lambda (Lisp workstation) MIT

1980 Symbolics Inc (Lisp workstations) MIT

1980 IntelliCorp KEE (ES shell) Stanford
1980 LPA Micro-Prolog (prog lang) Impenial
1981 Teknowledge S.1, M.1 (ES shells) Stanford
1981 Expert Systems Ltd Prolog-1 (prog lang) (Edinburgh)
1981 APEX (ES for financial applications) --

1983 Carnegie Group XCON (for DEC) CMU

SRL (ES shell)

* Inference was founded in 1979 as Systems Cognition Corp, selling a maths package called SMP
developed at the California Institute of Technology; in 1983 Inference launched its Lisp-based expert
system development tool, ART, which had originally been developed for inhouse use (Ovum 1984,

277-8).
T ESL was not a university spin-off, but its Prolog was the standard version of the language,

developed at Edinburgh.

In several cases, leading Al academics were involved in founding the companies: for
example, Ed Feigenbaum (Stanford) was a founder both of IntelliCorp and
Teknowledge; Donald Michie (Edinburgh) founded Intelligent Terminals; Mark Fox,
John McDermott, Raj Reddy and Jaime Carbonell (all ot CMU) were on the
founding board of the Carnegie Group; Keith Clark and Frank McCabe (Impernal)
founded LPA (Logic Programming Associates), and a research team at MIT building
the CADR Lisp machine split into two rival Lisp machine companies - Russell
Noftsker leading the majorty into Symbolics, and Richard Greenblatt and others

joining LMI. Given that the academic AI community was small and interlinked and
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predominantly North American (Fleck, 1982), the products had a certain
commonality and were predominantly Lisp-based.” From 1984, the number of Al
companies proliferated. Among the 1984 start-ups in the US were several companies
offering Lisp programming environments, including Gold Hill, Franz Lisp and Lucid.
Quintus, which became the leading supplier of Prolog was also incorporated in the
US 1 the same year. Larger corporations which entered the market during the early
1980s included: Xerox which produced a Lisp workstation based on technology
developed at Stanford University; and Texas Instruments and Sperry® both of which
sold rebadged versions of LMI’s Lambda machines (called Explorer). DEC’s VAX
workstations also became popular Al development platforms, and in 1984 DEC
launched a version of Lisp to run on VAX. By 1986 a two-volume report published
by market analyst Ovum counted 22 software suppliers and nine hardware suppliers
in North America, and 35 software suppliers and 11 hardware suppliers in Europe
(Ovum 1986a and 1986b).* A report two years later counted a world total of 130
vendors offering 211 products (Ovum 1988).

The small Al industry was given a boost by the institution of a number of national
and international Fifth Generation funding programmes, first in Japan and then
clsewhere, as shown 1n Table Two. These funding programmes were sigmficant for
prioritising Al research within national science funding budgets. The market for Al
in the early part of the 1980s was largely made up of systems sold to R&D teams in
university and corporate labs for technology evaluation and the development of

experimental and prototype systems. The fifth generation programmes meant that

°? The smaller European AI community tended to work in Prolog (a language developed by
researchers in France, Britain and Hungary), which was also the language adopted by the Japanese
Fifth Generation Computing Programme announced in 1982. Some of the earliest applications of
Prolog were made in Hungary. A 1986 briefing document produced by Balint Domolki, director of
the Hungarian Computer Research and Innovation Centre, SZKI, claimed ‘Prolog arnved [in
Hungary] in 1975, as elsewhere through academic channels, but the environment in which Prolog was
used happened not to be an academic one. .... [B]y the mid-1970s Prolog was used in Hungary 1in
several fields of computer applications including pharmaceutical research and architectural design.
Some of these programs are now regarded as the first European achievements in “expert systems’ (a
notion which did not yet exist at that time).” More singular approaches included the rule-induction
programming that Michie’s company offered which was based on an algorithm originally developed
by an Australian, Ross Quinlan.

°3 In 1986 Burroughs acquired Sperry to form Unisys which continued to market Explorer.

s4 This involves counting some of the hardware suppliers twice, since US hardware suppliers also
figure in the European list, alongside Bull, ICL, Nixdortf and Siemens. The European list of software
suppliers includes R&D institutes, whereas the North American list 1s confined solely to corporate

suppliers of commercial packages.
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university Al teams had a budget for AI products (hardware and/or software).*

TABLE TWO: FIFTH GENERATION FUNDING PROGRAMMES

Yr started Name Country/Org 'n Value/length*
1982 Fifth Generation Computer Project Japan/MITI Y 100,000m/10
' yrst
1983 The Alvey Programme for Advanced UK £200m/5 yrs
Information Technology (+£150m from
industry)
1983 Strategic Computing Program US/DARPA $600m/5 yrs~
1984 Esprit (European Strategic Programme Europe 1500m ECU/10
| for R&D in IT) yrs**

*Value and length as orniginally announced.

TMoto-oka & Kitsuregawa, 1985; the Alvey Committee (DOI, 1982, par 3.18) translated the value of
the Japanese programme as between $200m and $500m. ~DARPA, 1983(b).

**This was the May 1983 proposal; the initial project was for 7S50M ECU over 4 years (1984-8) (cf

House of Lords, 1984-5).

In what sense was there an Al industry, and what was its market taken to be? The
Ovum reports largely addressed the market as one for ‘expert systems’ (or in the
final report in 1989, for ‘knowledge-based systems’).* In its first report (1984)
Ovum started by defining an expert system, in terms of likely uses (application
areas) and its software architecture (1e knowledge base, inference engine and user
interface). The 1984 report introduces expert systems by distinguishing between
the ‘few spectacular pioneering systems’ associated with Ed Feigenbaum’s group and
Stanford University (including a geological exploration system called Prospector, a
medical diagnostics system called Mycin, and a Dendral, a system for determining
molecular structures) and a ‘new generation of expert systems’ offering ‘cost-

effective solutions’ for ‘day-to-’day problems’. Ovum commented (pp 1-2), on the

latter:
These systems are less spoken about in the media because they are in less

glamorous applications than medical diagnosis or mineral prospecting. They are

*S In the UK, the Alvey programme standardised on the Xerox Dandelion, a Lisp workstation that was

considered more cost-effective than the top of the range, and more expensive, Symbolics and LMI
chines.

t‘I"]“]?‘l'he reports 1 am drawing on are: The Commercial Application of Lxpert Systems (Ovum 1984),

Expert Systems 1986 Vol 1: USA and Canada (Ovum 1986a); Commercial Expert Systems in Europe

(Ovum 1986b); Expert Systems in Banking and Securities (1988a), Expert Systems Markets and

Suppliers (Ovum 1988b); Knowledge-based systems: Markets, suppliers and products (Ovum 1989)

Ovum also published reports in other Al related language such as natural language processing.
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carrying out such tasks as configuring computer systems, planning the repair of

telephone cables, and helping people to use complex software. But it is in this more

technical area that the best immediate prospects for expert systems lie.
In subsequent reports 1t 1s assumed that the reader probably knows what an expert
system 1s (and any definitions are much briefer), but the question of most likely
application areas continued to be an issue for predicting the market. In its 1986
report on North American markets, Ovum reported a database of 500 expert system
projects, in which ‘leading examples include fault diagnosis, analysis of complex data
and advice on regulations’ (1986a, 19). As the financial sector became increasingly

promising, Ovum published a special report on Expert Systems in Banking and
Securities (1988a).

The main purpose of the Ovum report, however, was market estimation and
prediction. The figures that Ovum gives from one report to the next are difficult to
compare by categories, because they use slightly different terms reflecting changes in
the market. However, a pattern of assumed growth 1s evident from the following
examples:*’

« 1984: US market for expert systems development projected to be worth $95

million in 1985 and $685 million 1n 1990;

» 1986: North American product and services market for expert systems

estimated at $400 million in 1986, and predicted to be worth $1.9 billion in

1992;

 1988: total traded ES development and delivery market in the US estimated at

$587m in 1987 and predicted to be $2.8bn in 1992 ($5.8bn in 1995).
In providing market figures, the Ovum reports also supplied a commentary on the
marketplace, and reading this commentary provides a history of some of the changing
concerns of the Al industry. In 1984, for example, it 1s explicitly assumed, first, that
growth of the market will be limited by supply rather than demand (because “expert
systems will be able to deliver such clear commercial benefits’ (p 36)) and secondly
that the main bottleneck will be the availability of skilled knowledge engineers. In
1986, the report asked why there were not more operational systems (that 1s, real

rather than prototype systems), and commented sceptically (1986a, p 2).

One common reply is that commercial companies who achieve operational systems

will not be keen to advertise this fact, but will prefer to keep secret a system that
¢7 The figures I give here do not retlect the detail of figures given in the reports.
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perhaps provides a competitive edge. In fact our research suggests that this is not

usually the case.
Nonetheless it reported that “leading users’ expected soon to implement expert
systems and expected to derive substantial benefits. In 1988, however, the Ovum

report bluntly opened with the words (1988b, p 1):

The expert systems business has been through a terrible period in 1987-88. In the

USA, the ‘Gang of Four'® - the new venture software companies which once led the

industry - have all run into losses and cut back staff more or less severely.
After years of growth, many expert systems companies had run into reversal and
losses. Nonetheless Ovum (pp 2-3) confidently projected a ‘second wave’ of
growth, based on three drivers: growing numbers of operational applications; a
mature technology, ‘much closer to the real needs of mainstream data processing’;
and ‘a more realistic marketing focus’ . Finally, in 1989 (p 3), Ovum continued to
perceive an increase 1n the number of operational systems, a better defined
technology and a more mature supply industry and concluded that the knowledge-
based systems (KBS) business was in ‘much better health than it enjoyed only a year
ago’. It also noted ‘a change of style’, in particular a tendency to use the phrase
‘knowledge-based system’ instead of ‘expert system’. Ovum reflected this change in

the name of 1ts 1989 report, commenting (p 3):

"Knowledge-based systems’ has the advantage of identifying this type of computer

system by the technology used - search and inference from a knowledge base -

rather than giving the misleading impression that it is the attempt to emulate an

expert which is the key distinguishing factor.
The above passage presents the renaming of expert systems® as 'knowledge based
systems' as a reassertion of the technological. The authoritative tone of these
remarks belies the sense of crisis in the industry. Between 1984 and and 1989 the
Ovum reports had moved from the expectation that the benetits of expert systems
would drive a strong market demand (1984), to worrying about the slow delivery of
operational systems (1986a), to reports of a crisis (1988b), to the description of an
industry attempting to redefine itself (1989). The latter point is symbolised through

¢ That is Intellicorp, Inference, Teknowledge and Carnegie Group. This use of the term ‘Gang of
Four’. without explanation, acts as a test of membership for the reader which 1s perhaps not
appropriate in a market report, even one for insiders. The 1989 report, however, did spell out the
names (p 8).

s For further comments on this renaming cf section 3.3. It is also worth noting that the name 'expert
systems' was rejected in discussions leading to the setting up of the UK Alvey Committee 1n the
early 1980s (cf section 7.2) in favour of 'Intelligent Knowledge Based Systems' (IKBS).
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a change of phraseology. In both noting and deploying_ this change of phraseology,
the Ovum report may be seen as intending to perform community; that is to say,
the use of 'insider terminology acts to say 'I am a member of the community'; and
use of insider terminology also acts to maintain a discursive community. At the
same time, the continuing predictions that growth would still occur may, as the 1988
report 1tself implies, also be seen as performing membership of the industry (1988b,

p 1)

The pessimist can match the current commercial difficulties wi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>