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ABSTRACT

The purpose of this research work is to demonstrate the feasibility of creating a quick response decision platform for middle management in industry. It utilises the strengths of current, but more importantly creates a leap forward in the theory and practice of Supervisory and Data Acquisition (SCADA) systems and Discrete Event Simulation and Modelling (DESM). The proposed research platform uses real-time data and creates an automatic platform for real-time and predictive system analysis, giving current and ahead of time information on the performance of the system in an efficient manner.

Data acquisition as the backend connection of data integration system to the shop floor faces both hardware and software challenges for coping with large scale real-time data collection. Limited scope of SCADA systems does not make them suitable candidates for this. Cost effectiveness, complexity, and efficiency-orientation of proprietary solutions leave space for more challenge.

A Flexible Data Input Layer Architecture (FDILA) is proposed to address generic data integration platform so a multitude of data sources can be connected to the data processing unit. The efficiency of the proposed integration architecture lies in decentralising and distributing services between different layers.

A novel Sensitivity Analysis (SA) method called EvenTracker is proposed as an effective tool to measure the importance and priority of inputs to the system. The EvenTracker method is introduced to deal with the complexity systems in real-time. The approach takes advantage of event-based definition of data involved in process flow. The underpinning logic behind EvenTracker SA method is capturing the cause-effect relationships between triggers (input variables) and events (output variables) at a specified period of time determined by an expert. The approach does not require estimating data distribution of any kind. Neither the performance model requires execution beyond the real-time. The proposed EvenTracker sensitivity analysis method has the lowest computational complexity compared with other popular sensitivity analysis methods.

For proof of concept, a three tier data integration system was designed and developed by using National Instruments’ LabVIEW programming language, Rockwell Automation’s Arena simulation and modelling software, and OPC data communication software. A laboratory-based conveyor system with 29 sensors was installed to simulate a typical shop floor production line.

In addition, EvenTracker SA method has been implemented on the data extracted from 28 sensors of one manufacturing line in a real factory. The experiment has resulted 14% of the input variables to be unimportant for evaluation of model outputs. The method proved a time efficiency gain of 52% on the analysis of filtered system when unimportant input variables were not sampled anymore. The EvenTracker SA method compared to Entropy-based SA technique, as the only other method that can be used for real-time purposes, is quicker, more accurate and less computationally burdensome. Additionally, theoretic estimation of computational complexity of SA methods based on both structural complexity and energy-time analysis resulted in favour of the efficiency of the proposed EvenTracker SA method.

Both laboratory and factory-based experiments demonstrated flexibility and efficiency of the proposed solution.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Stands for</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Algorithmic Differentiation</td>
</tr>
<tr>
<td>ANOVA</td>
<td>ANalysis Of VAriance</td>
</tr>
<tr>
<td>AS</td>
<td>Analysis Span</td>
</tr>
<tr>
<td>CIM</td>
<td>Computer Integrated Manufacturing</td>
</tr>
<tr>
<td>CNC</td>
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</tr>
<tr>
<td>CR</td>
<td>Cut-off Ratio</td>
</tr>
<tr>
<td>CT</td>
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</tr>
<tr>
<td>DAQ</td>
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</tr>
<tr>
<td>DAU</td>
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</tr>
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</tr>
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</tr>
<tr>
<td>DID</td>
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</tr>
<tr>
<td>DIL</td>
<td>Data Integration Layer</td>
</tr>
<tr>
<td>DMS</td>
<td>Database Management System</td>
</tr>
<tr>
<td>DMU</td>
<td>Data Management Unit</td>
</tr>
<tr>
<td>DPL</td>
<td>Data Processing Layer</td>
</tr>
<tr>
<td>DPU</td>
<td>Data Processing Unit</td>
</tr>
<tr>
<td>DVM</td>
<td>Derived Variable Method</td>
</tr>
<tr>
<td>EA</td>
<td>Energy Analysis</td>
</tr>
<tr>
<td>ED</td>
<td>Event Data</td>
</tr>
<tr>
<td>EPC</td>
<td>Event-driven Process Chain</td>
</tr>
<tr>
<td>ERP</td>
<td>Enterprise Requirement Planning</td>
</tr>
<tr>
<td>ESA</td>
<td>Entropy-based Sensitivity Analysis</td>
</tr>
<tr>
<td>ET</td>
<td>Event Threshold</td>
</tr>
<tr>
<td>FAST</td>
<td>Fourier Amplitude Sensitivity Test</td>
</tr>
<tr>
<td>FDILA</td>
<td>Flexible Data Input Layer Architecture</td>
</tr>
<tr>
<td>FIFO</td>
<td>First-In-First-Out</td>
</tr>
<tr>
<td>FMCG</td>
<td>Fast Moving Consumer Goods</td>
</tr>
<tr>
<td>FMS</td>
<td>Flexible Manufacturing System</td>
</tr>
<tr>
<td>GSISD</td>
<td>Global Sustainable Information System Development</td>
</tr>
<tr>
<td>HOOD</td>
<td>Hierarchical Object Oriented Design</td>
</tr>
<tr>
<td>I/O</td>
<td>Input / Output</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technology</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>IVS</td>
<td>Input Variable Selection</td>
</tr>
<tr>
<td>JIT</td>
<td>Just-In-Time</td>
</tr>
<tr>
<td>KPF</td>
<td>Key Performance Factor</td>
</tr>
<tr>
<td>KPI</td>
<td>Key Performance Indicator</td>
</tr>
<tr>
<td>LHS</td>
<td>Latin Hypercube Sampling</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>MPSG</td>
<td>Message-based Part State Graph</td>
</tr>
<tr>
<td>MRP</td>
<td>Material Requirement Planning</td>
</tr>
<tr>
<td>OAT</td>
<td>One-At-a-Time</td>
</tr>
<tr>
<td>OPC</td>
<td>OLE for Process Control</td>
</tr>
<tr>
<td>OVM</td>
<td>Original Variable Method</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PDL</td>
<td>Performance Definition Layer</td>
</tr>
<tr>
<td>PI</td>
<td>Port Input</td>
</tr>
<tr>
<td>PLC</td>
<td>Programmable Control Logic</td>
</tr>
<tr>
<td>R3M</td>
<td>Real-time Model Matching Mechanism</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio Frequency IDentification</td>
</tr>
<tr>
<td>SA</td>
<td>Sensitivity Analysis</td>
</tr>
<tr>
<td>SAM</td>
<td>Sensitivity Analysis Method</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory Control And Data Acquisition</td>
</tr>
<tr>
<td>SDL</td>
<td>Scenario Definition Layer</td>
</tr>
<tr>
<td>SI</td>
<td>Sensitivity Index</td>
</tr>
<tr>
<td>SIMS</td>
<td>Semi-Integrated Manufacturing System</td>
</tr>
<tr>
<td>SPE</td>
<td>Simplified Polynomial Expansion</td>
</tr>
<tr>
<td>SS</td>
<td>Search Span</td>
</tr>
<tr>
<td>TD</td>
<td>Trigger Data</td>
</tr>
<tr>
<td>TT</td>
<td>Trigger Threshold</td>
</tr>
<tr>
<td>VDL</td>
<td>Variable Definition Layer</td>
</tr>
<tr>
<td>VI</td>
<td>Variable Input</td>
</tr>
<tr>
<td>VID</td>
<td>Variable Identification</td>
</tr>
</tbody>
</table>
1. Introduction

In this chapter, an overview of the context of the problem to be solved will be given. Based on the identified gap in the existing solutions, aim and objectives of this research which lead to the proposed solution will be defined. Finally, the essentials and organisation of the research work will be discussed.

In the current climate of economic challenges and environmental constraints, corporate middle management is under enormous pressure to maintain efficiency and effectiveness on the shop floor. Multiple performance factors have to be optimised (e.g. utilisation, customer satisfaction, waste, efficiency, and environment) and quick response decisions have to be made on minute-by-minute basis.

To date a plethora of powerful Supervisory Control And Data Acquisition (SCADA) (e.g. Rockwell, Siemens, ABB, Honeywell), Enterprise Requirement Planning (ERP) organisational integrators (e.g. SAP, Oracle), and custom-built decision support systems have been introduced into the market place with a degree of success (ABB, 2010; Honeywell International Inc.; Oracle, 2010; OSIsoft Inc., 2007; Rockwell Automation Inc., 2010; SAP AG., 2009; Siemens, 2009).

According to Mitchell (1991), up to 50 percent of the cost of a manufacturing facility can be raised from activities and resources associated with information integration and processing. Moreover, industrialists seem to be reluctant to adopt expensive and unnecessary information and monitoring system (Cecelja, 2002). They often want to see feasibility on the cost of equipment and training before they sacrifice added value of one-to-one contact with the production process (Cecelja, 2002).

On the other hand, manufacturing control solution providers are neither keen nor ready to offer a generic decision making tool which can be configured to work in more than one manufacturing field by an end user who is not as expert as the tool developer (Tavakoli, 2007; Tavakoli, 2008; Tavakoli, 2009; National
1.1. Manufacturing decision making tools

Figure 1-1 shows two ends of the spectrum of applied information systems for decision making in a typical manufacturing plant.

As it could be seen in Figure 1-1, at one end of the spectrum SCADA systems provide real-time access to the sensory data of the shop floor. They are designed for presenting and controlling shop floor events in specified applications. At the other end of the spectrum, simulation systems represent data and processes of the shop floor based on a validated model. Data collection and validation could be a daunting task in simulation modelling.

According to literature, survey (interview) of industrialists, and our experience, especially the end users e.g. manufacturers, logistics, supply chain integrators, etc. have shown that SCADA tools and technologies that are designed to aid in these instances suffer from (Tavakoli, 2007; Tavakoli et al, 2007a; Tavakoli et al, 2007b; Tavakoli et al, 2007c; Tavakoli, 2008a; Tavakoli, 2008b; Tavakoli, 2009; Tavakoli et al, 2009a; Tavakoli et al, 2009b; Tavakoli et al, 2010a):

1. Costly installation and large after sale complexities and interruptions to the running system,
2. Integration of legacy or multi-supplier data acquisition equipment, database management system, IT infrastructure and machine tools,
3. Generation of large number of parameters and data with little timely post analysis and emphasis on interdependencies of information and processes,

4. Changes to plant layout or any modifications to equipment and machinery which requires major rewrite and recalibration of the SCADA/ERP system which normally requires expensive intervention by the supplier or third party contractors – often costly, disruptive and frustrating for the client,

5. Little flexibility with traditional SCADA systems in adapting to organisational and shop floor changes, which in effect curtails the confidence to propose new initiatives for improvements in the shop floor,

6. Little to no capability to translate vital data into meaningful information for quick response decision making,

7. Obstructed implementation at shop floor level due to impracticalities of the solutions, despite complex production planning and scheduling commands that are generated from ERP systems, thus reverting to conservative modular scheduling rather than on-fly real-time production planning.

The basic argument is that current technology is well capable of producing data and in most cases overwhelming decision makers with data. What is missing is the way to capture the complexity of decision making when faced with multiple often competing and contradictory factors.

1.2. A production management scenario

Consider a state-of-the-art manufacturing plant that bottles a product. The SCADA is highlighting discrepancies at the filling station i.e. some of the bottles are being overfilled (product is being given away free) and some are being under-filled i.e. ejected from the system. This quality issue is raised with the line manager. A quick diagnosis and identification of the fault reveals that the fillers need to be recalibrated and requires 2 hour attention. The highly regarded ERP system has succinctly planned and outlined the shift’s production rate and plan to meet targets.

The line manager needs to make a decision to either shut down the line and deal with the line efficiency issue (yield and waste) or continue with the
production to meet the deadline and customer demand (customer satisfaction).

Which of the two options will be the best decision?

The orthodox principle, dictates following the conventional policies, revert to similar decisions in the past or gut feeling – usually defendable at the board of directors but impossible to quantify the long term costs associated with such decision making.

To date there has been no method to quantifiably help us to verify such decisions that might not in short-term reveal their costs and threat to the organisation.

The main purpose here is to capture and visualise the randomness of events on the shop floor with minimum reliance on detecting devices. To extract information regarding fluctuation of demand, flow of material, availability of resources, changes in quality, reliability, work-in-process, queues and waiting times. Unless a fully automated factory is equipped with the latest ERP and SCADA equipment (often rigid) that can detect all such events, currently it is impossible to have a time critical and accurate (Cecelja, 2002) picture of the shop floor performance.

1.3. Human’s nervous system and data acquisition and modelling – an analogy

Will Cuppy, the American writer (08/23/1884 – 09/19/1949) said: "Aristotle was famous for knowing everything. He taught that the brain exists merely to cool the blood and is not involved in the process of thinking...". Nowadays, we know that it is not impossible for brain to control body functions and consequently reduce blood circulation and from that body temperature by thinking.

The basic concept of this research is inspired by how the human’s nervous system functions. Our nervous system is equipped with millions of sensory cells (DAQ) which continuously collect data from our surroundings. These cells
combine information into five general sensory systems i.e. sight, hearing, taste, smell, and touch. They all send signals to the brain through a highly specialised information system architecture (the nervous system shown in Figure 1-2).

The data is then translated into specific information e.g. brightness, colour, loudness, temperature, pain and so on. The conversion of millions of data points into a very small number of critical information points enables us to quickly respond to situations. The quality of decisions normally depends on how effectively we translate the data and how we relate them to the critical information. For example, a gymnast, when in action (Figure 1-3), may need to process received information from sight, hearing and touch sensors more effectively than the other sensors of his or her body.
The research presented here is inspired by this concept.

### 1.4. The impact

The solution proposed in this research will allow for translation of key data into Key Performance Indicators (KPI). It will provide the middle management the opportunity to visualise and intervene on the daily activities of their operations and reduce the hidden cost of *Orthodox Thinking and Approach*. The predictive feature of the proposed solution will allow initiatives to be aired and assessed freely, with no actual disruption to the operations. Confidence in management will increase and the risks will be reduced, adaptation will turn into aggressive prediction, learning and positive change. This will lead to the mutation-evolution of existing man-made complex systems to viable systems.

#### 1.4.1. Global Sustainable Information System Development (GSISD)

In the global approach to providing solution, analysis, and economic decision making, a common understanding of the underlying issues would not be possible without having access to the “relevant” knowledge and the basic data in real time (Choucri, 1999). Therefore, both connectivity to the real-time data and selectivity on the relevant data have significant impact on the
effectiveness of a global and sustainable solution. Global and sustainable have been two ambitious targets in many development projects with environmental resource utilisation cost effectiveness in their agenda. The reason for this lies in the invariable complexity of global problems. By sustainable development it is meant: “The process of meeting the needs of current and future generations without undermining the resilience of life-supporting properties or the integrity and cohesion of social systems” (Choucri, 1999). At challenges to attain sustainable solutions, implementing the views of stakeholders about what is “real” and what is “important” (Choucri, 1999) is extremely important. Economic production is one of the dimensions of sustainability (Choucri, 1999).

1.4.2. Trapped in technology

In a changing environment, an unsustainable measurement infrastructure which cannot take in new coming measurement tools that are capable of satisfying new and more complicated problems could cause vital crisis. For example, in existing track and trace technology, large airports sometimes suffer from a lack of the coverage by their ground radar system in keeping track of hundreds of moving planes (Dumiak, 2008). Such airports need fitting with a new magnetic sensory system to fill the gaps of coverage. If the existing data acquisition system cannot provide sufficient capacity for the integration of new data sources into the existing ones, the airport security system will be “trapped in technology”, required to revamp its measurement infrastructure.

In this sense, the biggest impacts of “technology trap” could be mentioned to be old weapons. However, the scope of this thesis is limited to generic and sustainable solutions that will work throughout generations of decision making tools and technologies.

1.5. The aim and objectives of the thesis

The aim of this research is to reduce the cost of orthodox decision making by being able to capture, visualise and assess the impact that such decisions have on the current and future performance of a system / organisation. In
order to do so, this thesis presents a suite of technology and analysis tools to help with real-time decision making in typical industrial system. The system is tested in two experiments; firstly, in a laboratory demonstration and secondly in a refrigeration manufacturing plant.

**Objectives**

1. To capture and to allow for visualisation of the randomness of shop floor day-to-day operations,
2. To introduce a flexible and efficient in/output data layer that is capable of integrating multiple platform ICT infrastructure and equipment, thus overcoming cross platform anomalies in the data management systems,
3. To introduce and validate a novel sensitivity analysis methodology that is capable of producing sensitivity indices of system’s Key Performance Factors (KPFs) with respect to system’s input variables in time-constraint applications.
4. To test and validate the proposed system with a laboratory size production line simulator to prove the capability and the advantages of the proposed solution against existing SCADA, organisation integration platforms and traditional systems modelling and simulation techniques.

**1.6. The scope and limitations of the project**

In this section the route towards the identification of the dimensions of the problem is discovered. After discussing the impact of a flexible and predictive data integration solution, it is required to identify and outline the materials and efforts that could lead towards the definition of the problem and proposal of the solution. Manufacturing scenarios were selected as one of the major popular contexts of the potential data integration problems. Therefore, the following will cover a more detailed overview of flexible manufacturing systems, computer integrated manufacturing. Objectives of the associated literature review are as follows;

- To identify the extent that the current methodologies of decision making tools have taken advantage of new technologies, in other words, how updated the current decision making tools are,
To provide a clear indication of the gap in the current decision making tools,

To review those areas of knowledge base which will be covered by the proposed methodology,

1.6.1. Flexible manufacturing systems, computer integrated manufacturing, and simulation

A Flexible Manufacturing System (FMS) is referred to a manufacturing system in which standardised production is supposed to facilitate operations and therefore reduce the overall cost of manufacturing (Joshi et al, 1994). Standardised manufacturing system could cost more than a customised one due to its capacity for high volume production which is not always the case (Underwood, 1994). Therefore, implementation of an information system that can support manufacturing systems using cost effective solutions is the key requirement of manufacturers worldwide.

Manufacturing systems comprise of large and complex interrelated processes and human inspired initiatives. Continuous transformations take place inside these enterprises at intervals. By transformation it is meant changes in system parameters and the rules that govern these systems. Later on in this thesis they are referred as ‘events’. The associated data including functional data – company’s knowledge base how to function, product data – generated data about function, operational data – plans and instructions, and performance data required better coordination and organisation (Hannam, 1996). Response to this requirement has been the introduction of more computers in the company and computer controlled equipment on the factory floor. This has led to the concept of Computer Integrated Manufacturing (CIM) (Jones et al, 1990) and simulation modelling amongst other technologies and tools for analysing and controlling these complex systems. But how and to what extent can CIM benefit manufacturing is the subject of next section.
1.6.2. Scope of control and analysis problems in FMS

An important perspective in the attempt to find solutions for information system problems in FMS is the change in high number and variety of linked functions and operations due to their flexible and integrated nature (Hannam, 1996). Joshi et al (1994) divided control problems for an FMS into three categories based on their life cycle and range of the hierarchical structure of the control system; long-term planning, which concerns production strategies and capacities and extends throughout the whole company, medium-term planning, which covers off-line control tasks and decisions about the system, and finally short-term operation, which involves real-time control tasks and scheduling of machines and material handling equipments.

Continuous awareness for change reduces associated risks in volatile environments (Viswanadham et al, 1992). For example, in the Just-In-Time (JIT) approach to manufacturing (Bauer et al, 1994) production smoothing is a technique used to help production respond effectively to short term variations in market demand. In this technique, adaptation to periodic market demands is achieved through periodic preparation of average production level of each process based on an aggregate longer periods and demand forecast (Bauer et al, 1994). This implicates continuous analysis and control over each process. Therefore, dynamic monitoring of short term process parameters takes the largest proportion of analysis effort and control tasks in FMS.

1.6.2.1. Dynamic system analysis

System analysis activities in FMS are centred on either validation of the existing model (static analysis), mainly ensuring that information resources are available for processing activities, or on the actual processing and determination of performance indicators of the system (dynamic analysis). Figure 1-4 shows a conceptual diagram of a typical dynamic system analysis activity in FMS (Hannam, 1996). As is shown in the figure, the flow of real-time data passes through the data management and the data processing components. Four basic components form the computing model of dynamic
data analysis; data management, data processing, data communication, and user interface (Bauer et al, 1994).

![Diagram of data flow stages](image)

**Figure 1-4 Activities of a typical dynamic system analysis**

1.6.2.2. **Flexible data integration**

As an important aspect of information technology in FMS, flexibility brings with itself decentralisation and distribution of functionalities and decision making responsibilities (Bauer et al, 1994). This necessitates exploration of those areas of data management opportunities which lead to the controlling the cost of monitoring a changeable system. An optional component of the dynamic system analysis has been automatic selection of more important input data points into the analysis system, or Input Variable Selection (IVS) (Guyon et al, 2003). This area has been explored but lacks sufficient emphasis on the dynamism and randomness of changes to system and the input variables.

1.6.2.3. **Simulation and modelling**

Dynamic data processing in highly complex manufacturing systems where multiple product parts, sequence dependent setup, with a variety of scheduling and operational choices are integrated could be handled via simulation based decision support solutions (Gupta et al, 2002). Simulation models could generate feasible schedules with ability to reschedule the system when sudden changes occur.
1.6.2.4. Look-ahead scenario execution

A product manager, when predicting the cost of the system based upon a ‘what-if’ scenario, may use his or her experiences on the behaviour of the system. Due to lack of knowledge about future events and randomness of errors, this judgment may easily be made upon some assumptions which are not the same between different product managers, in other words, subjective probabilities (Mousavi et al, 2007).

Preparing a look-ahead indicator of the system status must be based on the long run relative frequency interpretation of probabilities of events and data in the system. In other words, characteristics of the system components at fast-forward run must closely match the real system. This necessitates proper use of the real-time data for fitting a model of the behaviour of the system and its components.

Identification of probability distributions and evaluation of goodness-of-fit to the chosen distributions which are going to represent input data to the system in fast-forward mode of simulation is introduced as an established approach by (Banks, 2001). Such approach could be computationally automated within the deterministic part of data integration layers.

1.6.2.5. User Interaction

Due to the complexity and continuous evolution of FMS, intervention in structures in the plant is inevitable. System reconfigurations and extensions like adding machinery, sensors, or maintenance and upgrading components of the information system are a regular necessity. Current solution providers deal with this problem as an expensive specialty service to their end users.

1.7. Thesis structure

The problem of dynamic and flexible decision making solution tool is explored with respect to subject areas; (1) real-time data integration systems, (2) discrete-event simulation modelling, and (3) input variable selection.

In the following three chapters a review of existing literature will be reported and appraised. Design of the architecture of the solution and an
implementation of a testing platform will then be described in detail. Finally, the improvements made by the proposed system and the usefulness of the proposed approach (i.e. how much the proposed work resolved the problem) in comparison to the alternative solutions will be discussed. This will lead to conclusion of the work on delivering better solution in this area of research and development. A series of appendices support infrastructural knowledge or complimentary comments where seemed necessary.

The dissertation and its constituents, as shown in Figure 1-5, were prepared under three themes and ten chapters;

![Logical flow of the thesis](image)

**Figure 1-5 Logical flow of the thesis**

1.7.1. Literature review theme

This theme covers three chapters on design approaches and implementation issues of data acquisition and integration, simulation modelling, and input variable selection. Gaps of the current methodologies and technologies are discussed.

1.7.1.1. Chapter two

Draws attention to the components and properties of existing data acquisition and data integration platforms with more focus on the manufacturing scenarios. Discussion will be made about the borders and efficiency
parameters of data integration systems. Finally, off-the-shelf data integration systems and their advantages and disadvantages will be discussed as the basis to propose a novel solution.

1.7.1.2. Chapter three

Discusses how discrete-event simulation and modelling could, as part of a decision making tool, complement the proposed solution as a strong component for decision making tool. For this, this chapter delves into how simulation and modelling has been useful in the context of the defined problem. Properties of application of simulation in manufacturing will be discussed. Dimensions of real-time and discrete-event simulation will be explained. Finally, criteria for selection of a simulation modelling tool will be introduced in the proposed solution as a productive platform.

1.7.1.3. Chapter four

Input Variable Selection (IVS), as methodology to help with the reduction of the computational cost of data integration and simulation solutions is explained with emphasis on the difference between variable and feature as well as between selection and information construction. Description of variable selection problem is then classified into two categories of “derived” and “original” variable methods. Finally, sensitivity analysis is introduced as a technique to evaluate the importance of input variables.

1.7.2. The methodology theme

This theme includes three chapters about the approach taken to provide a solution to the problem and the proof of its efficiency. It therefore covers the proposed data integration architecture, the proposed sensitivity analysis technique, and the proposed method for evaluation of various sensitivity analysis methods against the proposed method.

1.7.2.1. Chapter five

Proposes an architecture that addresses complexity and efficiency issues of data integration in design, implementation, and execution aspects.
1.7.2.2. Chapter six

Puts forward a methodology that helps with cost reduction of computations involved in data integration by focusing on the use of input data when studying and measuring the level of their influence on system output.

1.7.2.3. Chapter seven

Extends the comparison of the proposed sensitivity analysis methodology with other major sensitivity analysis methods. Appropriate computational complexity metrics of sensitivity analysis methods will be provided and applied to the comparison.

1.7.3. The Pilot cases theme

This theme introduces two main tests and implementation scenarios of the proposed methodology, each for different purpose; one for understanding the outcome of data integration methodology proposed in chapter eight, and the other for analysis of the output of sensitivity analysis method proposed in chapter nine. Both cases are experimental; one on laboratory-based and the other in factory-based platform.

1.7.3.1. Chapter eight

To help with proof of concept of data integration architecture proposed in this study, in chapter eight implementation of a data integration system from design and development to execution on a laboratory based platform is described. The suite of hardware and software which was designed, developed, and implemented demonstrated the versatility and flexibility in the input data definition as well as real-time data acquisition and simulation.

1.7.3.2. Chapter nine

Completes the proof of concept by implementing the proposed sensitivity analysis method and demonstrating its efficiency in comparison to other conventional sensitivity analysis methods. This is achieved by a case study conducted in a real world factory-based set of experiments.
1.7.3.3. **Chapter ten**

Concludes the research work and discusses the potential for future and development work.
2. A Review of Current Data Acquisition and Integration Mechanisms, Approaches, and Technology Solutions

This chapter draws attention to the properties of existing data acquisition and data integration platforms with more focus on manufacturing scenarios. A broad analysis of key features, boundaries, and efficiency parameters of existing data integration systems will be discussed. Finally, off-the-shelf data integration solutions and their advantages and disadvantages will be discussed as support for the proposed solution.

In today's enterprise engineering and business development, installation and support for a platform that can handle information about the progress of the processes involved in the performance assessment of enterprises is inevitable. For example, in manufacturing, a virtual enterprise is an extension of a manufacturing company that interprets and reports key performance parameters that assure competency of operations (Goossenaerts et al, 1997). The information system is considered to be the major bottleneck in the formation of the virtual enterprises (Goossenaerts et al, 1997). The issue of incompetency of information system in manufacturing has been tackled from two perspectives; first, infrastructural (Mills et al, 1997; Reid et al, 1997; Kosanke et al, 1997), and second, system extendibility (Benadjoud et al, 1997; Goossenaerts et al, 1997). The malaise persists on different levels from globally distributed manufacturing networks (Katzy et al, 1997; Mertins et al, 1997) to work-cells on shop floors (Takata et al, 1997; Goossenaerts et al, 1997).

Data integration, like a passageway, is known to be the collection of activities for acquiring the raw data from the actual business and preparing it for the other parts of the information system such as data processing (Mills et al, 1997). Thus, the data integration system is usually connected to the network of sensors and data sources at one end and to the data processing system at the other end. In order to meet the expectations for data integration, it is
important to understand the attitude and relationship between data integration and the sensor network with respect to the requirements of data processing.

## 2.1. Static sensor network and dynamic data integration

In many data integration applications, it is not feasible to change the configuration of data sources (i.e. the type and position of the sensors that are installed). The type, number, and location of sensors in most of the applications are not subject to day-to-day change.

For example, in air traffic control, ground radar systems may not cover the tracking of hundreds of moving planes which may cause deadly consequences like the 1977 jumbo jets collision on the ground. To avoid this, many small sensors were installed to fill in the blind spots (Dumiak, 2008).

As another example, collapse of the I-35W Mississippi River Bridge in Minneapolis, Minnesota, United States on August 1st 2007 raised questions on the efficiency of the applied inspection systems. The installation of many piezoelectric sensors at potential failure points with wireless connection to monitoring systems that could warn early enough about the bridge structure condition, was considered as one potential solution by Subramanian (2008).

Although in the two examples above efficiency in the configuration of sensors is an important aspect to ensure data is collected properly of the installation of sensors, but no mention of how modification can be made to the original setup if conditions change. Maintaining the efficiency of such information systems remains highly dependent on the performance of data gathering efforts. For example, in the air traffic control scenario, if some blind spots are temporarily used by other equipment and not used for traffic, a proper task in the data integration may decide to ignore sampling data from sensors which cover the idle spot. Identification of the components of data integration and their performance issues is a prerequisite to the feasibility study of the application of such a ‘sensor selectivity’ task.
2.2. Components of data integration

Data acquisition and data processing are the main challenges of any data integration system. They include data collection equipment and devices, communication standards and protocols, sampling rules, multiple value structures, storage, and data restructure for effective use in higher levels of information systems.

Among the five building blocks in the architecture of the production activity control introduced by Bauer et al (1994), the term 'monitor' was applied to the block which handles the reception of data from shop floor devices, and provides status data for dispatching, performance measures for scheduling, and high level information for factory coordination. In terms of functionality, the major components of the monitor block are data capture (or data acquisition), data analysis, and decision support (Bauer et al, 1994).

On the other hand, Bauer et al (1994) introduced four basic components for a computing model; data management, data processing, data communication, and user interface (Figure 2-1).

![Figure 2-1 Computing model of data integration and its components](image)

The components are explained further within the following sections.
2.2.1. Data acquisition

Data acquisition, defined by Taylor (1997) as ‘the branch of engineering dealing with collecting information from a number of analogue sources and converting it to digital form suitable for transmission to a computer, printer, or alphanumerical display’ is known as the key element for reliable, fast, and accurate shop floor monitoring (Bauer et al., 1994). Hannam (1996) mentions a number of performance measures which could be monitored by capturing data from the shop floor; they include ‘machine monitoring’ as direct monitoring and diagnosis of production parameters, ‘work-in-progress tracking’ as understanding of the actual progress of production, ‘time and attendance recording’ as record of presence of staff and material, ‘shipping and receiving recording’ as understanding of actual progress of goods and orders, and ‘inventory control’ to monitor utilisation of resources.

In addition to monitoring shop floor performance, Hannam (1996) mentions that data acquisition could help manufacturers with monitoring the whole manufacturing operation. For example, quality, cost of product and cost of production requires frequent measurement of product related parameters as well as production environmental parameters. These include capturing data for temperature, pressure, weight, flow rate, dimensions to mention a few examples.

Provision of a complete data acquisition system requires attention to both hardware and software issues such as sensors, signal multiplexing and sampling, memory and interfacing (Taylor, 1997). Although commercial data acquisition systems provide an assembled and ready to use version of all these tasks and issues, they come with expensive and extra costs (Taylor, 1997). To avoid the cost issue while maintaining efficiency, Taylor (1997) suggests understanding the exact requirements by spending experts’ time.

Hannan (1996) mentions Supervisory Control And Data Acquisition (SCADA) systems as potential solutions to the problem of efficient data collection. Definition and limited scope of applications of SCADA systems are discussed in the following subsection.
2.2.1.1. Supervisory control and data acquisition (SCADA)

Supervisory control and data acquisition (SCADA) system is defined by Boyer (1999) as “the technology that enables a user to collect data from one or more distant facilities and/or send limited control instructions to those facilities”. SCADA covers data acquisition, data communication, data processing, and data visualization as well as generating control commands (Cobus, 2003). Data processing in SCADA includes tasks which measure performance parameters, relate system inputs to the performance measure, and finally determine the setpoints that maximise the value of the performance measure (Murrill, 1988).

The scope of the application of SCADA, however, is the processes that need relatively simple control and monitoring scenarios, such as opening and closing valves of small hydroelectric stations according to the requested demand, or regular meter readings of oil and gas production facilities, or similar (Boyer, 1999).

Expressed as a shortcoming of SCADA systems, Boyer (1999) points out that “high risk” situations – when both the probability and the consequences of system failure are high and serious – especially in remote conditions, must be excluded from implementation of SCADA systems. Chiesa et al (2007) points at a similar issue under different terms which express worries about the high cost of securing and patching a SCADA system against IT-related flaws.

2.2.2. Data analysis

A core component in managing acquired data is its interpretation in order to ensure that the next component - decision support - receives the ideal required information efficiently (Kirianaki et al, 2002). In general, the task of data analysis and management is lowering the cost of providing the applicable data (Kirianaki et al, 2002). This cost could come from the both data acquisition and data processing ends.

On the data acquisition end, non-ideal conditions like sensitivity of sensor signals to environmental changes and component tolerances, or proprietary
signal data formats used in some smart sensing devices may require efforts for signal conditioning and compensation (Kirianaki et al, 2002). For example, barcode scanners may scan two extra characters at the beginning and at the end of the actual barcode (Hannan, 1996).

On the data processing (decision support) end the intensity of sequence of data entities are important (Kirianaki et al, 2002). This means both signal sampling rate and the number of signals can be controlled by a data analysis task, so that the data processing task applies less effort on more meaningful information without losing performance. For example, the presence of one item on the production line may be represented by the simultaneous setting of two binary data bits from two light switch sensors. Conversion of these two binary data to one resulting from logical AND function between them is a transformation that saves further computational efforts in storage and delivery of two data sets to data processing.

In terms of data intensity, it would help with efficiency of computation if a data entity which is, for some reason, totally unnecessary to the data processing, could be identified and made redundant. A criterion is required to decide on redundancy of unnecessary data entities. A number of these criteria relate input data entities to their impact and importance on the output of the system. The important issue of selecting important input data will be discussed under ‘Input Variable Selection’ in a separate chapter (chapter 4). The following will discuss another important issue in providing efficient data, and it is the effect that knowledge about usage of data in data processing could have on the way data is treated at higher levels of information management.

2.2.2.1. Data and event

Data entities provided from the presence of an item or a situation, inform about an event, and their capture helps with understanding certain causal relationships in the system. Some performance measures mentioned in the previous section (2.2.1) are mainly provided by capturing data about presence and identification of items or situations. For example, staff availability could be measured using RFID sensors that provide identification data when a person
holding an RFID tag is near an RFID reader at the work place. The identification data therefore depends on ‘when’ this proximity occurs. In counting scenarios as another example, the number of items is counted as they pass a certain point with an RFID reader, barcode identification, or simple light switch. Therefore, the event data is not available at a defined time and has a stochastic nature.

Many sensor output data that represent analogue values of physical phenomena are chosen to be sampled at any rate as according to necessity. This perspective could affect the behaviour of data capture methodologies; if event data is captured and prepared for analysis only at instances of events, then computational efforts of data storage and data processing for performance modelling could shrink to those instances of events only. Such a solution has been set and trialled by researchers like Ploetner (2007) who proposed an event-triggering-based data acquisition system to reduce the cost, power, and computational requirements of video sensor acquisition. Kruger et al (2009) propose solutions for event-based monitoring to cope with the hardware and software restrictions of battery powered wireless sensor networks.

As a basic example, as shown in Figure 2-2, treating the RFID reader as data capture requires memory allocation and frequent decision (check) tasks at counting stage regardless to availability of ‘tag’ information or ‘nothing’. Instead, if when RFID reads a tag, data capture occurs, the number of processing tasks is limited to count only.
While treating event data helps with lowering computational cost of data storage and data processing, the tasks of data storage itself could be performed in different ways depending on the efficiency and data retrieval.

2.2.3. Data storage

Storage of data in memory so that it could be shared between different computational activities is inevitable. Efficient data storage helps more efficient computation of data processing tasks. Access to data in terms of time and effective use is an important objective of data storage methodologies (Bauer et al, 1994). Both data model and communication with the stored data, i.e. database structure, must be considered for effective data manegement (Rembold, 1993).

2.2.3.1. Data model

Both Bauer et al (1994) and Rembold et al (1993) considered three different data models which lead to three different data storage systems; hierarchical, network, and relational.

In hierarchical and network data models data entities branch to one (hierarchical) or more (network) other data entities in a tree structure. Of
course, access to each data entity has to be made through first accessing the data entity at the root and other nodes before the enquired data entity (Rob, 2008). For example, as shown in Figure 2-3 data about the equipment and sensors of a manufacturing machinery are represented based on their relationship with the machinery.

![Network data model](image)

**Figure 2-3 Network data model (Hierarchical data model without horizontal links)**

representation of a baking machinery

The tree approach to access each data entity makes a complex data structure in terms of design and development (Bauer et al, 1994), as well as implementation and restructuring (Rembold et al, 1993) particularly in data integration problems for FMS where the association of equipment and sensors are subject to frequent change.

In relational data model, each data entity has a unique address in the format of a table, i.e. a pair of rows and columns (Haritsa et al, 2008). Some data entities may share either row or column depending on their relationship, as shown in Figure 2-4.

![Relational data model](image)

**Figure 2-4 Relational data model representation**

Querying a data entity is therefore provided by its row-column address, i.e. querying. Although this inherits slower data access time and more memory space, it also brings ease of adaptability and flexibility in design and implementation (Rembold et al, 1993).
2.2.3.2. Database structure

Additional to structure of access to one data entity, other impacting features in data storage regard the overall structure of the whole space of data entities of a system (Rembold et al, 1993). For example, redundancy of storage causes one data entity to be stored in more than one memory space. Other features of interest include access speed, updating, and maintaining (Rembold et al, 1993). Four database structures are mentioned by Rembold et al (1993) to be different in manufacturing operations; loose connection of independent databases, centralised, interface, and distributed database.

In loose connection of independent databases, however old fashioned for its little or no consideration for integrity and relationships between data entities of different parts of information system, yet due to their fast implementation and high access speed, are used in specific applications.

A centralised database has the highest degree of consistency as well as lowest degree of redundancy and so is commonly known as the fittest structure for generic data models. However, high integrity seeks accurate maintenance after any change of data (Clement et al, 1995). Therefore, access and manipulation for instance updating and maintenance could be quite slow for its multi-user nature (Rembold et al, 1993).

Interfaced and distributed databases are similar in their domain-centred structure with the difference of not having any access between domain databases in distributed database structure. The advantage of these semi-centralized databases over centralised ones is in their faster access speed (Rembold et al, 1993).

The above given perspective shows opportunity to the data modelling and database structuring methodologies that aim at overcoming time constraints in data integration applications to compare and trade-off data querying efforts of centralised databases with distributed and logically integrated data collections (Cecelja, 2002).
2.2.4. Data communication

Similar to the discussion of the earlier section on data storage, data communication is a fundamental part of data integration (Hannan, 1996). For the variety of data communication networks at least in the area of computer integrated manufacturing (CIM), data communication has also a fundamental impact on the efficiency of data integration systems (Hannan, 1996). According to Rembold et al (1993), the key role in this efficiency is played by compatibility of communication interfaces between data integration components in issues such as; communication medium, data format, and the most important, communication protocol.

Wireless, wired (usually copper), and fibre-optic conductors are three major media for data communication with differences in range and cost depending on the signal transmission capabilities (Tanenbaum, 2002). The most popular medium among the three is still wired communication.

The data format indicates the amount of byte overhead which is required for transmission of each value of data entity (Tanenbaum, 2002). For example, an integer value takes fewer of bytes than a floating point value.

Data communication protocol has a wide variety briefly covered by (Tanenbaum, 2002). By increasing the scale of complexity in connectivity between devices and central controllers (Kamen, 1999), the importance of networked communication in CIM has increased (Bauer et al, 1994), and as a result, direct communication between two individual components (Rembold et al, 1993) has faded out. For a number of advantages discussed in the following subsection, this review covers network-based industrial data communication protocols.

2.2.4.1. Data communication networking

The advantages of networked communication mentioned by Hannan (1996) include; resource sharing due to availability of data to all components, fault tolerance as recovering data losses are possible via backed up contents by other component(s), increased economy because of cheaper processing
power of communicating processors, better communication between computing workgroups, and finally flexibility in linking more local computers, extending and (portioned) upgrading of the network.

Common industrial data communication networks that connect sensors and actuators to controllers, analysers, graphic terminals etc., include three levels of networks; the first for sensor devices, the second for control, and the third for plant level, as shown in Figure 2-5 (Kamen, 1999).

![Diagram of three levels of industrial data communication networks](image)

**Figure 2-5 Three levels of industrial data communication networks**

Although at each level different networking technologies have been defined and used for many years, such as Profibus (Siemens, 2005), and ControlNet (ODVA Inc., 2008), to name a few, Ethernet (IEEE SA, 2008) has dominated among other contenders in communication technology application domains (Kamen, 1999). Ethernet, or IEEE standard 802.3, defines how to pack information in signals and how to use a network medium (usually wired) to send/receive signals. In other words, Ethernet manages transmission of digital content between computing devices in networks of multiple nodes. Ethernet has proved its utility in performance, flexibility, ease of installation and administration (Hannan, 1996) between network protocols.

Another procedure which is not covered by network communication protocols like Ethernet is architecting the digital information, or how to format actual data taken from a device and the address of destination device before it is sent by network communication protocol (Kamen, 1999). The OPC protocol manages this data interfacing in a globally standard way so that implementation network
devices, e.g. controllers, computers, databases servers, from different vendors could simply and flexibly use it to handle data communication without having to adapt with different definitions and architectures of different data sources (OPC Task Force, 1998). As shown in Figure 2-6, OPC and Ethernet form two standard layers for data communication.

![Figure 2-6 Ethernet and OPC layers, the actual path for data communication is through Ethernet port](image)

2.2.5. User interface

Bauer et al (1994) mentions that ‘A good user interface aims to facilitate synergy between man and computer.’ In data integration systems this could be achieved by handling necessary interaction between users and system (Bauer et al, 1994). Two groups of users usually have interaction to a data integration system (Rembold, 1993); users who set up the system and prepare its execution, and users who try to understand and describe the context of the problem of the system.

2.2.6. Data processing and decision support

This final component of data integration feeds information to the business model so that it could produce the Key Performance Indicators (KPI), which in turn provide a better insight into the system, enhance the confidence about the system, make decisions, and control the work flow. Therefore, modelling performance factors should effectively help the process of system monitoring and decision making (Viswanadham et al, 1992). For example, understanding
the spare capacity in the system to undertake other jobs, or prediction of the effect of changing resources or their conditions are among important decision making tasks for a product manager (Viswanadham et al, 1992).

Viswanadham et al (1992) further classifies performance evaluation methods into two classes; performance measurement, that is carried out on existing and operational systems by means of frequent data collection and analysis to monitor KPIs, and performance modelling, which could be either analytical or simulation.

Analytical models feature mathematical formulae or procedure that could be solved in closed form or by using numerical techniques. This could on one hand support the adequacy of performance results due to the possibility of creating a specific and accurate model of the real system, and on the other hand put disadvantage of expertise cost and intractability if model is too detailed (Viswanadham et al, 1992).

Simulation modelling, however, has been popular within manufacturing monitoring applications due to the easier implementation of details of manufacturing processes and estimates of performance measures. The benefit and issues of simulation modelling methodologies will be discussed in more details in the next chapter.

**2.3. Efficiency of the data integration systems**

Both available technology and objectives of a data integration solution play important role in the deployed methodology and the measure of efficiency of data integration systems. For example, an information integration system in multi-sensor systems was proposed by (Iyengar et al, 1994) which focused on the architecture aspects of distributed sensor networks with regarding to sensor data clock synchronisation, communication costs, and fault tolerance. Data Integration was also addressed by (Ibrahim et al, 2005) who proposed a query processing algorithm as a semantic solution in wireless smart sensors. In both solutions processing of entered sensor data necessitates inefficient method of depositing the data into a database accompanied by all the
acquired data attributes which significantly increase computational cost. Other researchers have focused on the security of data over sensor networks (Ozdemir, 2007), efficiency of data transmission (Zhou et al, 2006), dependability of sensor networks (Thuraisingham, 2003), independence of sensor data (Mueller et al, 2007) etc amongst others.

The need for a robust and agile tool that helps production managers make quick decisions in Fast Moving Consumer Goods (FMCG) industry has been discussed in (Mills et al, 1997) and (Mousavi et al, 2007). (Bauer et al, 1994) put consistency, precision and timeliness as the three prior properties of information on which an informed and accurate decision making process could rely. (Bauer et al, 1994) also added simplicity and convenience of monitoring operations for manufacturing personnel to the efficiency factors of a monitoring system.

The focus in this thesis is to provide a flexible and easy to use data integration environment which will facilitate quick decision making. In the following subsections, a brief description of how these efficiency factors of data integration system could be measured is given.

### 2.3.1. Promptness

In reality, several features in the architecture of a data integration system may affect the speed of access to data. Frequent availability of data is required in many monitoring and decision making applications. Centralised architecture, data structure, and scale of the application are among the reasons which could slow down the transition of the data from source to the buffer and from buffer to the client. Promptness of data retrieval mechanism between the stages of a data integration system could be measured by attaching a timestamp to the acquired data at each stage and evaluating the differences between timestamps, so called 'loganalysis'.

Being real-time, a data integration system is meant to “pertain to the performance of a computation during the actual time that the related physical process transpires” (Boyer, 1999). In other words, the series of computation
processes throughout the components of the data integration system starting from the data acquisition up to the data apparatus could occur with such a speed so that missing the fluctuation of acquired parameters of the physical system does not lower the performance of the desired measures of the system below a desired level. In this sense, real-time remains a relative property associated with the system. For example, in data integration for transportation systems, collection of location data from the cargo fleet on the road for measures related to the mode of transportation could be considered in real-time if the rate of sampling location data is every 30 seconds (Byon et al, 2009). This rate is however too slow for measurement of critical parameters in an air compressor testing system (Sudha, 2009).

Nevertheless, the important fact is about finding out exactly what is happening on the work flow to be able to improve the performance of the work (Cecelja, 2002).

2.3.2. Accuracy

Transition of values of data from sensor outputs towards data storage and data processing components without losing the required resolution of the original signal is one aspect in the accuracy of a data integration system. The other aspect is in the functionality of the components to generate services as expected. These two aspects are generally considered and usually satisfied by today’s data integration system solutions. However, an amount of computational overhead and therefore complexity of the system may be traded off for achieving accuracy depending on both dynamic data structure and database architecture.

2.3.3. Communication

Scale of data integration systems in most of the applications necessitates use of data communication between several data handling modules which run in parallel and need data from each other. Passing messages which wrap the data within some metadata is an established method to simplify data communication between concurrent software executions on different
processors (Folino et al, 1998). Depending on the data communication technology used, one complete data transfer may involve two messages; one for request and the other for response. Communication media and speed, security and compatibility of the communication protocol with regard to the application environment affect the effectiveness of the data communication.

2.3.4. Complexity

In literature a number of measures and criteria, which are discussed at the following, have been defined as indicator of the computational complexity of computation problems (Aimin et al, 2008; Bansiya et al, 1999; Roca, 1996; Harrison, 1992) (Penzes et al, 2002). Aimin et al (2008) mention the complexity of software architecture of the information system, to be a contributing factor to the computational complexity. Roca (1996) mentions the deficiencies in the execution code as a potential contributor to computational complexity. In both cases structural complexity which is determined by the structural characteristics of either the overall problem or the actual algorithm are the main culprits for computational complexities (Harrison, 1992).

Bansiya et al (1999) mention the relationship between complexity of comprehension and implementation of the computational solution as a determinant of computational complexity. This approach suggests an algorithm oriented measurement.

Energy consumption has also been connected to the computational complexity. Martin (2001) proposed a complexity measure comprising of both energy and time efficiencies of computation based on the physical model of implementation of elementary operators or gates. They proved that \( E \times t^2 \) metric (\( E \): computation energy, \( t \): computation delay) is a reliable measure. Both energy and time are calculated based on the electrical features of the circuit which handles the computation.

Peng (2008) applied Landauer’s theorem (Landauer, 2000) to measure the consumed energy of the computational problem by means of the entropies of the problem’s initial state and final state. This method gives an indication of the lower bound of energy consumption for solving a computational problem without using the knowledge about the implemented algorithm.
The scope of this thesis sought an architectural and methodological view of the computational complexity analysis. Different algorithms may be used to achieve the same goal under the same architecture. Therefore, algorithm-oriented methods were disregarded.

2.4. Proprietary data integrated systems

In the following sub-chapters data integration structures which have been adapted in existing data integration systems will be discussed. In this section an overall presentation and analysis of their infrastructure and architecture is made. In addition, the efficiency of data integration systems and structures will be discussed. Furthermore, the advantages and disadvantages of the proprietary data integrated systems that are currently adapted in industry will be discussed.

2.4.1. Honeywell

Information Management, as an operations application within Honeywell’s process solutions, was introduced to facilitate transformation of data to knowledge by providing interfacing to the modern data sources, and a formula management user interface (Information Management, 2009), a centralized formula management infrastructure (Advanced Formula Manager, 2009) in hand with a centralised database server (Uniformance PHD, 2009) which accommodated calculation results. However, a robust and consistent near real-time access to the stored historical data required integration of Information Management with Honeywell’s Experion® Process Knowledge System (PKS) (Honeywell, 2009). Such massive set of integrated solutions was not yet prepared to monitor operating events of the process plant as an Event Monitoring solution was required (Event Monitoring, 2009).

2.4.2. Siemens

Plant Intelligence was offered by Siemens to link the two levels of data between SCADA, i.e. machine level, and the manufacturing execution system (MES), i.e. corporate level (Siemens, 2009) which by definition limited the scope of data integration to what each SCADA could cover. Scalable
integration solutions required communication between SCADA level modules and archived data through server points (Siemens, 2009). Although monitoring the entire plant was also offered by an alternative approach, the link to corporate level was as limited as a dedicated interaction with the ERP systems (Siemens, 2009).

2.4.3. Rockwell Automation

Through machine, line, or plant performance solutions of Rockwell Software’s information solutions (Rockwell Automation Inc. 2010), real-time data was introduced to be available to the monitoring and analysis tools. However, efficiency via an optimised number of data input points was only introduced to be available through their product called Value Map in Manufacturing Assessment and Planning (MAP) assessment services which were operational consultancy and process efficiency identification tasks (Rockwell Automation Inc. 2010). An automated computational efficiency measurement tool which could control the amount of computational overhead of the overall information system by introducing the less important real-time data was not introduced.

2.4.4. ABB

System 800xA Information Management Historian, an information management solution within ABB’s control systems, was introduced to be able to reduce data storage resolution in order to increase storage space (ABB, 2010). However, no intelligent and efficiency-aware mechanism was mentioned to support this configuration.

2.4.5. OSIsoft and SAP

The use of an integrated suite of information management solutions between SAP’s NetWeaver Master Data Management (SAP AG., 2009) and OSIsoft’s PI System (OSIsoft Inc., 2009) was introduced to lead to improvements in business decision making based on the access to the real-time data from the plant floor. This however did not enable any functionality in the coalition to help avoiding dump of useless data in centralised databases. Instead, extra
efforts were sought in the integration to reduce number of duplicate data entries (OSIsoft Inc., 2007).

2.4.6. Oracle

Oracle Data Integration Suite was offered as the main component of the Oracle Fusion Middleware data integration solution to manage data movements and data profiling (Oracle, 2010). However, low impact real-time data integration and continuous data availability solution was not guaranteed in the suite. On the other hand, two Oracle’s conjoint products; GoldenGate (Oracle, 2010) and Product Data Quality (Oracle, 2010) helped with offering real-time access to data and enterprise level data transformation, respectively. In order to achieve fully real-time and quality assured data integration, the combination of the three aforementioned products seemed demanding. High volumes of expertise, effort, and expenditure could be sought in the implementation of such massive integration projects.

2.4.7. Advantages of proprietary data integration systems

- Comprehensiveness; a wide range of services and functionalities were introduced and offered by proprietary data integration products. Some of the offered products may cover future data integration plans as well as overcoming the current problems.
- Rapid development; some of the proprietary data integration products may be chosen to be implemented for the feasibility to achieve quick solution developments with a lot of ready to use materials and functionality.
- Training and support; All proprietary data integration solution providers offered training services for development. Almost all of them offered consultancy services for definition of the original problem. Further support and training for maintaining the product and services also were offered at some costs.

2.4.8. Disadvantages of proprietary data integration systems

- General purpose; featuring services and functionalities more than could be required in many information automation applications, it would not
be easy to find the cost effective product and then the correct route between many options in one product. A straight forward environment which draws the focus of the implementation on connections to data points and definition of the performance model i.e. key performance indicators would speed up easier product selection and quicker fits.

- Computational overhead; many of the solution providers - including PLC makers - started from SCADA level automation, and then built up more comprehensive information management systems on top of the legacy automation solutions. The final product was therefore not an optimised architecture of components which means a surplus cost of implementation and execution for no valuable output. An up to date architecture which is built based on the scalability of data integration and efficiency of execution could reduce computational cost by employing less components and data.

- Computationally sensitive; it did not appear in any proprietary data integration solution, that computationally more expensive data influenced the determination or estimation of the importance of data in an attempt to monitor or control its computational overhead. Appending such service to data integration system, if this new service itself is not computationally costly, could help elimination of potentially many data integration efforts.

- Proprietary DAQ firmware; NI’s Labview needs Labview Driver software to be installed as a run-time engine (National Instruments Corp., 2007). Microstar Laboratories (ML)’ DAP acquires data from only ML’s DAQ hardware (Microstar Laboratories Inc., 2009). A generic method of introducing sensor data to DAQ software with no need to particular manufacturer’s DAQ firmware would help applications to save on keeping their legacy data acquisition hardware.

- Too technical; some existing solutions needed high level of expertise in dynamic specifications of data collection and connection to data sources, which may not cover the fields of expertise of a product manager. A high level user interaction which avoids complicated data
connection definitions and resolves them by automatic detection, typical settings, or other approaches would attract a wider area of applications.

2.5. Design approaches of data integration system architecture

2.5.1. Layered architecture

The layered approach to define architecture for an information system can be described as defining different groups for the elements of the information system in which, elements of each group are capable of providing different functionalities and services, and could communicate with the elements of the other groups through defined communication behaviour (Bauer et al, 1994). Such description carried the key concepts of the layered architecture as layer, entity, service, function, and protocol more comprehensively described by (Bauer et al, 1994).

The main advantages of a data integration system built based on the layered architecture appear in its flexibility and modularity (Bauer et al, 1994) which brings with itself efficiency and effectiveness of integration through standard services and protocols.

Bauer et al (1994) address the standardisation of an information technology reference model for shop floor control by definition of a layered architecture based on the shop floor layout i.e. factory, cell and workstation layers, and the main shop floor tasks i.e. production environment design, scheduling, dispatching, monitoring, producing, and moving.

A three-layer metamodel has been suggested by Mannarino et al (1997) in which building blocks of each layer were constructed based on the lower layer. In their proposed architecture, Mannarino et al (1997) defined generic constructions of the production environment, such as functions, resources, and tasks were concluded in the lowest layer, called metamodel layer. This only first layer covers all components of the environment for which this thesis suggested a solution for data integration. Although, the scope of the metamodel-based solution proposed by Mannarino et al (1997) was the entire
information system of enterprise integration problem in organisational level, the benefits of the layered architecture appeared in its openness and accessibility to the attributes of the primitive building blocks of the production environment.

2.5.2. Hierarchic object-oriented design

In software design methodology, HOOD, standing for or Hierarchic Object-Oriented Design, is “an architectural design method, helping a designer to partition the software into modules with well defined interfaces that can either be directly implemented or further partitioned into modules of lower complexity” (Rosen). Both object-oriented and functional design approaches are supported by HOOD. In summary, HOOD is a hierarchical design approach that incorporates the notions of object-oriented design into an industrial process. It includes a notation and a design process. The formalism is supported by a set of rules which are enforced by tools.

2.6. Conclusion on data acquisition and integration platforms

In this review it has been concluded that due to flexibility and reconfiguration issues, a data integration system which gathers and transforms input data seems more feasible for efficient structure and action than the sensor network which provide input data. Therefore, the components of data integration system have been explored and efficiency issues of their functionalities discussed.

It has been discussed that data acquisition as the backend connection of data integration system to the shop floor faces both hardware and software challenges for coping with large scale real-time data collection. It has been pointed out that the limited scope of SCADA systems do not make them suitable candidates for this.

Data analysis component of data integration has been introduced as an interface between raw data and high level information processing. A big challenge here is to identify events in event-driven environments and providing accurate and sufficient information to deal with least computational cost.
For efficient data storage, both the data structure and database structure have been discussed to play role in terms of access speed and memory space. A relational data model in a decentralised database is more responsive in time-constrained applications. However, query style demand of data from relational data model could waste time.

An Ethernet network and OPC service are concluded to be good candidates for efficient data communication. However, in a generic solution for data integration, other means of data networking must be supported.

After a review on the efficiency parameters of data integration systems, some of the most popular proprietary data integration systems were briefly studied and challenged for their suitability in terms of adaptation to the objectives of this thesis. It has however been concluded that cost effectiveness, complexity, and efficiency-orientation of proprietary solutions leave space for more challenge.

Since, performance factors generated at the data processing stage were identified as playing a role in capturing and analysing event data, further studies are required to explore this relationship. Therefore, this thesis will continue with a review of issues and ‘how’s of input variable selection. But prior to this, there will be a review of performance modelling by using discrete-event simulation and modelling techniques.
3. Process simulation and modelling

The aim of this chapter is to understand how simulation and modelling could support the proposed solution in this research as a part of a decision making tool. For this, the chapter delves into how simulation and modelling has been useful in the context of the defined problem. Properties of application of simulation in manufacturing will be discussed. Dimensions of real-time and discrete-event simulation will be stressed. Finally, criteria for selecting a simulation modelling tool will be introduced.

3.1. Simulation in manufacturing

Setting up an environment which can help to demonstrate the behaviour of a model through a certain time interval can be called simulation. The simulation environment provides a means to interact with the model. Justifications for when simulation is and when it is not the appropriate tool are given by Banks (2001). The advantages and disadvantages of using simulation are also discussed by the same reference.

It is clear that simulation has been used most extensively in manufacturing than probably in any other field. Onut et al (1994) showed how simulation was integrated into a complete shop floor control system for a Semi-Integrated Manufacturing System (SIMS). They developed a framework that interfaced the simulation system with a Material Requirement Planning (MRP) system, a host computer, a Database Management System (DMS), a shop floor control system and a supervisory input system. This greatly enhanced the effectiveness and control of the manufacturing operations.

Gupta et al (2002) proposed shop floor scheduling with simulation based proactive decision support in a highly manufacturing complex system where multiple product parts, sequence dependent setup, moulding machine specifications, mould restriction’s etc with a variety of scheduling and operational choices are integrated. Gupta et al (2002) developed a simulation model that generates a feasible schedule and has ability to reschedule the system when sudden changes occur. The ahead of time system parameters provided the scheduler with the opportunity to find best schedules efficiently.
Potoradi et al (2002) also developed a simulation-based scheduling system to maximise demand fulfilment in a semiconductor assembly facility. They used simulation as an engine to generate schedules and to control various machines at execution time and also to plan for the start of materials. The schedule adapts to “unforeseen” changes on the shop floor by the use of online data availability. However, their data entry from the shop floor and planning system is not fully automated, hence the model-update is quite slow and requires an expert and is not done frequently. From the above review, it will be noticed that simulation plays a vital role in the understanding, control and improvement of complex systems. Additionally, it is observed that there is basically not much difference in the approach to applying simulation in scheduling. However, the details of the integration and framework are custom made to suit the particular environment.

Manivannan and Banks (1991) also provide a brief review of earlier attempts to build intelligent controllers for managing operations in a manufacturing cell with and without simulation. In an earlier work by Wu et al (1988), they observed that significant improvements could be made by using a simulation model to determine the future course of a manufacturing system.

In all the above cases, the gain in system performance as a result of the use of simulation has been noticeable. The area of shop-floor control and scheduling demonstrates an aspect of the capability or power of simulation. But there is more to it. Shop floor control and simulation could be performed in real-time. A number of these cases are discussed in this chapter after the weaknesses of “non-real-time” simulations is briefly explained in the next section.

3.2. Weakness of traditional simulation

By traditional simulation it is meant the approach to systems modelling and simulation that follows the methodology of Banks (1998) and which Son et al (2001), described as “throw-away” tools. This approach normally requires a simulation expert to build the model and is heavily dependent on historical data. The main drawbacks of this approach are evident in numerous published works in simulation and are summarised below with particular reference to
simulation projects in healthcare undertaken by Komashie et al (2005, 2008). The main shortcomings of traditional simulation are:

3.2.1. Time consuming

Traditional simulation often requires the manual collection and analysis of input data. Mining the data and preparing them for use in a model is always time consuming. Sometimes data that is seemingly available may not be in the format usable for a simulation study. In healthcare for instance most processing time data and proportion of patients at various branches in the system are unavailable and have to be collected. Apart from being a time consuming exercise, the data obtained and processes defined are also time dependent and subject to change in short cycles.

3.2.2. Time dependent

Due to the fact that traditional simulation is heavily dependent on historical data, as the input data gets older the results of the model also become less reliable. This is a critical issue in dynamic and complex systems like healthcare and manufacturing. In some cases, by the time the modelling project is completed, the input data that was collected for the model may be obsolete and may cause doubt in usability of the results. When the input data to a model is not as reliable, then it becomes difficult to use the model to predict future events accurately.

3.2.3. Potential inaccuracy in prediction

Simulation models help to understand the operations of a system and serve as a cost effective, risk free platform for testing different configurations of the system. In addition, a well validated model of a system may be a useful tool for predicting future events. However, this is not a reliable exercise with traditional simulation which is dependent on historical data. This has been one of the incentives for researchers and practitioners to conduct research on real-time data acquisition and control systems.
3.2.4. Costly

With the expertise required and the time it takes to build and run good simulation models, the cost of keeping a traditional simulation model up to date and fit for predictive analysis would be prohibitive. To reduce this cost and providing a reliable platform for system managers to predict future events more accurately is part of the motivation for the proposing a generic framework in this research.

3.3. Why run real-time simulation?

Joshi et al (1994) compared analytical models as computational procedures which evaluate system performance and decision variables with simulation models as descriptors of logical relationships between system events and dynamics. The concern of this research is justification of using real-time simulation, i.e. a simulation which runs based on the values of the parameters of the shop floor in real-time.

Real-time provision of an indication of the cost of a running system is at the heart of the driving force for implementation of simulation in today’s industry.

3.3.1. Real-time VS one-off simulation

For several years, simulation has been applied to the long-term planning, design and analysis of manufacturing systems. These models have been termed “throw away models” because they are seldom used after the initial plans or design is finalised (Son et al., 2001; Smith et al., 1996; Harmonosky, 1995). Over the past decade, however, researchers and practitioners have taken advantage of the power of simulation technology to develop simulation models that can be fully integrated into complex manufacturing systems and run in real-time. The ability to automatically generate simulation models for certain application has also been achieved (Son et al., 2001).

Harmonosky (1995) conducted a review of simulation based real-time scheduling and found the need to further explore the concept with look-ahead and what-if capabilities. More recent attempts to use real-time simulation modelling in the control and analysis of manufacturing systems may be found
in (Mullarkey et al., 2000; Rabbath et al., 2000; Lee et al., 2002; Dangelmaier et al., 2006).

3.3.2. Production cost and product cost
Over the past 25 years, huge advances have been made in the use of techniques such as computational fluid dynamics and finite element analysis to maximise product performance at the design stage (Wheatley, 2009). The use of simulation to model – and improve – production and logistics processes is a much more recent phenomenon. It has come to the attention of producers that designing a device that works but then costs too much to manufacture is a new problem to be addressed by simulation (Wheatley, 2009).

3.3.3. Applications wider than manufacturing
In recent years, simulation is finding applications in several non-manufacturing environments including healthcare (Komashie et al, 2005). The labour intensive nature of healthcare systems however has made this application more challenging. Subsequently, a real-time application of simulation in healthcare is non-existent (Komashie et al, 2009). In this thesis, a framework is proposed for accomplishing real-time simulation of a manufacturing system which is adaptable to non-manufacturing systems as demonstrated by a healthcare application in (Tavakoli et al, 2008).

3.4. Application-specific simulation
In a volatile and flexible production environment where the cost of adaptation of the information system to the application is of major concern, generic approaches to producing simulation models seem to be more appealing than application-specific ones. As opposed to the generic approach to modelling and simulation which uses definition of events and processes to describe details of the modelled systems, an alternative approach has been taken to compensate for the complexity of mapping specifications of complex systems to events and processes (Askin, 1993). In such an application-specific approach, for each object such as station, buffer, material handling device, and process plan, a class would be defined with its attributes matching the specification of the corresponding object. This approach seems more
straightforward in terms of the efforts for model definition (Askin, 1993). However, like in any other application specific approach, maintenance and deviation to similar applications would not be expected to be as easy and flexible as in generic approach.

3.5. Discrete-Event Simulation (DES)

In discrete-event simulation, the model is affected by its environment after certain fractions of time (Banks, 2001). The new status of the model is worked out and demonstrated based on the new collection of model inputs after each time interval. The following components are defined within the concept of DES;

- System State; State of the system could be defined as the “collection of variables necessary to describe the system at any time” (Banks, 2001). Of course, this is not necessarily including all existing variables of the system, and depends on the objectives and expectations from the system model.
- Event; Based on the description of the system state, an event in the system could be defined as “an instantaneous” occurrence that may change the state of the system” (Banks, 2001).
- Entity; An entity in a system could be referred to any object in the system which is considered and defined with some specifications which is somehow useful in the description of the system. Those specifications which are connected to the entity could be referred to as attributes.
- Activity; A collection of some events of the system in a specific time period could be referred to as system activity.

3.6. DES in real-time control

Real-time systems differ from traditional data processing systems in that they are constrained by certain non-functional requirements e.g. dependability and timing constraints or requirements. Vaidyanathan et al (1998) developed a discrete event simulation model as a daily scheduling tool. They employed a hybrid approach that integrates a scheduler and a simulation model. The
simulation model plays the role of modifying the output from the scheduler, and the two together become a tool for day-to-day production scheduling. An efficient simulation of real-time system requires a model that satisfies simulation objectives and timing constraints (Lee et al, 2001). Son et al (2001) developed a structure and architecture for automatic simulation model generation for very detailed simulation models intended to be used for real-time simulation based shop floor control. They identified two essential stages to be automated for automatic simulation model generation: System specification and the associated model construction. In this work, Son et al (2001) proposed a methodology for generating a simulation model (based on Rockwell Software Arena) from a resource model (in MS Access 97) and a Message-based Part State Graph (MPSG) based shop floor control model. This was made possible because the Arena simulation software supports Visual Basic Application (VBA), which enables application integration and automation. Lee et al (2001) undertook the development of a modelling methodology to efficiently model real-time systems to satisfy given simulation objectives and to achieve arbitrary timing requirements. Mousavi et al (2008) proposed the framework and implementation architecture of a combined real-time shop floor data collection (monitor) and DES. They highlighted the practical implementation and potential benefits of using predictive (multipass) simulation in combination with real-time data acquisition (DAQ) in dealing with the complexity of manufacturing environments.

The above review provided some evidence of the extent of the application of real-time simulation modelling in the manufacturing industry. Evidence from comprehensive reviews conducted by Brailsford (2007), and Eldabi et al (2007), indicate that the application of real-time discrete event simulation is yet to be extensively adopted in industry.

3.7. Model development approaches based on DES

The structure of information which can be represented in DES allows a model developer to look and construct the model taking one of the two different approaches (Banks, 2001);
3.7.1. Event scheduling
In this approach the focus is on events and their effect on system states. Model behaviour is defined the way so that it would accept certain values at certain times (i.e. events) as input and runs through the procedures which work out the new status of the system.

3.7.2. Process interaction
One may focus on developing entities with a number of attributes for them which may change the status of the model as they exist in the model. The life cycle of the entities and the whole model is then affected in an exchangeable way.

3.8. Simulation modelling tool capabilities
To be able to evaluate the performance of complex manufacturing systems in sufficient detail in real-time or fast-forward operation modes, a series of features are expected in forming the simulation modelling tool. These essential features are discussed at the following sections.

3.8.1. Object-oriented modelling and simulation
While creation and modification of simulation models - including writing, testing and debugging the simulation programs - are time consuming tasks, object-oriented modelling approach helps with the code development, model management, and reuse of the developed code (Joshi et al, 1994). The justification and advantages of object-oriented programming under four key concepts of encapsulation, data abstraction, dynamic binding, and inheritance is well-established (Masini, 1991).

3.8.2. Real-time connectivity
Aforementioned examples in section 3.6 have introduced some situations in which the simulation model is connected to an external data source. For the target of this thesis, it is important to identify and implement approaches that can guarantee connection between the simulation model and the real-world in real-time. Two issues are very important in the establishment of real-time connectivity;
3.8.2.1. Data repository

It seems unavoidable in computational terms to forward a sampled value of an input variable straight onto the simulation model and without storing it in an intermediate memory space as could be an ideal real-time data connection. Increased number of data necessitates use of organised memory spaces or so-called databases. Database servers are applications which help with prompt provision of space for allocation and restoration of data. However, they bring extra computational overhead for execution and querying services (Gennick, 1999). Particularly when long term data storage is not necessary, more temporary in-memory data repositories like queue structures are helpful.

3.8.2.2. Data communication

Depending on the development environment of data acquisition and simulation model, appropriate hardware and software to design and develop code for communication with external resources is required. The embedded messaging service of the proprietary operating systems is easy to use. Data querying services and compatibility with database servers may appear as a delay-concerned issue.

In terms of communication channel, wired Ethernet is rather fast and reliable (Tanenbaum, 2002) in trade-off between cheaper and less secure communication media and protocols such as wireless Bluetooth (Ferrigno et al, 2005).

3.8.3. Fast-forward simulation

One important feature in a simulation model is the ability to execute the sequence of processes of a faster pace than in real-time situation. This feature helps with using the simulation model for real-time control (Joshi et al, 1994), future prediction and decision making. Joshi et al (1994) describe a recursion model and hybrid approach as two of the main approaches that researchers have taken towards facilitating fast-forward simulation. In general, reduction of the total simulation run-time must not ideally result in sacrificing the desired statistical accuracy. This may be achieved by taking advantage of parallel architecture of computer hardware and well developed concepts in probability theory, stochastic processes and statistics (Joshi et al, 1994).
3.8.4. Simulation language capabilities

File manipulation, event calendar maintenance, statistical calculations, built-in animation constructs are among the important capabilities that are expected from a programming language for design and development of simulation (Harmonosky, 1990). Although these features could be manually coded using general purpose languages, they usually are included in the simulation language. However, among people of different disciplines who need to program simulation models, only industrial engineers may have knowledge and expertise to use simulation languages (Harmonosky, 1990). This is a trade-off with the fact that important features like real-time connectivity may not be provided by all simulation languages (Harmonosky, 1990).

3.9. Model conceptualisation and abstraction

In model conceptualisation, as one of the important steps in a simulation study, the ability to abstract the essential features of the system is of fundamental importance as it initiates the enrichment and elaboration of the model (Banks, 2001). The task involves efforts to enhance the quality of resulting model as well as to increase the confidence of the model users in the application of the model (Banks, 2001). Such efforts can be costly when at the same time they may never reach the expected quality. Having attracted the attention of many researchers, this issue has been tackled from several angles including data mining techniques which can eliminate interaction of the model with those features which are not essential.

3.10. Summary of process simulation and modelling

In this chapter, after reviewing the existing approaches on generation of simulation models, it has been comprehended that real-time discrete-even simulation could be the appropriate method to represent the status of a system. Although it has been figured out that efforts could be spent to create a simulation model that can generate and indicate system performance in real-time, no evidence has been found to indicate that computational efforts in simulation can be fine tuned through efforts of the previous stages in data
integration. The next chapter reviews input selection approaches which may be able to link these issues.
4. Input Variable Selection (IVS)

In this chapter the existing concepts and methodologies which could help with the reduction of the computational cost of data integration and simulation solutions discussed in the previous two chapters is introduced. The main concerns of Fast-Moving Consumer-Goods (FMCG) manufacturing industry are product quality, delivery time, and overall production costs. Consequently, companies that are faced with challenges of the ever more competitive global markets have realised the importance of accurate account of the key performance measures. This demand could involve reception and processing of a large amount of data from shop floor activities which in turn could add burden to the computational efforts in terms of both computational cost, and performance of decision making. This effort may be reduced by identifying and filtering a number of lesser important inputs. Thus, the outcome of this chapter complementarily helps with understanding that how a data integration solution can be developed to encompass all efforts of data acquisition and aggregation from the entire data sources in real-time while at the same time featuring quantified measures of the importance of the data sources. The term “important” in the era of variable selection has been translated into two separate notions of “usefulness” and “relevance” (Kohavi et al, 1997; Blum et al, 1997). Such formalisation is directly influenced by the classification of the types of measures that variable selection methods use. Therefore, existing works and concepts under the name of Input Variable Selection (IVS) and feature selection are analysed; the scope of the varieties of IVS methods is compared against the requirements of the problem. Sensitivity analysis is also described as a tool for variable importance estimation.

4.1. IVS and feature selection

The role of IVS and feature selection could marginally differ. This section aims to clarify these two roles and understand their concerns so that use of IVS in the scope of this research work could be justified. It is helpful to distinguish the difference between the problem of IVS and feature selection before continuing with the varieties of IVS problems.
Feature selection is a well known problem addressed by a large number of research and literature (Guyon et al, 2003; Unler et al, 2010; Chen et al, 2010; Gao et al, 2010; Bunke et al, 2010; Gunasekaran et al, 2010; Huang et al, 2010; Gunasekaran et al, 2010; Zhang et al, 2010). The objective of this thesis is to propose techniques for decide which input data sources are crucial to report on system status. Thus, the aim of the IVS in this thesis is to deal with individual input data sources. This allows space for discrepancy between the two problems of IVS and feature selection from at least two perspectives; one is the nature of input variable and feature, and the other is their selection methodologies. Both aspects are explained in the following two subsections.

4.1.1. Input variable and feature

Although in many literature the terms “variable” and “feature” are used and treated equally, with marginal differences input variable differ in nature from feature on the basis that the former is generally referred to as a piece of information about the system which is later used to continuously represent the model of the system, whereas the latter is a piece of knowledge about a series of data in the system. Feature may be locally and temporarily created to help with decision making not necessarily about the performance of the system but for understanding some specific behaviour in the system. Hand et al (2001) highlights the fact that although non-sequential data may be sufficient for a given data mining task, sequential information of input variables could be critical in certain applications. This conceptual difference is shown in Figure 4-1.
Input variable is a direct result of aggregation of raw input data from data sources. Feature, however, may be extracted by mining of data which is obtained from a collection of input variables. Conversely, features may be constructed by application of acknowledged functions to the input variables in order to generate new variables or features. In this sense, features are created to overlay input variables for decision making process. The two feature creation scenarios are explained through examples in the following subsections.

**4.1.1.1. Features derived from input variables (feature construction)**

Features of a system under monitoring may be deviated from the initial input variables of that system that are built upon the raw sensor data, similar to the intermediate level data fusion in categorisation of data fusion levels by Acheroy (1999). For example, Kwak (2010) described input variables with the term initial feature candidates which are collected based on the literature and represent the shop floor status and job characteristics. He then used transformation and combination of these original and primitive features to extract the main features.

Moreover, in order to detect fault in rechargeable battery, Park et al (2009) defined two variables. These two variables are capacity and cycle life that measured by amount of charge and the number of complete charge/discharge.
cycles before fall of the nominal capacity below a certain value. However, to shorten the measurement cycles and therefore accelerate decision making, they devised new variables by combining the derivatives of the two variables with different orders.

Blue arrows shown in Figure 4-2, symbolise the extra efforts spent for conversion from input variables to features. Depending on the type of this process, computational overhead can be expected, which as well as computational cost may affect the decision making process particularly from the real-time processing point of view.

4.1.1.2. Features based on data mining (feature extraction)

Studying a series of acquired data of appropriate size can assist practitioners to figure out features of the data sources which are not previously known and actionable like input variables. In order to understand complex characteristics of bioprocesses and enhance production robustness, Charaniya et al (2010) applied descriptive (e.g., frequent pattern discovery, clustering) and predictive (e.g. classification, regression) pattern recognition methods. Charaniya et al discovered significant trends in process data sourced from archived temporal records of physical parameters and production scale process data.
Kang et al (2009) developed a Virtual Metrology (VM) system to predict every wafer's metrology measurements based on production equipment data and metrology results. They collected four summary statistics, such as mean, variance, minimum, and maximum value from each sensor of the two etching processes of a Korean semiconductor manufacturing company. As shown in Figure 4-3, data mining and feature extraction require additional efforts for data warehousing (represented by database) and historical data processing (represented by blue arrows) because they are heavily reliant on historical data. This brings extra computational costs and is likely to affect the real-time aspect of monitoring.

4.1.2. Input variable selection and variable transformation

In the last two sections, it has been reviewed that there are cases that producing input variables which help making sense of the initial (or raw) measurements did not seem enough for variable selection and decision makers tended to spend extra effort to construct new variables (or features) upon the original variables. One important case is dimensionality reduction (Buchenneder, 2007; Dias et al, 2009; Qi et al, 2006; Mladenić, 2006; Zaman et al, 2009). This was regardless to the temporal nature of the process and measurement. As a matter of fact, in cases that the measured data was time
dependent, stored data in data warehouse was used for variable (feature) construction.

As one of the key objectives of this research work, being to maintain the data integration for decision making to real-time conditions, it is feasible to study and work on IVS methodologies that tend to allow for the least computational overhead. If by using an IVS method reducing the number of input variables causes creation of new variables then the contributed computational effort may compromise the savings the IVS causes. Therefore, IVS methodologies which do not generate new subsets of variables but select among the existing input variables are studied with more interest.

In the next sections, the main methodologies which address the problem of IVS are introduced under two groups of Derived Variable Methods (DVMs) and Original Variable Methods (OVMs) and their shortcomings with particular emphasis on computational costs are discussed.

4.2. Derived variable methods

Some of the IVS methods measure performance that can be achieved by using derivations from the original inputs to select and build new variable subsets are reported in (Brodersen et al., 2010; He et al., 2010; Kim et al., 2010; Lavrač et al., 2010). The term “derived variables” has been used for the same purpose in data mining literature including (Hand et al., 2001) that suggest regression-based techniques including Projection Pursuit Regression and Principle Component Analysis for variable transformation. The former technique is one of the common multivariate regression techniques, and the latter is a special case of the former. Regression is thus known to be behind many dimensionality reduction methodologies.

Another group of methods that aim at lowering number of data entities by replacing a group of similar ones with a representative data entity are known as cluster analysis (Jain, 2010; Mirkin, 2005). Suitability of both regression and cluster analysis methodologies are discussed in the following two sections.

4.2.1. Regression

The task of estimating a map from a number of independent variables to a dependent variable whose value is dependent to the values of independent
variables is defined by Hand et al (2001) as regression. In this thesis independent variables are input variables to the model, and dependent variables are interpreted as model’s performance outputs. Regression methods are adapted in two situations;

1. either requirement to predict the value of dependent variable on new values of independent variables when no predictive model between independent variables and dependent variable exist,

2. or when a new set (usually fewer in number) of independent variables are expected to replace the original set with the same effect.

Under the generic assumption of this thesis, the heterogeneous nature of distribution of data that represent input variables prevents making assumption about the structure of relationship between the independent variables and dependent variable. This leads to considering nonlinear and non-parametric regression methods. Banks (2003) reports that by growing the dimension of input variables the number of possible regression structures increases faster than exponentially. This issue contributes to extreme unreliability of regression methods.

(Uysal et al, 1999) reviewed six of the most popular non-parametric regression techniques with different characteristics. Their comparison was based on the following five properties;

1. Memory-based; methods with this property do not actually use data for training a function. Instead, they simply store all data values - which are used for training phase – in memory so that in prediction phase the nearest value of the dependent variable could be worked out by some sort of similarity criteria (Uysal et al, 1999). Obviously, these methods are computationally costly as for they normally have large number of dimensions and sample sizes that require continuous access to a large memory space during data processing. Another pitfall of these methods is the lack of a set of variables to replace the original set.

2. Recursive partitioning; methods with this property divide the space of training data set to partitions in a recursive manner with one selected feature dominating each partition (Uysal et al, 1999). The new predicted value is then provided by examining the new data set in accordance
with the selected features of the same recursive order. Effort is required
to decide on the feature and its associated parameters in order to reach
an optimum number of partitions (Uysal et al, 1999). This could be very
application specific.

3. Interpretability; this property is about ease of verification of extracted
information when required by expert (Uysal et al, 1999). This is a
generally useful property that could be applied to any other algorithm
out of area of regression methods, too.

4. Adaptive; methods with this property are sensitive to the actual values
of data of independent variables (Uysal et al, 1999). In other words,
they adjust their functions and parameters according to the local values
they examine. This property does not show indication of contribution to
the computational cost of the method.

5. Incrementality; this term is suggested by Uysal et al (1999) and refers to
the property of regression methods that could process data without
loading all of the data into memory. In terms of computational overhead,
this is a useful property to notice. Only one third of examined regression
methods, which were not reported adaptive, were reported incremental.

Banks et al (2003) compare the performance of regression techniques by
conducting simulation experiment on ten prominent regression methods. They
considered change of six factors in their experiment; (1) regression method,
(2) the embedded functional relationship between the data of independent and
dependent variables, (3) the number of variables (dimension), (4) sample size,
(5) added noise to the sample data, and (6) the portion of involved variables in
the function (model sparseness). Banks et al (2003) do not recommend any of
the ten examined regression methods to be applicable to all conditions. They
report Recursive Partitioning Regression (RPR) to be able to cope with high
numbers of dimensions (12 variables) and when all variables were involved
(explanatory). They however, recommend analysts to engage in the process of
selection of regression method by trying portions of data on each method that
seem to reasonably fit.

From above analysis and overview, one can conclude that no particular
regression method is capable to cover the scale and heterogeneity of
variables in volatile industrial systems whilst keeping low computational cost. Although hints are taken about the required IVS method e.g. not to be memory-based but can be incremental, it is vital to explore other areas of dimensionality reduction method, like clustering. This discussion follows.

4.2.2. Cluster analysis

In the cluster analysis method, provided that a group of data values are “similar” according to a “similarity criteria”, they can be either replaced by a new value representing the group (clumping) or assigned a unique type of label (partitioning) (Jain, 2010). As a basic example, K-Means clustering (Mirkin, 2005) divides a set of data entities to K non-overlapping clusters of similar data and each cluster is represented by the mean value of its data (called centroid). It is obvious that the choice of number of clusters (K) and similarity criteria are two main challenges in this approach.

As a type of clustering method with specific similarity criteria and automatic selection of number of clusters, Principal Component Analysis (PCA) replaces a number of input variables that are correlated by a smaller number of variables which are not correlated (principal components) and which at the same time keep the same variability of the original input variables (Jolliffe, 2002). Given a fixed set of input variables PCA always produces a unique set of new variables independent to the analysis of model performance factors. The issue here is at the option of using one of the actual (genuine) entities among each group for representation of the group instead of generating an artificial one - like mean value for example – (Mirkin, 2005).

Jain (2010) highlights the fundamental challenges associated with clustering as;

1. Data representation; deals with the question about the nature of the cluster. Jain (2010) points that quality of data representation affects the construction of clusters and therefore, the choice of similarity method. Although Jain rejects to accept that there is a universally good data representation, Jain admits that domain knowledge could help with clustering process. In the case of this thesis where input variables are assumed to hold heterogeneous data series in the time domain, there
cannot be a clear choice of changing and selecting a particular type of data representation.

2. The purpose of grouping; which according to Jain (2010) is related to the end goal of the user. This is true in the sense that in the case of this thesis the dimension of data of input variables is higher than the usual dimension of data required for the clustering methods. As it is shown in Figure 4-4, the added dimension which appears in the time domain, raises two potential problems; the first problem is that each data entity (to be clustered) is replaced by an input data variable in a time series. Therefore, similarity between entities becomes meaningless unless either one common indicator could be defined to represent time series of input variables like shown in Figure 4-5, or alternatively, a similarity criteria could be applied between two time series, as shown in Figure 4-6. This last alternative highlights the second problem which lies inside each time series and imposes limitation on the choice of similarity criteria between the time series. Due to different sampling rates of different input variables, the size of the collected samples are different and not necessarily time related between different samples of input variables.

(a) Each data entity in (a) is singular while in (b) is a time series of data

Figure 4-4 Each data entity in (a) is singular while in (b) is a time series of data
Figure 4-5 Similarity indicators represent similar data series

Figure 4-6 A similarity criteria decides which data series could be grouped

Solving these issues could significantly contribute more on top of the computational effort required for solving clustering problem on the input variables.

3. Cluster validity; and close relative notation “cluster stability” (Jain, 2010), deal with constructed clusters provided they fit the clustering algorithm and do not vary over different input data samples. Validity evaluation task is recommended to take place preferably after one full clustering cycle is completed (Jain, 2010). This is because cross validation between multiple cluster structures is wider used and more respected evaluation method. Stability evaluation task is suggested to take place frequently because the rate of reaching to an asymptotic stability with respect to the number of samples is reported a more useful measure.
4. Comparing cluster algorithms; Jain (2010) reports that metrics have been suggested to identify algorithms that generate similar cluster structures irrespective of the data or in spite of minor changes in the parameters of functions involved. However Jain adds that due to the unknown prior knowledge about the structure of data no best clustering algorithm exist and a diverse set of approaches could be tried before determining an appropriate algorithm for clustering at hand. It could not yet be decided on the appropriate IVS method after reviewing the trends in regression and cluster analysis. Review of the shortcomings of the major methodologies for DVM-based IVS methods would be completed by an analysis of competitiveness of OVM-based IVS methods with respect to accuracy and computational cost. The analysis is in the following section.

4.3. Original variable methods

Some of the IVS methods - presented in this thesis as original variable methods (OVM) - find the most appropriate set of input variables according to some criteria that may or may not consider the output performance of the system. Gaweda et al (2001) and Xing et al (2003) introduced a variable selection criteria based on numeric data based fuzzy modelling, which was explored by (Takagi et al, 1985). The former performed an input-output sensitivity analysis to remove input variables holding the least maximum normalised sensitivity index in a backward elimination fashion. The latter proposed an Input Variable Selection Criterion (IVSC) function, which estimates the importance of each input variable numerically (most important input variables are kept by forward selection scheme).

In DVM-based IVS methods, for evaluation of newly (artificial) created variables, values of original variables are required to be acquired as often as the new variables are evaluated. This adds burden to real-time data integration systems that wish to employ an IVS method of low computational overhead. OVM, in contrast to DVM, avoids this burden. This is expected to result in reduction of the computational cost of data integration as it leads to collecting and processing less important data less frequently whilst it does not trade in another type of computational overhead. In order to support and
invalidate this expectation, it is important to explore the major IVS methods of OVM nature.

4.3.1. Variable ranking

Variable ranking has proved to be a sound approach due to its simplicity and scalability in many variable selection algorithms (Guyon et al, 2003). In variable ranking, a scoring (or scaling) function is used to compute and assign a quantitative (Mirkin, 2005) score (or scale) for each input variable in relation with a target class e.g. correlation coefficient (Quevedo et al, 2007), and then variables are sorted based on their scoring criteria (Guyon et al, 2003).

Quevedo et al (2007) present a simple ranking algorithm that seems to be superior to more complex state-of-the-art ranking algorithms. The powerful computation time performance of their ranking method mainly comes from the explicit and sequential implementation of two modules (Quevedo et al, 2007) in a cycle of selection and elimination tasks; at first, a correlation-based criterion examines and ranks input variables with respect to output variables. Then an orthogonalisation module applies redundancy detection and variable elimination by normalising input variables according to the top ranked variable at the same cycle. This sequence is shown in Figure 4-7.

The loop stops when either all input variables are processed, or when the number of training data values is smaller than the number of input variables.

Quevedo et al (2007) used Simplified Polynomial Expansion (SPE) as a sufficiently good approximation of general nonlinear models that map input variables to output variables. Therefore, an initial computational effort is required at the beginning of each cycle (embedded in variable ranking module) to accomplish SPE between output variables and remaining input variables.

Quevedo et al (2007) experimented SPE-ranker algorithm on artificially generated data sets. The stoppage criterion, however safe, encourages long
runs for systems with high number of input variables, since for example, for a system with 100 input variables the algorithm needs at least 100 execution cycles for processing 100 samples. With typical sampling rates of up to 5 samples per second, this takes at least 20 seconds before one full decision on the elimination (or change of acquisition settings) of input variables could be taken.

4.4. Variable subset performance assessment methods

Another root to the computational overhead of IVS methods could be explored in the overall approach that is taken to measure the performance of a selected set of variables. The effect of using one approach instead of the other could appear in the accuracy of the resulting selected variable set as well as the computational cost. As could be seen in Figure 4-8, approaches differ in the way variable selection module and selection validation modules interact, i.e. if they loop, are embedded, or are one-off. They also differ in the number of involvements of data sets from input or output variables, i.e. once, none, or multiple uses of data sets for training or test purposes.

![Figure 4-8](image-url)

Figure 4-8 Different approaches could exist for interaction between variable selection task and selection validation task

Any of the aforementioned variable selection methods may take wrapper, embedded or filter approach for this. The compromise between these approaches will be discussed in the introduction given to the architecture of each approach at the following subsections.
4.4.1. Wrapper method

The wrapper approach (Kohavi et al, 1997) measures and compares the usefulness of different subsets of input variables with respect to decision making parameters. To achieve this, as shown in Figure 4-9, the approach selects the input variable and measures their influence on the performance model.

Therefore, similar to a learning machine, execution of iterative runs of the performance model using different variables (training set) at each run (Quevedo et al, 2007), and finally examination of selected variables with a different set of variable data (test set) leads to computational overhead (Talavera, 2005). Lemaire et al (2006) introduce a wrapper method for measuring importance of input variables built on predictive models, and probability distribution of input variables. In wrapper methodology, at occasions when computation is too exhaustive for large number of variables, heuristics such as backward elimination and forward selection (Norvig et al, 1995) may reduce but not necessarily eliminate the overall computational cost (Xing et al, 2003).

4.4.2. Embedded method

In embedded method, similar to wrapper method, an iterative learning mechanism is applied to determine the importance of the subsets of input
variables. However, in contrast to wrapper method, embedded method does not use a closed learning mechanism which works independent of the actual variable selection functionality. Instead, like shown in Figure 4-10, embedded method incorporates the variable selection in the learning mechanism, which of course accelerate the finding of solutions as well as leading to more accurate outcome (Guyon et al, 2003).

![Figure 4-10 Conceptual representation of embedded approach to variable selection](image)

Nevertheless, the embedded method, similar to the wrapper method, requires iterative executions of the performance model as well as historical variable datasets for training and test phases. From this point of view, the associated computational overhead is still of concern.

### 4.4.3. Filter method

Filtering of irrelevant and redundant variables, if accurate enough, could help with lowering the computational complexity of data acquisition (Quevedo et al, 2007) and search space (Ragg et al, 2004). In filter method, data and its properties are assessed for relevance using an independent criterion function. Therefore, details of algorithms and model which governs output variables (system performance data) make no difference on the variable selection. Therefore, filter method, as shown in Figure 4-11, in spite of learning-based wrapper method, seems like a one-step, and therefore low computationally complex process (Talavera, 2005). For the same reason of not implementing a learning process, however, filter methods do not necessarily find the most accurate and useful subset of variables (Guyon et al, 2003).
4.5. Perspectives of IVS methodologies

An overview to the applied methodologies for input variable selection could help with acquiring an appropriate angle to tackle IVS problem in this thesis. Answering the questions on the initial assumptions about the nature of the search space if it includes dependent variables as well as independent variables or if data sets are divided for different purposes, the relationship between input variables and model performance factors if it is deterministic or stochastic, generalities and specificities of the methods for fulfilling varieties of situations such as scale, time and accuracy of result, are among the points of interest required to be covered by an appropriate perspective.

The problem of IVS, both DVMs and OVMs, could be broken to two main sub-problems; first the method to derive the new subsets of variables, and second to decide how to assess the performance of the variable subsets. Solution to these two sub-problems was supplied from different perspectives which are discussed at the following. The last four perspectives were originally introduced by (Mirkin, 2005) for covering two main issues of clustering methodologies - being the nature of clusters and cluster validation approach.

4.5.1. Heuristic approach

Scale of the problem and time constraints on the IVS as well as the discrete nature of its search space suggest application of a heuristic approach (Askin et al, 1993). By heuristics it is meant to distinguish the search strategies which use problem-specific knowledge to find the solution (Norvig et al, 1995). The way heuristic can help with solving complex problems is through ignoring some aspects of the problem without performing computational processes. Therefore, in using heuristic approach for IVS some input variables to a problem that are known to be less important and more computationally expensive, could be ignored in the process of ranking or redundancy detection. Thus, the heuristic function which evaluates the cost of the input
variable enquires extra information about the computational method applied to the input variable throughout the system. Coding and maintaining heuristic rules are easier than optimisation procedures (Askin et al, 1993). However expert knowledge of the factors that determine rules of heuristics makes this approach limited to well-defined and known problems (Askin et al, 1993).

4.5.2. IVS through Optimisation and Simulation

It may be argued that input variable selection is similar to optimisation problem. The opening to this argument is the possibility to rephrase the objective of IVS – at least in this research - to “minimisation of computational overhead caused by sampling, processing, and storage of unnecessary values of inputs to a system while not losing the accuracy in the values of the key performance factors”. The amount of computational overhead is understood to be directly proportional (linear or non-linear) to the number of input variables (Quevedo et al, 2007). Therefore, the objective turns to be minimising the number of input variables, or more actually, minimising their sampling rates while keeping a limit to the inaccuracy in the values of the model’s performance variables.

The difficulty in taking this approach for IVS comes out of the stochastic nature of the values of objective i.e. model's performance variables. The accuracy in these values could not be evaluated exactly due to its non-deterministic nature. Banks (2001) introduced some remedies to the issues of estimated values of stochastic parameters in a simulation based on the execution of multiple replications and / or longer runs of the simulation. Such solution does not comply with the time constraints of real-time analysis situations.

In other words, optimisation via simulation seeks building a prescriptive model (answering how to set the input variables) from an existing descriptive model (system simulation) (Askin et al, 1993). Prescriptive models can grow in size and become non-linear very quickly when details are incorporated, making them virtually impossible to solve to optimality (Askin et al, 1993).
4.5.3. Statistic perspective

By using statistic approach one extracts the properties of data as a sample of a probability distribution (Mirkin, 2005). For input variables, the approach replaces each input variable with the probabilistic distribution that can represent the data of the associated input variable with close enough accuracy (using an error estimation method). For selection of input variables, the allocated probability distributions may be clustered or otherwise shortlisted according to the result of the analysis against the degree of their influence on the performance of the model.

The suitability of statistic perspective on the input variables comes from two features of input variables; one is the expected uncertainty about the data series of the input variables due to the generality of the objective IVS approach in this thesis. Nothing is assumed to be known about the distribution of data sets. The second is the unlimited nature of the data series that enables statistic approach to look at them as a sample of a larger distribution (Mirkin, 2005).

The difficulty with using statistic approach for IVS, however, comes from the limitation on the number of distributions that could be applied to fit the sampled input variable data.

4.5.4. Machine learning perspective

Application of machine learning necessitates repetitive use of consecutive values of data in order to set some prediction parameters which could be used to categorise newly created data (Mirkin, 2005). Enough samples from each input variable should be tried against sufficient number of samples of performance parameters. This should occur variable-by-variable against parameter-by-parameter. Exhaustive number of executions is involved.

Supervised machine learning, use of performance parameters in the analysis, plays an important role in wrapper and embedded-based variable selection methods. The major disadvantages of learning mechanism are its requirement to accumulated data of input variables and repetitive performance model executions.
Unsupervised learning machine approach has the same on-by-one and repetitive execution issues as supervised. However, in terms of use of training data, it is more of curve fitting which was discussed in previous section or data mining which will be discussed in the next section.

4.5.5. Data mining perspective
Unlike statistic perspective, in data mining perspective concern is finding patterns and regularities (Mirkin, 2005) which are natural and unknown (Jain, 2010) within the available data. The approach does not focus on providing a consistent distribution - as in statistic - or function - as in machine learning. Instead, provision of a consistent pattern or cluster is targeted (Mirkin, 2005).

In general, by using data mining methods focus remains on the similarity of the input variables without considering their importance or influence on the model performance. Therefore, although group of similar input variables can be identified, extra effort would be needed to help with determination of their importance with respect to the output variables and from there to help with decision about their acquisition attributes.

4.5.6. Classification / knowledge-discovery perspective
Mirkin (2005) mentions that although the term classification is treated as a data mining concept - which, in contrast to the clustering concept, uses pre-specified categories to find and group data – classification perspective could differ to the one of data mining. The difference comes from the special settings that are expected to be explored and maintained between the structures of data (Mirkin, 2005).

In the context of IVS problem, input variables are considered inputs to a model which generate performance parameters. Therefore, the cause-effect relationship between the input variables and performance parameters could be considered as knowledge about the system to be discovered. Input variables with different levels of cause-effect relationships could be classified in different categories. From a discriminative viewpoint (Hand et al, 2001), some sort of functionality is required to maximise some measure of separation between the variables. Such discriminant function is explored through studying the level of impact that each independent variable has on the dependent variable.
The following section opens discussion to this issue and its available options under the term of sensitivity analysis.

4.6. Sensitivity analysis (SA)

Sensitivity analysis has been discussed by (Cloke et al, 2008; Durkee et al, 1998; Cukier et al, 1978; Boronono et al, 2007; Saltelli, 2002) as a technique to minimise the computational overhead by eliminating the input variables that have the least impact on the system. Sensitivity analysis techniques can help with focusing only on the most valuable information that has significant impact on behaviour of systems. Sensitivity indexing is the systematic way to express the impact of any input variable on the output parameters of a system (Krzykacz-Hausmann, 2001). From the same perspective, sensitivity analysis is a systematic approach for expressing the relationship between inputs and outputs of a system.

The measurement of the true impact of an input on the output of a system becomes challenging due to the epistemic uncertainty of the relationship between the two variables (Krzykacz-Hausmann, 2001). Selection of an appropriate method for sensitivity analysis therefore, depends on a set of factors and assumptions. These factors can be listed as follows:

4.6.1. The analytical relationship between the input and the output

Majority of sensitivity analysis methods tend to demonstrate the impact of change in one variable on the other by means of the mathematical equation that describes the relationship between them. Methods such as differential analysis (Isukapalli, 1999), Green’s function (Yang, 2003), and coupled/decoupled direct (Faghihi et al, 2004) are classified among the analytical sensitivity analysis methods by Isukapalli (1999). However, the non-linear and non-monotonic relationship between input and outputs of a given system may not necessarily lend themselves to the use of such analytical methods (Krzykacz-Hausmann, 2001). The following paragraphs explain the reasons for this unfitness.
4.6.1.1. Differential analysis

In differential analysis the impact of an independent variable on the dependent variable is assessed by identification of the perturbation behaviour of the dependent variable due to the changes of the independent variable (Ambrosetti, 2007). This is achieved by finding the coefficients of the differential equation that explains the relationship between the independent and dependent variables (Ambrosetti, 2007). Methods like Neumann expansion (Lallemand et al., 1999) and perturbation method (Buonomo et al., 2010) could help with extracting these coefficients through approximating the differential equation. However, it is never guaranteed that the often complex and nonlinear relationship between system variables could be approximated with differential equations with sufficiently low error margins (Isukapalli, 1999).

4.6.1.2. Green’s function method

When differentiating model equations is difficult due to their nonlinearity, use of Green’s function could act like a catalyst to help achieving the sensitivity equations (Isukapalli, 1999). Effectively, in this method, differentiation operation is replaced by the sequence of finding impulse response of the model (Duffy et al., 2003), and the subsequent integration operations. The concept of Green’s function stems in the fact that one could formulate the total output of a linear time-invariant (James, 2004) system by a summation term that adds up all outputs of the system for all single points (Beylkin, 2008). In other words, each continuous function could be replaced by the infinite sum of delta functions with nearly zero distances, as shown in Figure 4-12. The output of the system for a single point is described by the Green’s function.

![Figure 4-12 Representation of a continuous function by infinite sum of delta functions](image)

The mathematical view of Figure 4-12 gives; (Duffy et al., 2003)
Now the Green’s function $G(x)$, is defined in $\mathcal{L}[G(x)] = \delta(x)$ with the linear differential system $\mathcal{L}$ that governs the model equation i.e. $\mathcal{L}[v(x)] = f(x)$. If $G(x)$ could be obtained, then it could be used in; (Beylkin, 2008)

$$v(x) = \int G(x,z) f(z) \, dz$$

(4-2)

to solve the differentiation problem of $\mathcal{L}[v(x)] = f(x)$ with nonlinear $f(x)$.

Having introduced the auxiliary function, it is important to note that a linear and time-invariant system could only benefit from the situation. Another disadvantage of the application of the Green’s function method is its ability to work only with the ordinary type of differential equations that govern dependent variables with respect to independent variables. In real applications it is difficult to separate relationships of independent variables with dependent variable. Additionally, working one variable at a time for high dimensional systems could be computationally expensive.

4.6.1.3. Coupled/decoupled direct

In coupled direct method after differentiation of model equations, the subsequent sensitivity equations are solved together with the original model equations (Isukapalli, 1999). In decoupled direct method they are solved separately (Isukapalli, 1999). This gives the impression that decoupled direct method is advantageous in terms of computational cost. Although decoupled direct method is reported more efficient than Green’s function method (Isukapalli, 1999), similar to the other analytical methods, knowledge of model equations is required. This tags the two features model-oriented and expertise-hungry to the analytical methods, making them disadvantageous over the sensitivity analysis methods that do not require model equations.

4.6.1.4. Sampling-based methods

Where there is no mathematical equation defined between the model variables, or when it is not preferred to work on the existing model equations, some other sensitivity analysis methods which do not care much about the computational overhead tend to establish one by identification of some statistical features in the distribution of data series of the two variables. The general shortcoming of these methods such as Fourier Amplitude Sensitivity
Test (FAST) (Cukier et al, 1978)(McRae et al, 1982), Morris (Jin et al, 2007; Braddock et al, 2006), Monte-Carlo (Sobol, 2001) and Latin Hypercube (De Pauw et al, 2008) is in their heavy reliance on historical data. This dismisses them from being good candidates for time-constrained applications.

As one example, Cloke et al (2008) applied their model to 1280 sample values of 20 input parameters. Each cycle of sample generation and model execution took between 130 minutes to 52 hours per set of samples. The overall execution cycles took almost 46 days. This example reflects the significant impact of sampling based analysis on the computational overhead. The following subsections explain major sampling based methods.

4.6.1.4.1. **Monte Carlo and Latin Hypercube methods**

Random sample generation, as the main characteristic of Monte Carlo method, provides the required values of independent variables from which dependent variables are produced based on the execution of the model on sampled input data (Robert, 2004). The random sampling scheme occurs either in no particular manner, or with some criteria that could help with the efficiency of computation (Isukapalli, 1999). For example, in Latin Hypercube Sampling (LHS) method (De Pauw et al, 2008), the range of each input parameter is divided into intervals of equal probability. In each set of samples of input parameters, each input parameter takes a random value from one of its intervals with no repeat of the same interval for one full sampling cycle (De Pauw et al, 2008). This way, a better chance to all segments of data in the distribution and therefore more informative distribution parameters for generated output could be achieved in shorter period (Isukapalli, 1999).

Nevertheless, in a general overview of Monte Carlo method, as could be seen in Figure 4-13, first from the stream of available data, the probability distribution of input variables is estimated, i.e. the curve fitting blocks. Then based on these distributions, random sample generation occurs, i.e. sampler blocks. After the model is applied to the generated samples, the produced output values are processed for estimation and extraction of their distribution attributes (Shonkwiler, 2009).
One rather big issue with Monte Carlo methods for real-time applications is the effort required to estimate the distribution of the input variables prior to sample generation.

For sensitivity analysis purposes based on Monte Carlo sampling method, in order to infer the impact of each input variable on the output variable, data samples of only one input variable (the checked box in Figure 4-13) is generated at a time while the other input variables are set at a fixed – for example average - value (the cross-marked boxes in Figure 4-13). This cycle repeats per each input variable. Krzykacz-Hausmann (2006) called this feature ‘double-loop nested sampling procedure’ which could be computationally very expensive, particularly with high dimension of input variables.

4.6.1.4.2. Morris method

In Morris method, as a parameter screening method (De Pauw et al, 2008), changes in the value of output variable is measured per changes in each input variable. Changes of only one input variable ($\theta$) is applied to the equation $EE_i(\theta) = \frac{y(\theta+\Delta)-y(\theta)}{\Delta}$ to calculate values of elementary effect ($EE_i$), with input change step dictated by $\Delta$ (Jin et al, 2007). The produced set of $EE_i$ is then processed for distribution estimation. This implies that each cycle of output distribution estimation takes $M = 2rn$ model executions if $r$ is the number of required output values for estimation of a stable distribution and $n$ the number
input variables (De Pauw et al, 2008). Even though more economical extensions of Morris method could reduce the total number of cycles - for example by using each generated model output in more than one calculation (Braddock et al, 2006), a typically low value for $M$ is as high as 21000 executions (1000 output values and 20 inputs applied to $M = r(n + 1)$ in an improved Morris method (De Pauw et al, 2008)). Morris method thus could not satisfy sensitivity analysis in time-constrained applications.

4.6.1.4.3. Analysis of variance (ANOVA) methods

To overcome the issue of One-At-a-Time (OAT) processing of influences of input variables on output, which does not support detection of influences of interactions between multiple input variables (i.e. second order and higher) on the output, a series of sensitivity analysis methods measure and decompose variance of output distribution to the elements that could separately represent these interactions (Saltelli, 2002). ANOVA based sensitivity analysis methods are in general computationally more efficient for this reason (Ravalico et al, 2005).

The fundamental idea of variance decomposition (Sobol, 2001) could be shown by equation;

$$V(y) = \sum_i V_i + \sum_i \sum_{j>i} V_{ij} + \cdots + V_{12\ldots n}$$  \hspace{1cm} (4-3)

in which, the left hand side shows the total variance of model output $y$ and the right hand side is a sequence of summation terms of first order influences of input variables, second order influences, and so on with finally $V_{12\ldots k}$ as the portion of variance of output for interaction of all $n$ input variables together (Saltelli, 2002). Based on this variance decomposition, sensitivity index of output with respect to each input variable is defined as (Saltelli, 2002);

$$S_i = \frac{V_i}{V(y)}$$  \hspace{1cm} (4-4)

To achieve the decomposition elements of equation 4-3 and from there sensitivity indices, when no explicit relationship exists between inputs and output (i.e. when analytical approach is not possible), numerical approach that is mainly based on sample generation (Monte Carlo) could be adopted (Borgonovo et al, 2007). The amount of computational overhead, in terms of
the number of model runs (for producing output values per each input sample set) could be worked out from equation;

\[ M = N \times \sum_{i=0}^{n} \frac{n!}{(n-1)i!} \]  

(4-5)

with N as the sample size, and n as the number of input variables (Saltelli, 2002). For example, with 10 input variables and 1000 samples, the number of model executions would make 1024000 which is significantly high. Thus, the basic idea is not attractive to real-time applications unless improved. The following subsections cover this improvement and the overall drawback of all sampling based methods.

4.6.1.4.4. Fourier amplitude sensitivity test (FAST)

Fourier Amplitude Sensitivity Test (FAST) (Cukier et al, 1978) and its extended version (Xu et al, 2008) are examples of improvements in computational efficiency of ANOVA-based sensitivity analysis methods. FAST (and extended FAST) is distinguished between other ANOVA methods by its input data sample generation scheme, in which, samples for each input variable is generated according to a periodic function within the limits of the input variable (De Pauw et al, 2008). In other words, in FAST method the data distribution of input variables cannot be estimated from the acquired historical data. Instead, all distributions of input variables are considered to be uniform and within a range which should be specified. The subsequent generated samples on this range follow a periodical function as (Saltelli, 1999);

\[ x_i(s) = \frac{1}{2} + \frac{1}{\pi} \sin^{-1}[\sin(w_i s)] \]  

(4-6)

where s is a scalar value changing between 0 and 2π, and \( w_i \) an integer frequency assigned uniquely to each input variable.

The periodic nature of sample generation scheme (i.e. change of s) causes the model output values (for each i) to be periodic in terms of s. Therefore, by using numerical Fourier analysis on the values of output, magnitude of Fourier spectrum at each frequency \( w_i \) represents the sensitivity index of the corresponding input variable. Components of this process are shown in Figure 4-14.
As shown in Figure 4-14, some aspects of computational cost that existed in the Monte Carlo methods – i.e. distribution estimation - is omitted in FAST method and replaced with simple tasks of boundary detection and frequency association. Furthermore, the output value distribution estimation is also replaced by numerical Fourier Transform (FT) method for finding Fourier spectrum. In order to explicitly identify the power coefficient associated to the frequency of each input variable, proper choice of the unique frequencies \( w_i \) is required. For this, the range of frequencies \( w_i \) is divided into high and low ranges. A high frequency is assigned to the input variable subject to power spectrum coefficient identification and the rest of input variables are assigned a frequency from the low range. This way the distance between the high frequency and all other low frequencies on the spectrum allows clear identification of the coefficient, or sensitivity index. In Figure 4-14 checked box in frequency association module shows that the input variable number 1 is assigned a very different (high) frequency for sample generation comparing to the frequency of the others (with crossed boxes). As a result the power coefficient of the first frequency would be detectable with sufficient confidence (see Figure 4-15).
This type of frequency association adds a new loop for sample generation and model execution process to the analysis. Using FAST, the number of model runs could be obtained from equation:

$$M = Nn(8w_{\text{max}} + 1)$$  \hspace{1cm} (4.7)

where $N$ is the sample size, $n$ the number of input variables and $w_{\text{max}}$ the largest among the assigned frequencies $w_i$ (Saltelli, 1999).

The number of model executions in FAST does not seem low comparing to the alternative sampling-based SA methods, as it still features the ‘double-loop nested sampling procedure’ according to Krzykacz-Hausmann (2006). However, the computational overhead could be lower due to the simpler tasks included in the nested loops – sample generation and Fourier transform in FAST is usually less computationally costly than the collection of sample generation, distribution estimation, and distribution-based function fitting (model search).

**4.6.1.4.5. Time uncertainty between generations of sample data**

A major drawback of all sampling-based SA methods is in the concurrency in use of generated sample data by the model which is not always the case in real systems. The simultaneous entities of data and their connection to the model for producing the next corresponding output value is a rare scenario in systems with stochastic nature of events and non-deterministic behaviour of responses.

For example, Li et al (2006) in the application of stochastic simulation for statistical analysis and characterisation of Resin Transfer Molding (RTM) processes. For calculating the mold pressure profile and resin advancement progress, they consider measurement of time as sources of uncertainty among the other measurements such as viscosity, pressure, displacement, surface...
density, compressing variation, stacking sequence, race tracking, and human error.

As an industrial example, it is difficult to ascertain when an item on a conveyor belt passes a certain measurement point, and therefore, the exact time that scanned RFID tag of the item or the measured temperature of the surface of the item enters the system is not known. In sample generation for measured data series, only magnitude of input variables is concerned to follow a fit distribution. The time of generating each new data obeys a fixed frequency. When no value of a data series has actually entered the system, in sample generation, data entity of zero or low value is generated based on the fitted probability distribution. This argument is shown in Figure 4-16.

![Figure 4-16 Sample generation may generate more data entities than the original distribution](image)

In the industrial example shown in Figure 4-16, four data time series from four sensors are acquired with sampling rates of 10, 4, 6, and 2 samples per second. In one second, therefore, 22 data entities enter the system. However, sample generation with generation rate of 10 samples per second, generates 40 data entities in one second. Hence, it seems very likely that a portion of computational overhead of sampling-based sensitivity analysis methods comes from generation of extra data. To avoid this one may consider realisation of randomness or frequency of the data entering the system, and simulating that by applying the realised frequency or random function to the rate of sample generation. Although researchers who are interested in obtaining more realistic mathematical models, tackle the problem of stochastic modelling by adding
some randomness to the model equations (Øksendal, 1998), a similar practice has not been reported in sampling-based sensitivity analysis methods. Even though if applied, it adds up to computational efforts of distribution estimation and sample generation tasks, and the trade-off between this added computational overhead and the reduction of generated sample data must be investigated.

One sensitivity analysis method despite being conceptually based on relationships between dependent and independent variables similar to ANOVA-style decomposition methods, used an estimation method for sensitivity measurements that took original samples into account. This method which helped with reduction of computational overhead was proposed by Krzykacz-Hausmann (2001) and is introduced at the following.

4.6.1.5. Entropy-based epistemic sensitivity analysis

Krzykacz-Hausmann (2001; 2006) tackled the issue of computational cost of ‘double loop sample generation strategy’ and restrictive conditions of evaluation of dependent variables based on independent variables in sampling-based SA methods by proposing an approximation approach that measures the entropy of variable distributions from original samples. The method used the same decomposition equation as in equation 4-3 in section 4.6.1.4.3 with the only difference of working on entropy instead of variance of sample data distributions.

According to Krzykacz-Hausmann (2001) and the following equations, for a dependent variable $Y$ values of entropy $H(Y)$, conditional entropy $H(Y|x)$ i.e. when the value of an independent input variable is known, and expected conditional entropy $H(Y|X)$ i.e. mean value of all values of conditional entropy when the value of an independent input variable is known, help with determination of $H(Y) - H(Y|X)$ as the difference between the entropy and expected conditional entropy which indicates the sensitivity index $SI(Y,X)$ of dependent variable $Y$ with respect to independent variable $X$.

\[
H(Y) = - \int f(y) \ln f(y) dy \tag{4-8}
\]
\[
H(Y|x) = - \int f(y|x) \ln f(y|x) dy \tag{4-9}
\]
\[
H(Y|X) = - \int H(Y|x) f(x) dx = - \int f(y|x) \ln f(y|x) dy dx \tag{4-10}
\]
\[ H(Y) - H(Y|X) = \int \int f(x, y) \ln \frac{f(x,y)}{f(x)f(y)} \, dx \, dy \quad (4-11) \]

\[ SI(Y, X) = \frac{H(Y) - H(Y|X)}{H(Y)} \quad (4-12) \]

\[ f^*(x) = \sum \frac{n_i}{n_-} (a_i - a_{i-1})^{-1} I[a_{i-1}, a_i)(x) \quad (4-13) \]

\[ f^*(y) = \sum \frac{n_j}{n_-} (b_j - b_{j-1})^{-1} I[b_{j-1}, b_j)(y) \quad (4-14) \]

\[ f^*(x,y) = \sum \sum \frac{n_{ij}}{n_-} (a_i - a_{i-1})^{-1} (b_j - b_{j-1})^{-1} I[a_{i-1}, a_i)(x) I[b_{j-1}, b_j)(y) \quad (4-15) \]

The method replaces time consuming sample generation of $X$ and evaluation of $Y$ by ‘Simple-Random Sampling (SRS)’ using the following piecewise uniform density function estimations;

where $a_0 < a_1 < \cdots < a_k$ and $b_0 < b_1 < \cdots < b_m$ are partitions of the ranges of $X$ and $Y$ respectively into $k$ and $m$ disjoint subintervals, $n_{ij}$ is the number of sample points $(x_k, y_k)$ falling into the rectangle $[a_{i-1}, a_i) \times [b_{j-1}, b_j)$, $n_i$ is the number of $x_k$ values falling into the interval $[a_{i-1}, a_i)$, $n_j$ is the number of $y_k$ values falling into the interval $[b_{j-1}, b_j)$, $n_-$ is the total number of sample points, $I[a_{i-1}, a_i)$, $I[b_{j-1}, b_j)$ are the indicator functions of the intervals $[a_{i-1}, a_i)$, $[b_{j-1}, b_j)$. Replacement of above piecewise uniform density functions into equation 4-11 gives the estimated sensitivity index as;

\[ H^*(Y) - H^*(Y|X) = \int \int f^*(x, y) \ln \frac{f(x,y)}{f^*(x)f^*(y)} \, dx \, dy = \sum \sum \frac{n_{ij}}{n_-} \ln \left( \frac{n_{ij}}{n_i n_j} \right) \quad (4-16) \]

The approach is shown in Figure 4-17.
As it could be seen in Figure 4-17, only one sample size execution is sufficient for obtaining samples to accomplish approximation of sensitivity indices. Krzykacz-Hausmann (2006) demonstrated feasibility of the estimation approach in a test case with fifteen independent and two dependent variables. Reasonable results were provided with far less computational cost. However, obtaining the appropriate indicator functions for each independent variable requires state of knowledge of their distribution probabilities (Krzykacz-Hausmann, 2006).

4.6.2. The Statistical distribution of input variables

The second factor involved in the selection of sensitivity analysis method is characteristics of data distributions of input and output variables. The sensitivity indices are normally influenced by the distribution of the corresponding data series. For example, nonlinear relationships between input and output series of a model cannot be recognized by correlation-based sensitivity analysis methods (Annis, 2008). Variance-based and Entropy-based indices are expected to be more sensitive to heteroscedastic data (Krzykacz-Hausmann, 2001), whilst homoscedasticity of data series can be higher among discrete signals and much higher between binary signals.

In the case of this thesis, the assumption of generality of type and characteristics of data discourages use of those SA methods with interest on specific types. For example, correlation-base SA cannot be considered as a suitable approach. However, variance-based or entropy-based SA methods show to be feasible from the point of view of data heterogeneity.
4.6.3. The Computational overhead of SA methods

Sensitivity analysis is a computation hungry process. In domain-wide (global) sensitivity analysis methods, large batches of input variables are captured at each time interval and levels of sensitivity is measured based on historical data analysis. For example, sampling-based methods need to generate new and rather large sizes of sample values of both output and input data regardless of the original sample sizes.

The amount of resources needed by the SA algorithm and its associated data can be compared with the amount of savings that may occur as a result of the applied algorithm. Correlation-based methods (Annis, 2008) need equal sizes of data batches for input and output series of the model. Therefore, sampled data series need either interpolation or extrapolation to maintain equal sizes; subsequently adding extra computational load onto the system. ANOVA based SA methods save computational efforts on the analytical analysis side, but instead contribute to computational cost by sample generation efforts.

It has been reviewed in earlier sections (under 4.6.1) that FAST performs better than the other ANOVA-based SA methods due to its independence from detection of input variable distribution characteristics. Ravalico et al (2005) introduces FAST to perform most efficiently between all SA methods. However, having investigated the ability of several global SA methods - including Morris, correlation, and FAST- they also stress that none of the existing SA methods maintain competency with increasing number of input variables.

It is obvious that there is wide scope for exploring methodologies for sensitivity analysis that could perform as efficient as they could serve time-constrained scenarios like real-time applications.

4.7. Chapter conclusion

Input variable selection, as a solution to the problem of dimensionality reduction, partially shares methodologies with feature selection. Partially because features are created for a purpose more particular than input variables. Solution to the problem of Input Variable Selection (IVS) is by itself computationally intensive. The amount of computational complexity that may
be added as a result of variable selection must also be measured and used for evaluation and selection of the IVS method.

From the reviewed literature, it could be concluded that based on their effect on the structure of the original set of input variables, IVS problems can be classified into two distinct groups of methods; primary - or original - variable methods (OVM) and secondary – or derived - variable methods (DVM). The major distinction between OVM and DVM lies in the issue of keeping the variables intact and only deciding on their redundancy, or in contrast, transforming to new subsets of variables. A general disadvantage of DVM regards to the data storage and processing of the new variables. These issues contribute to the computational overhead of DVM-based IVS methods which makes them less attractive.

It seems feasible to find an IVS method which does not generate extra computational effort to construct new variables. It is an important feature to realise that in this thesis; firstly a real-time low-cost computation data integration, and second, an assumption of setting up predetermined connections between input variables to the system is pursued. Such IVS method could make use of classification and separation approach by taking into account some concepts of relationships, for example cause-effect, between input variables and model’s performance parameters.

The method for measurement of separation criteria of input variables based on their influence on system outputs, so called sensitivity analysis, could be selected based on preferences and priorities on the relationship between input and output variables, data distribution of variables, and more importantly, computational cost of the method. Based on those attributes, yet there is no sensitivity analysis method that competently works with complex system in terms of heterogeneity and large number of input variables as well as time constraint.

The opportunity to bring new light to the problem of input variable selection will be explored in chapter 7 and measurements of computational efficiency will be introduced in chapter 8. Implementations and their results will be discussed in further chapters.
5. Design and development of the Flexible Data Input Layer Architecture (FDILA)

Based on the issues learnt from the reviewed literature in chapters 2-4, in this chapter the foundations of architecture of this thesis is proposed to address the complexities of data integration in design, implementation, and execution aspects. The computational overhead of pre-processed and post-processed data depends on the architecture of integrated data extracted from sensor network (Iyengar et al, 1994). Computational complexity and overhead increases exponentially when the number and variety of sensors increase.

While in a modern manufacturing system the main processes are locally controlled, still many data points are networked to have their data acquired and gathered for a further central process (Cecelja, 2002). A typical shop floor data collection system may be designed to gather data about for example process yield, machine performance, operation times, order status, inventory, product traceability, product/process quality, and personnel (Cecelja, 2002). According to Isukapalli (1999), the potential problems and their causes of systematic input data collection in shop floors include erroneous problem definition, lack of clear objectives, system complexity, poor data access, difficulty in identifying available data sources, and limited data handling capability. Isukapalli (1999) developed a reference data model that links parts and resources in a production flow. However, his proposed system falls short of explaining the methods that relate sensory input data to their proposed input data model.

5.1. Data life cycle within data integration systems

Prior to introducing the main components of the proposed data integration system, the sequence of transformations of data throughout integration and processing is discussed by an imaginary example. Figure 5-1 shows a schematic of the main areas of data transformation in an imaginary manufacturing line.
5.1.1. Data acquisition unit

A series of hardware and software form Data Acquisition Unit (DAU) that is in charge of collection of raw data from sensor output (curved arrows). This is achieved either directly by connection between the analogue signal of sensor output to the data acquisition hardware or through controller devices and their associated data networks e.g. OPC and Ethernet. Acquisition of signals occurs frequently with specified sampling frequency. For each sampled signal one parameter is defined in the memory space to hold the latest sampled value. Sampled values are prepared to be used by modules that define more meaningful information from raw data. Preparation includes computational signal conditioning to translate the signal emanated from field data acquisition devices. For example, values of weak signals may be scaled up to fit a specific range, or an identification tag may be cleared off extra prefixed characters.

5.1.2. Data management unit

A series of software computational methods form Data Management Unit (DMU) which transforms of raw data into pre-defined parameters, or variables. This task which could be called sensor data aggregation is achieved by frequent access to the memory spaces where sampled raw data is stored; implementing functions, and storing the result of functions to new memory
spaces, called input variables. Figure 5-2 below illustrates an example of aggregating sensor data into variables.

![Figure 5-2 Aggregation of sensor data into variables](image)

**5.1.3. Data Processing Unit (DPU)**

Values of input variables are used by another series of computational methods that work out the performance factors of the system being monitored. The number of Key Performance Indicators KPIs is usually a few and they represent parameters usually useful for decision making about reconfiguration of processes and layouts in favour of improvement of KPIs. Usually, a fewer (perhaps one or two) number of KPIs are set to report the overall cost of the processes being monitored. Reduction of this final cost parameter is set as target for decision makers.

A generic paradigm for computation and evaluation of KPIs would be difficult to implement using analytical modelling. To be able to define a performance modelling tool that could cope with complexities of process definition and stochastic events, Discrete-Event Simulation (DES) and modelling has been reported to be a better candidate (Harmonosky, 1995; Son et al, 2001; Komashie et al, 2005, Tavakoli et al, 2008, Komashie et al, 2009). This technique is used for performance modelling and performance evaluation.

**5.2. Layered architecture**

The hierarchical nature of the relationships between DAU, DMU, and DPU in terms of data types and data transformations, together with the generic nature of the problem in hand are addressed by taking layered approach in design of
the data integration system. It has been reviewed in Chapter 2 that the layered architecture, as a well known approach to gathering and preparing data for different types of volatile systems allows definition of different groups for the elements of the information system in which, elements of each group are capable of providing different functionalities and services, and could communicate with the elements of the other groups through a defined communication behaviour (Bauer et al, 1994).

To start with the layered approach, first the overall functionality and data flow diagram of data integration system is divided into two main layers; one layer for data and related functions before performance modelling, and the other layer for performance modelling and functions afterwards. Figure 5-3 shows the overall layered view given to the elements of the data integration system. The Data Integration Layer (DIL) and Data Processing Layer (DPL) are assumed to be capable of covering all activities with the data throughout the information system.

![Diagram](image)

**Figure 5-3 Overall layered view given to the elements of the data integration system**

In the proposed view, the DPL was used to apply the modelled processes of the real system on the input variables prepared by the DIL. The DIL is therefore responsible for collecting data and preparing variables. The DPL consists of data processing and presentation. In addition, DPL is used to generate deterministic and potentially stochastic information. These major responsibilities of the two layers were thought to fit within separate sub-layers.
According to Bauer et al (1994), International Standardization Organization (ISO) expresses that the selection of a best layering solution may not be easy. Bauer et al (1994) in their book introduced four principles which could be considered in order to achieve good layered reference architecture; the number of necessary layers, the entities within each layer, the services provided by each layer, and the protocol used to communicate between entities. These principles are focused on separate layers to be influenced by manifestly different, easily localised, and minimised interactive functions (Bauer et al, 1994). Considering these principles helps with easy integration and redesign of layers as well as cost effective interactions between them (Bauer et al, 1994). Design of the layered architecture is described according to Bauer et al (1994) as follows;

5.2.1. The number of necessary layers

To ascertain the number of layers in DIL and DPL one needs to take into consideration the nature of the data flow and operation mode. Figure 5-4 shows the main layers of DIL and DPL. In DIL, collection of raw data occurs in Data Definition Layer (DDL), and preparation of the information - or variable – in Variable Definition layer (VDL). In DPL simulation of the process based on the real-time information occurred in the first layer, Performance Definition Layer (PDL), where prepared information arrived from the VDL. The second layer in the DPL, Scenario Definition Layer (SDL), dealt with the analysis of information for fast-forward simulation. Data flow was considered upwards from the lower layer in the diagram towards the upper layer. The contents and services of each layer are discussed at the following sections.

Figure 5-4 Four layers form the layered structure of the data integration system
Details of the four layers DDL, VDL, PDL, and SDL are expanded and described at the following sections under the remaining three principles of layered architecture design.

5.2.2. The assembly of entities within each layer

Each layer consisted of data entities as well as functional units. Depending on the layer, the way to deal with the available data is different. This influences the structure and attributes of data at each layer. Functionalities at each layer include definition of data entities and communication with the adjacent layers according to the defined structure and technology. The following sub-sections describe each entity of each layer in more details.

5.2.2.1. The entities of data definition layer

The main resident of this layer was the raw data which was collected from the sensory network. For data to be collected connections to the real system were essential. Therefore, connection units made up the data acquisition system in this layer. Flow of data between the sensory network and the DDL occurs under the specified data structure which includes type of data and acquisition attributes of each data connection. Of course, a buffering entity holds the collected values to be taken by the DDL. Flexibility in the definition and number of data connections necessitated facilities for their creation and modification by the user of the information system. Above entities are summarised in Figure 5-5 below.

![Figure 5-5 Entities of data definition layer](image-url)
5.2.2.2. The entities of variable definition layer

Similar to the DDL, the main entity of this layer was considered to be the information which was to be prepared by combining some data inputs. This information, called as variable, require some attributes to help with computing their value. These attributes, which included the list of data inputs and the formula between them, together with the evaluation unit were the other entities of this layer. Preparation of information also included some filtering functionality which could select the variables with more importance for the next layer and influence the collection attributes of the variable. Similar to the flexibility requirements in DDL, facilities to the definition of the variables based on the data inputs was considered in this layer. Lastly but not less important, a data buffer was thought to hold the prepared values available to the performance definition layer. Above entities are summarised in Figure 5-6 below.

![Diagram of Variable Definition Layer (VDL)](image)

**Figure 5-6 Entities of variable definition layer**

5.2.2.3. The entities in performance definition layer

The performance definition layer, or PDL, held those entities of the data processing module facilitates the evaluation and presentation of system key performance indicators. The Performance Model module consisted of the models of the system processes and their relationships as well as models of system data structures. Another entity in the PDL interfaced with the VDL for reception of information (value of variables) and relating them to the Performance Model. This mechanism takes place in real-time. Additionally, the
Performance Model had facilities to specify the key performance indicators of the system. Figure 5-7 shows the entities of the PDL.

![Performance Definition Layer (PDL)](image)

**Figure 5-7 Entities in performance definition layer**

5.2.2.3.1. **Performance model – a DES approach**

Although modelling and simulation could require a large effort for the steps involved including data gathering, input analysis, model building, verification and validation (O’Hara et al, 2010), and it is used to analyse complex systems, for three reasons modelling and simulation was chosen for performance modelling in this work;

1. This work targets rather complex systems - as methodologies to eliminate data integration complexities are suggested,
2. Less-complex systems bring smaller efforts on modelling and simulation,
3. Modelling and simulation helps with performance analysis, data apparatus, and decision analysis, i.e. ‘what-if’ scenario.

For simulation of manufacturing process, first building of the model of the process has to be accomplished.

5.2.2.3.2. **Modelling and simulation – stochastic VS deterministic**

In general, modelling methods can be classified into three major types; mathematical models, graphical models, and physical models (Rembold, 1993). Due to the nature of their applications, neither mathematical models nor physical models can be used for real-time measurement of the behaviour of a manufacturing system. Only graphic models could symbolically represent
the manufacturing operations. Therefore, graphic modelling was a suitable candidate for the purpose of this research. The majority of manufacturing processes are discrete events and must be described as such (Rembold, 1993). Simulation of discrete events facilitates the stochastic behaviour of flow of products or information within the process. Moreover, availability of high-level DES tools integrated in the graphic modelling tools supported selection of graphic DES simulation method.

5.2.2.4. The entities in scenario definition layer

Entities of the Scenario Definition Layer (SDL) must help with the definition and execution of environment in which the Performance Model in the PDL could run a defined scenario other than the one of real-time based on the processed information received from the real-time. Therefore, the entities are in close relationship with the Performance Model entity and the received information. Fast-forward information which fed the Performance Model and a curve-fitting functionality which formed fast-forward information from real-time information are the main entities of the SDL. In order to maintain the flexibility of the solution, the facility to define fast-forward information settings and execute fast-forward operation is also among the entities of this layer. In Figure 5-8 the entities of the SDL are shown.

![Figure 5-8 Entities in scenario definition layer](image-url)
5.2.3. The services provided by each layer

The main functionality of each layer with respect to its adjacent layers was about the structure and flow of data. The collection of these services was focused on the proper use of data and time. Starting from the DDL, the service for the VDL was ensuring that each data input holds a valid value on the data buffers. The VDL provided the same service for the PDL. The VDL also provides collection attributes for variables via its variable selection module. The variable collection attributes are also used by the DDL to influence its data collection attributes at data connection entity. The main service of the PDL, in addition to the provision of data apparatus for user, is provision of Key Performance Factors (KPFs) for both user and VDL layer. The SDL served the PDL by providing the set of fast-forward information.

5.2.4. The protocol used to communicate between entities

Certain rules and formats are proposed between the entities of each layer as well as between the services of the adjacent layers. In terms of input definition at each of the two data integration layers (i.e. DDL, VDL), a generic input data model that deals with acquiring data of different types on a regular basis is implemented. In terms of flow of data or variable between the layers, the computational cost dictates the simple structure of \{value, ID, time\} format, i.e. values with their unique identification and timestamp. In both situations, i.e. data/variable input definition and data flow, the type of access to the data is of navigation type (Rembold, 1993) in contrast to relational type. This is because after the definition of data and variables in the system, use of each data value takes only a certain route and only once. This route starts from Data Connection, Data Acquisition and Data Buffer entities in DDL, and continues in Variable Evaluation and Variable Buffer entities. Once a data value passed this route, it is replaced by a new value in the next iteration in the same way. This solid access to certain memory spaces is formed after the definitions of data points and variables are completed in the system. Query-based access via a database server does not fit the temporary and real-time data storage requirements within DDL and VDL. Time constrained data acquisition, limited bandwidth of communication channels, and pre-processing efforts on the
sampled data contribute to the computational overhead. Simple data structure with low amount of overhead information helps balanced utilisation of computational resources. The defined rules apply limits to the services to ensure data is integrated and connected robustly, i.e. data format and data flow destinations remain valid even though if the service does not complete accurately. The following sub-sections describe the data formats at each layer and the rules by which the services run between the entities.

5.2.4.1. Data Input format

As shown in Figure 5-9, the format of the Data Input is in a data table consisting of four main elements;

- Data name; was the name of the Data Input. This piece of information remained unique throughout the definition of data inputs.
- Data type; as the type of the Data Input, defined the amount of computational memory which was allocated to the Data Input.
- Data connection attributes; these values defined the type and specification of the physical connection between the data acquisition module and the sensory device of the real world. Variety of definitions of these values, as well as the data type, supported flexibility of the data integration system.
- Data collection attributes; a set of values which supported the rules of data acquisition, for example, limits on the sampling rate, or special signal conditioning parameters, and a unique identification code which supported the communication of the data values between DDL and VDL.

![Data Input](image)

**Figure 5-9 Elements of input data structure**

Data input format, once defined, should not change throughout the execution of the data integration system.
5.2.4.2. Data Buffer format

The acquired data is buffered in Data Buffer based on one space per each Data Input. This implies that the value of the Data Inputs is overwritten on the same memory space on the acquisition of a new value. This rule provides an image of the real-time output of the sensory device on the era of the data integration system and available to the fusion at VDL. The structure of this real-time data consisted three pieces of information:

- Data ID (DID); this identification code was defined as a part of the data collection attributes. DID helped with tracking and collection of the values of Data Inputs from Data Buffers by Variable Evaluation module in the next layer (VDL).
- Data timestamp; helped with the tracking the timeliness of the Data Acquisition task on the particular data input, which in turn, helped with the estimation of the amount of computational effort needed for its acquisition.
- Data value; was the sampled value of the sensory output updated regularly.

<table>
<thead>
<tr>
<th>Data Buffer</th>
<th>Data ID</th>
<th>Data timestamp</th>
<th>Data value</th>
</tr>
</thead>
</table>

Figure 5-10 Elements of data buffer structure

The allocated memory space for DID and data timestamp are fixed. However, the allocated memory space of the data value depended on the data type, which is a factor in the estimation of the computational cost of the data acquisition.

5.2.4.3. Variable Input format

As shown in Figure 5-11, the format of the Variable Input resides in one data table consisting four main elements:

- Variable name; was the name of the Variable Input. This piece of information remained unique throughout the definition of variable inputs.
- Variable type; as the type of the Variable Input, defined the amount of computational memory which was allocated to the Variable Input.
Variable evaluation formula; this field defined the analytical relationship between the data inputs and the variable input. Variety of available mathematical functions in the definition of this field, as well as the data type, supported flexibility of the data integration system.

Variable collection attributes; a set of values which supported the behaviour of the variable evaluation, for example, limits and typical sampling rate, and a unique identification code which supported the communication of the variable values between VDL and PDL.

<table>
<thead>
<tr>
<th>Variable Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable name</td>
</tr>
<tr>
<td>Variable type</td>
</tr>
<tr>
<td>Variable evaluation formula</td>
</tr>
<tr>
<td>Variable collection attributes</td>
</tr>
</tbody>
</table>

Figure 5-11 Elements of input variable structure

Variable input format, once defined, should not change throughout the execution time.

5.2.4.4. Variable Buffer format

The evaluated variable is buffered in Variable Buffer. Memory allocation mechanism in a first-in-first-out (FIFO) queuing mode is placed to store the evaluated values of the Variable Inputs until they are collected by the next layer (i.e. PDL). This rule guaranties connection and association of events in the Performance Model of the processing layer (PDL) to the consistent series of sampled data so that the Variable Selection module in PDL works accurately. The structure of the Variable Buffer consists of three pieces of information;

- Variable ID (VID); this identification code was defined as a part of the variable collection attributes. VID helped with tracking and collection of the values of Variable Inputs from Variable Buffer by Real-time Connection module in the next layer (PDL).
- Variable timestamp; helped with the tracking the timeliness of the Variable Evaluation task on the particular variable input, which in turn, helped with the estimation of the amount of computational effort needed for its evaluation.
• Variable value; was the actual evaluated value of the variable input updated regularly.

<table>
<thead>
<tr>
<th>Variable Buffer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable ID</td>
</tr>
<tr>
<td>Variable timestamp</td>
</tr>
<tr>
<td>Variable value</td>
</tr>
</tbody>
</table>

Figure 5-12 Elements of variable buffer structure

The allocated memory space for VID and variable timestamp are fixed. However, the allocated memory space of the variable value depended on the variable type, which was a factor in the estimation of the computational cost of the variable evaluation.

5.2.4.5. Real-time model matching mechanism (R3M)

For real-time simulation, a connected mechanism is created in order to take care of the real-time association of evaluated variables to their destination on the simulated model. In this mechanism, called Real-time Model Matching Mechanism (R3M) values of evaluated variables are sent to the corresponding variables in the performance model according to the attributes of Variable Buffer. Performance model variables further assist the model in any of the three ways, like schematically shown in Figure 5-13;

• Creating entity in the model; new entity starts flowing in the simulation model,
• Triggering model process; the waiting process continues, in this case a real-time event flow is established,
• Changes in the status of an entity or resource, model variable represented a parameter of the modelled system.
The process flow on the simulated model runs continuously and receives discrete events from shop floor activities occurring at certain points. Creation and progress of each entity or batch of entities depends on the contents of the message which is sent to the Simulation Model.

5.2.4.6. Real-time connection settings

Connections between the Variable Inputs and the Performance Model were established in Real-time Connection entity of the PDL based on the definitions of the Variable Buffer and the location of the process or data structure in the Performance Model.

The attributes of variables and the model connection support and guaranty two tasks in the establishment of the real-time connection;

1. Identification of the model reaction; an attribute of the model connection is coded in accordance with the type of the reaction in the simulated model. This attribute is extracted first and decided upon if the reaction was entity creation, process progress, or parameter setting.
2. Extracting key information; depending on the type of the reaction, VID and value of variable input are assigned to the independent model variables or model entity attributes. The combination of VID and variable value guaranty the uniqueness of this assignment.

5.2.4.7. Fast-forward simulation

Four conditions need to be met in order to run a fast-forward simulation;

1. Isolation; interaction with the real world need to be disconnected. This is achieved by Real-time Connection entity.

2. Curve fitting; a separate entity in the scenario definition layer (SDL) fits and associates parameters of model behaviour according to the collected model parameters during the real-time run up to the time of starting fast-forward simulation. Only those parameters are curve fitted that are supplied from the real-time information, i.e. values of Variable Buffer. This could occur whilst the real-time simulation is running.

3. Scenario definition; it is defined which values of the Variable Buffer to be modified before supplying the Simulation Model.

4. Fast-forward information supply; defined and curve fitted parameters were loaded by the Simulation Model and assigned to the corresponding model variables as in real-time.

5.3. Summary of the proposed architecture

Concepts of a layered system architecture, FDILA, was proposed in this chapter to address generic data integration platform through facilitating flexibility in definition of data input sources and data connections between pre-processing and processing stages.

Efficiency in promptness of the proposed integration architecture was provided by decentralising and distributing services in different layers and temporary buffering of data in first-in-first-out queues between each layer. This way, no centralised database provides data for each service upon enquiry.

Distinct execution of services with one type of data transformation at each separate layer provided accurate and clear account of functionalities of data integration.
Connection setting between Data Definition Layer (DDL) and data sources is not limited to specific type of communication protocol or hardware to keep with generality and flexibility of the solution. OPC service via Ethernet, however, is a recommended type of access to remote data sources. DDL and Variable Definition Layer (VDL) are executed in the same software tool to speed up data communication. Between VDL and Data Processing Layer (DPL), as they may execute in two separate software tools (data acquisition and simulation), Ethernet protocol is recommended over the other slower protocols.

Since definition of services, functionalities, and layers are data oriented, no execution of a service occurs at ‘no-data’ situation. Data queuing strategy between layers avoids waiting services. Overwriting of unnecessary data avoids extra efforts on garbage data space consumption. Event flow nature of connection between variables and performance model avoids extra execution of performance model for repeated values of acquired data. All above help with consumption of less energy and time of computation, thus, less complex data integration.

The proposed conceptual architecture took dynamics of functionalities on data into the account of **efficiency of data integration**. The next attempt of this research provides means to decide on the **efficiency of integrated data** itself.
6. Event Tracking Sensitivity Analysis
(EvenTracker)

After proposing a generic and flexible data integration system architecture, this research puts forward a methodology that helps with cost reduction of computations involved in data integration by focusing on the use of input data as events when studying and measuring the level of their influence on system output. Such methodology demands a universal selection criterion for key system inputs.

Mousavi et al (2007) provided a platform that can incorporate the information based on a cost analysis format to help decision maker make quick decisions on daily activities. They focused on food manufacturing industry and analytical cost models as performance measurement of systems. The generic nature of the solution in this thesis is assumed to cover a wider range of industries. Also the model which provides performance factors is discrete-event simulation based and executes in real-time. Therefore, the main challenges here come from minimal data type assumptions and time constraint.

In principle, it is highly desirable to gain maximum benefit from the least number of data sources. It must be decided to what extent a model output is driven by each of its linked data variables. This type of activity is called Sensitivity Analysis (SA) (Saltelli, 2002).

Competency of sensitivity analysis techniques was reviewed in chapter 4 and understood to decline by increasing size and complexity of integrated models, large number and heterogeneity of the model input data series (Ravalico et al, 2005). A suitable technique for sensitivity analysis in generic situations was recommended to be as model-free as possible (Saltelli et al, 2004).

In order to overcome the shortcomings of the existing SA methods, an effective and efficient way for sensitivity analysis of data in two time series is introduced in this chapter. In the following sections detailed description of event-driven data types and their impact on the sensitivity analysis is provided. The proposed event tracking sensitivity analysis (EvenTracker) and its application in a typical manufacturing case are then explained.
6.1. EvenTracker mechanism

EvenTracker defines an input and output occurrence matrix \([+, -]\) at pre-specified time intervals. This matrix subsequently describes the relationships between causes that trigger events (trigger data) and the actual events (event data) enabling to construct a discrete event framework for sensitivity analysis. A short description of discrete event system, together with the definition of trigger data, and event data are provided in the following subsections.

6.1.1. Discrete event systems

As opposed to continuous system, Discrete-Event System (DES) is defined by disparate occurrence of events in a specified time span (Banks, 2001). In other words, the system state change is determined by the changes of the input variables at specified intervals. Each state transition of the system is called an event. Therefore, in DES, only the attributes that represent the occurrence of an event are considered. These attributes are discussed in the following section.

6.1.2. Trigger data and event data

Based on the definition of DES, any input variable to a DES whose value transition is responsible for an event in the system is defined as a Trigger Data (TD). Accordingly, the series of data which represent the state of the system is defined as Event Data (ED). It is possible that the number of EDs and TDs in a system to be different. For example, a number of TD series may be responsible for changing a single ED series. However, various TD series could have different impact on an ED series.

\[
ED : \{TD_1, TD_2, ..., TD_n\}
\]  

(6-1)

6.1.3. An example of a baking process

An example here would help to explain the underpinning rationale for the proposed sensitivity analysis method.

One of the methods to detect system state transitions is to detect and track the changes that occur with an input variable. Figure 6-1 is a simplified illustration of a baking machine with a single heater. Two light reflector sensors (S01 and S02) and a temperature sensor (T01) are installed on the machine. The
sensors send signals to the EvenTracker software model. Sensors S01 and S02 provide the data about the entry and exit of components from the baking machine. Their signal data therefore carries either a no-voltage (i.e. binary value of 0) showing the heater in sleep mode, or a pulse of voltage (i.e. binary value of 1) as an indication of the heater being on for the duration of baking (Baking Time) i.e. observed variable. The third sensor (temperature), T01, provides the data about the temperature of the component during and after the heating process. Its value is therefore an analogue value fluctuating in a range between 22° and 70° C.

The combination of the data provided by the three sensors will be used to measure two production process performance factors i.e. latent variable. These performance factors are for example instantaneous Resource Utilisation (RU) and Product Quality (PQ) based on temperature properties of the baking dough.

The baking machine utilisation (i.e. RU01) can be defined as the ratio of the number of times that the heater is occupied to the capacity of the baking machine (Kelton, 2009) (capacity is one in this example).

Product Quality (PQ01) is defined as the average fluctuation of temperature from centre to the surface measured by a temperature probe on a sample. The quality of product is determined by the average instantaneous reading of the temperature.

Figure 6-1 A hypothetical Baking System with three sensors

Figure 6-2 shows the relationship between each event triggered by S01 and S02 with the changes in RU01. Any change within a pre-specified range (e.g. 1%) to the RU01 in a given time span can be expressed as an event and the positive level transition (binary 0 to 1 or positive edge) of both S01 and S02 as
triggers, then RU01 can be defined as event data (ED). Both S01 and S02 can therefore be considered as trigger data (TD).

Similarly, value of PQ01 changes with T01 (Figure 6-3). Definition of an event will be when a temperature change exceeds a defined threshold representing an ED (e.g. 3%). The changes equal or above a certain threshold on T01 is considered as a TD.

\[
\begin{align*}
\text{if } (T0_{1t} - T0_{1t-1}) &\geq \theta \text{(Trigger)} & \rightarrow TD_t \\
\text{if } (PQ_{01t} - PQ_{01t-1}) &\geq \psi \text{(Event)} & \rightarrow ED_t
\end{align*}
\]

where \( T0_{1t} \) is the temperature at time \( t \), \( \theta \) is the temperature change threshold, \( PQ_{01t} \) is the product quality at time \( t \), and \( \psi \) is the quality change threshold.

**Figure 6-2 Causal relationship between two switch signal data S01, S02, and the performance factor RU01**

**Figure 6-3 Causal relationship between Temperature sensor signal T01 and the performance factor PQ01**

### 6.2. Methods and parameters for EvenTracker

There are four parameters that make EvenTracker functional. Two parameters, Search Slot (SS) and Analysis Span (AS), are about the time span of transition detection and the overall system state analysis, Event Threshold (ET) and Trigger Threshold (TT), are about tracing the values of the
acquired data series, and the other two parameters. These parameters are defined at the following, the assumptions and logic of the method is discussed in later sections.

6.2.1. Search slot

The SS is the fixed time span that batches of $TD_i$ and $ED_i$ are captured. It can also be described as the scan rate. The SS is shown as the width of the green rectangles in Figure 6-3.

6.2.2. Analysis span

The AS is the time span in which a period of sensitivity analysis takes place. AS comprises of a number of consecutive $SS_i$. The number of TD and ED observation will then be used to apply sensitivity indices at the end of an Analysis Span. This will be a new weight to be allocated to the new TD. This means at any AS there is the possibility of weight of the $TD_i$ to be different from $TD_{i+1}$.

6.2.3. Event threshold

Each transition between subsequent values of Event Data (ED) series is examined by Event Threshold (ET). This value, as shown by a horizontal red line in the upper diagram of Figure 6-3, is a proportion of an overall range of values of the ED series over the Analysis Span (AS). It is therefore expressed in the form of a percentage.

6.2.4. Trigger threshold

TT is a value against which the values of Trigger Data (TD) series are examined. In Figure 6-3, TT is shown by a horizontal red line on the lower chart. TT, like ET, is a proportion or percentage of an overall range of values of TD series over the analysis span.

ET and TT determine whether a signal represents a real change in the system state that can be interpreted as an event.
6.3. The assumptions of the proposed method

There are a number of assumptions that need to be made before implementing the EvenTracker. These assumptions can be listed as:

6.3.1. Assumption 1: Triggers and events

The assumption here is that only those fluctuations of data series that are interpreted as trigger (for TD data series) and as event (for ED data series) are considered for further processing. The base for this interpretation is the threshold (ET and TT) settings (Tavakoli et al, 2010).

6.3.2. Assumption 2: Thresholds

Thresholds are the pre-specified short term range of signal fluctuation for every data series. These defined ranges are introduced as ET and DT in earlier section and are addressed once in each Search Slot. ET and DT are evaluated only post Analysis Span period as the assumption is that a fluctuation of data series is likely to occur during this period. Therefore, a trigger or an event occurs when the difference between the maximum value and the minimum value of a data series within a Search Slot meets or exceeds the threshold defined for that data specific series.

6.3.3. Assumption 3: Homogeneity of data series

The value of threshold for each data series remains fixed within the Analysis Span (AS). This implies that in all search slots of a single data series the range of possible values of transition that occur is assumed to be the same. In other words, each data series is assumed to have the same probability distribution over all Analysis Span.

6.4. EvenTracker algorithm

The EvenTracker algorithm is designed to respond quickly. The algorithm’s life cycle is equivalent to an AS. This life cycle is divided into several SS intervals. Within each SS interval, the method considers two batches of time-bound data that were captured from two time series and provides a value which is translated into sensitivity index according to the logic introduced at the following subsections. A sensitivity index is added to the indices of subsequent
search slots. At the end of each SS, the sensitivity indices of all data series are normalised. The main functions of EvenTracker algorithm are shown in Figure 6-4 and Figure 6-4. The main steps of the algorithm are:

**6.4.1. Stepwise scan**

A First-In-First-Out queue memory space is allocated for every batch of data in a search slot. The size of the queues is unlimited. The content of the queues are flushed out at the end of the search slot.

The data is then passed to the EvenTracker detection and scoring algorithm. The next search slot continues to fill the queue immediately. Using this technique no data would be lost. Figure 6-4 shows three stepwise scans and their analysis operations in three consequent search slots.

**6.4.2. Trigger-Event detection**

As shown in Figure 6-5, within each search slot a pair of two data batches is examined for evidence of trigger and event. For this, the data batch of TD is searched for fluctuations larger than the specified trigger threshold, and data values of ED are checked for changes larger than Event Threshold. This functionality results a true value if at least one of these changes is found in the batch.
### 6.4.3. Two-way matching score

In each search slot simultaneous existence or non-existence of a change in each pair of data batches is scored as +1, otherwise the score would be -1. This operation is similar to a weighted logical Exclusive-NOR as shown in Table 6-1. Based on this approach, the impact of the inputs on a given output is extracted.

<table>
<thead>
<tr>
<th>Table 6-1 Weighted Exlusive-NOR functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

### 6.4.4. Summation of two-way matching scores

The +1 and -1 score for each search slot is added up to the overall score as in equation 6-3 which is in fact, the sensitivity index of the measured ED with respect to the measured TD after time \( t \), or in discrete form, after search slot \( n \). Where \( n \) is the number of search slots after time \( t \). Sensitivity Index (SI) can therefore be calculated as:

\[
SI(t) = \sum_{l=1}^{n} \text{Search Slot Scores} \quad (6-3)
\]
6.4.5. Normalisation

At the end of each search slot the magnitudes of sensitivity indices are linearly scaled to the unit range. In other words, given a lower bound \( l \) and an upper bound \( u \) for the set of all indices in the search slot, each final value of sensitivity index is transformed to a value in the range of \([0, 1]\); thus:

\[
\tilde{S} = \frac{SI - l}{u - l}
\] (6-4)

The linear scaling transformation helps with easier ranking of the indices while maintaining their order intact. A summary of the algorithm is demonstrated in Table 6-2. In this table the flow of matching scores and sensitivity indices (SI1, SI2, SI3) of one event data (ED1) with respect to three trigger data (TD1, TD2, TD3) during 10 search slots could be seen. Star symbols in Table 6-2 represent a detected event or trigger in the values of ED1, TD1, TD2, or TD3 on each search slot. Each value of Score1, Score2, or Score3 is -1 or +1 depending on the exclusive match between ED1 and TD1, TD2, or TD3 respectively. Normalised sensitivity indices SIn1-SIn3 are the normalised values of SI1-SI3 according to the equation 6-4.

| Table 6-2 Production of sensitivity indices SI1, SI2, and SI3 and normalized sensitivity indices SIn1, SIn2, and SIn3 for event data ED1 with respect to trigger data TD1, TD2, and TD3 in 10 search slots by using EVENTTRACKER method. Star mark shows a match and S1 |
|---|---|---|---|---|---|---|---|---|---|---|
| Search Slot | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ED1 | * | * | * | * | * | * | * | * | * | * | * |
| TD1 | * | * | * | * | * | * | * | * | * | * | * |
| S1 | -1 | -1 | -1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 |
| S11 | -1 | -2 | -3 | -4 | -3 | -2 | -3 | -4 | -5 | -4 | -3 |
| SIn1 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| TD2 | * | * | * | * | * | * | * | * | * | * | * |
| S2 | 1 | -1 | 1 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | -1 |
| S21 | 1 | 0 | 1 | 0 | -1 | 0 | 1 | 2 | 3 | 4 | 3 |
| SIn2 | 1.00 | 1.00 | 1.00 | 0.67 | 0.33 | 0.33 | 0.67 | 0.75 | 0.80 | 0.80 | 0.75 |
| TD3 | * | * | * | * | * | * | * | * | * | * | * |
| S3 | -1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 |
| S31 | -1 | 0 | 1 | 2 | 3 | 4 | 3 | 4 | 5 | 6 | 5 |
| SIn3 | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
The normalised sensitivity indices (SI\textsubscript{n}) in Table 6-2 show that ED\textsubscript{1} is the most sensitive to TD\textsubscript{3} and the least sensitive to TD\textsubscript{1} in almost all search slots. Diagram in Figure 6-6 shows the values of SI\textsubscript{n}.

![Figure 6-6 Normalised sensitivity indices as in Table 6-2](image)

The overall average values of normalised sensitivity indices as shown in Figure 6-7 indicate the lateral convergence of the indices towards a specific value analogues to steady state.

![Figure 6-7 Averaged normalised sensitivity indices as in Table 6-2](image)

In cases when the normalised indices do not truly represent the values of sensitivity index, one can instead adopt the instantaneous value. Using current normalised values of sensitivity indices or their historical average values can be decided by the system analyst.
6.5. Conclusion on EvenTracker sensitivity analysis

EvenTracker method has been described in this chapter as a solution to sensitivity analysis problem in high complexity systems with time-constraint. The approach took advantage of event-based definition of data involved in process flow. The underpinning logic behind the event-tracking-based sensitivity analysis (EvenTracker) method is the capturing of the cause-effect relationships between triggers (input variables) and events (output variables) in a specified period of time. The approach does not require estimating data distribution of any kind (Figure 6-8). Neither the performance model requires execution more than in real-time.

![Diagram](image)

**Figure 6-8 General view of EvenTracker method for sensitivity analysis**

The key feature of the proposed method is the quick information about unimportant data that at times may overwhelm the data processing platforms. It may be safe to claim that with regard to the time domain, EvenTracker method may be classified as a Local Sensitivity Analysis method. Moreover, to estimate sensitivity indices, EvenTracker method does not require any prior knowledge about the analytical relationship between input and output variables. EvenTracker, in this sense, can be considered as a Global Sensitivity Analysis method or better say model-free method. The advantages and the application of EvenTracker in systems analysis are discussed in the next chapter.
7. A Framework for Measuring the Complexity and Efficiency of Sensitivity Analysis Methods

The purpose of this chapter is to suggest a platform for comparing EvenTracker introduced in chapter 6 to the other major Sensitivity Analysis Methods (SAM). Selection of a SAM in an application requires the analyst to consider a series of criteria as discussed by Tavakoli et al (2010). They include: the analytical relationship between the system’s inputs and the outputs, the statistical distribution of input variables, and computational overhead.

An important question to address in the process of evaluation of a computational method is to establish the appropriate computer model for estimation and the appropriate computation parameters (Cook, 1983). The principles of complexity measurement and comparison adopted in this thesis are implemented through the following three steps:

- Step 1: Design a generic computational framework that allows for cross comparison of various SAM.
- Step 2: Propose and embed in the proposed framework a number of criteria that allows for measuring the computational complexity of different SAM.
- Step 3: Run tests to measure and compare the computational complexity of each SAM in accordance with the set evaluation criteria defined in step 2.

7.1. The Generic sensitivity analysis method framework

In this chapter the design of a generic platform for comparing different SAM is proposed.

Firstly, according to Cobham (1965) the key “steps” for the computation process in a SAM will be outlined. In its most generic form the function of any SAM is to generate sensitivity indices for a given output variable with respect to the system input variables. SAM conducts its function based on system model equations, distribution estimation of input data, input data sample generation, evaluation of the resultant outputs or a combination of these tasks.
Finally, SAM produces a quantitative sensitivity index value that is presented in Figure 7-1.

![Diagram](image)

**Figure 7-1 The most generic structure of a SAM**

Although Figure 7-1 suggests a common structure which describes all sensitivity analysis processes as single-step operation, this view seems to be too simplistic for differentiating the capabilities and efficiencies between different sensitivity analysis methods. In this chapter a selection of the most popular SAM computational processes are appraised and in specific, comparisons are made with the EvenTracker technique.

Conventional SAMs fall into four categories: sensitivity testing, analytical methods, sampling-based methods, and computer algebra-based methods (Isukapalli, 1999).

### 7.1.1. The Computational structure of sensitivity testing methods

Sensitivity testing process consists of two steps. The first step is to produce an iterative production of model outputs based on the manipulated changes of the model inputs one-at-a-time (Isukapalli, 1999). The second step is to calculate sensitivity indices by applying a series of algebraic matrix operations on the manipulated model inputs and the generated output values after having had produced all the necessary and expected output values.

The sensitivity testing process can be shown in Figure 7-2 as a two-process task; the first occurring multiple times and the next process only once.

![Diagram](image)

**Figure 7-2 Overall structure of Sensitivity Testing method**
7.1.2. The computational structure of analytical methods

The common feature of most of the important analytical SAMs is in their access to the system's model equations (Papoulis, 1991; Yang, 2003) (Faghihi et al, 2004). Some analytical SAMs expand the model equations and find the model's inverse equations i.e. Differential Analysis methods (Isukapalli, 1999), or solve matrix equations i.e. Spectral Based Stochastic Finite Element method (Papoulis, 1991). Some analytical SAMs differentiate system’s model equations and solve sensitivity equations using auxiliary differential equation i.e. Green's Function (Li, 1998; Yang, 2003), and Coupled/Decoupled Direct method (Faghihi et al, 2004; Dunker et al, 2002).

Figure 7-3 shows the overall functionality of analytical SAMs.

![Figure 7-3 Overall structure of Analytical SAM](image)

7.1.3. The computational structure of sampling-based methods

In sampling based SAMs, samples of input data series are used to derive a number of system attributes by mapping the distributions of the data series using statistical analysis methods (Xu et al, 2008; Cukier et al, 1978; Jin et al, 2007; Braddock et al, 2006; Sobol, 2001). These attributes, in turn, are used to synthesis new data samples. Multiple runs of sample generation are then used to generate output data series. The output data series is then used to infer the attributes of its distribution. Finally, sensitivity indices are provided based on the attributes of input and output data series. Figure 7-4 shows a version of the above scenario.
As shown in Figure 7-4, the statistical analysis block is used to produce the statistical distribution parameters using the input data series.

7.1.4. The computational structure of computer algebra-based methods

Computer algebra-based SAM or the so called Automatic or Algorithmic Differentiation (AD) is based on the direct manipulation of the computer code of the system's model. The first step in this method is to process the source code of the model by traversing the chain rule (Apostol, 1974) forwards or backwards so that a ‘derivative code is generated (Griewank et al, 2008). In the second step the derivative code is seeded once per each input variable to accumulate the changes in model outputs and estimate indices of sensitivity. Computer algebra-based SAMs in general require having access to the source code that describes the behaviour of the model encompassing input and output data that are used for the sensitivity analysis. Figure 7-5 Overall structure of Computer Algebra based SAM shows the process of computer algebra-based sensitivity analysis.

7.1.5. The computational structure of EvenTracker SAM

EvenTracker SAM, like sensitivity testing method and sampling-based method, is a causal statistical analysis method, but unlike the two aforementioned methods, it is not an experimental method, i.e. EvenTracker method does not
manipulate data for statistical measurements. In other words, the EvenTracker method does not fall into the empirical methods and does not rely on historical data. Instead, the EvenTracker method performs statistical measurements on the changes of the actual real-time generated data which are produced by system input sources. Figure 7-6 shows the overall process of EvenTracker sensitivity analysis method.

![Figure 7-6 Overall structure of EvenTracker SAM](image)

### 7.1.6. The common building blocks of SAMs

From the discussions in previous sections, one can declare that the basic building blocks for a generic SAM evaluation platform should be able to account for the following features: (1) model data entry, (2) data pre-processing, (3) sample generation, (4) iterative data processing, and (5) data post-processing units. This common architecture for SAMs looks like the diagram in Figure 7-7.

![Figure 7-7 The common building blocks of SAMs](image)

In the following section, we will map the five mentioned sensitivity analysis methods (SAMs) onto the proposed common evaluation framework.
7.2. Mapping SAMs onto the generic platform

As can be seen from the mapped SAMs in Figure 7-8, for some of the discussed SAMs, some blocks in the common skeleton are not essential. For example, sensitivity testing method starts with iterative run of the model whereas in all the other categories of SAMs, a major data processing occurs immediately after receiving input data from the model.

In Figure 7-8, the number of iterative processes is denoted as N on each mapped SAM. N is different per SAM and depends on the method implementation.

The key advantage of the proposed generic platform for testing various SAM mentioned in this chapter is the capability of the platform to capture the details of the computational complexity of various SAMs. The building blocks of the
common skeleton are therefore dealt with by the evaluation criteria as atomic members of a computation structure (Aimin et al, 2008).

7.3. The computational complexity

In this thesis a hybrid approach was taken for evaluation of computational complexity. This was achieved by combining the introduced measures of the computational complexity which do not depend on the details of the algorithm and instead take the overall structure and functionality of the computation problem into account. Therefore, among the complexity metric introduced in chapter 2, structural complexity, energy-time analysis, and entropy change are used to complete the evaluation of the five aforementioned sensitivity analysis methods.

A computation complexity indicator is defined here as a function of three metrics; $E \times t^2$, entropy change, which we call $\nabla Q$, and structural computation complexity (SC).

\[
\text{Complexity} = [E \times t^2, \nabla Q, \text{SC}] 
\]  
(7-1)

Therefore, evaluation of a given SAM would be a three-tuple measurement. Each measurement has its own approach which will be introduced in the following sections.

Figure 7-9 presents the evaluation criteria.

\[\text{Figure 7-9 SAM complexity evaluation triangle and its inputs}\]
7.3.1. Energy-time metric

In (Martin, 2001) the complexity metric of computing problem $F$ is denoted by $\Theta$ and defined as in equation 7-2.

$$\Theta \equiv E \times t^2 \quad (7-2)$$

where $E$ is the energy and $t$ is the time of computing the problem $F$ shown in Figure 7-10.

We use this Energy-Time metric to measure the lower bound of energy-delay efficiency of computation for the considered SAMs. Two basic compositions are proposed:

7.3.1.1. Sequential composition

Let’s assume that the computing problem $F$ consists of the sequential composition of $N$ computing problems $F_s$, i.e. each subsequent problem runs after completion of the previous problem. Let’s assume again that all sub-problems have similar energy ($E_s$) and computing time ($t_s$) (Figure 7-11). Complexity of computation problem $F$ can be calculated using equation 7-3 (Penzes et al, 2002).

$$\Theta_s = 3 \times N \times E_s \times \left(\frac{3}{2} \times N \times t_s\right)^2 \quad (7-3)$$

7.3.1.2. Parallel composition

Now we assume that the computing problem $F$ consists of parallel composition of $N$ computing $F_p$ problems with energy $E_p$ and delay time $t_p$ (see Figure
In this composition, complexity of computing problem $F$ can be expressed using equation 7-4 (Penzes et al, 2002).

$$\theta_p = 3 \times N \times E_p \times \left(\frac{1}{2} \times t_p\right)^2$$  \hspace{1cm} (7-4)

![Figure 7-12 Four parallel similar problems with their associated consumed energy and delay time](image)

If $E_p = E_s$ and $t_p = t_s$, whilst there is no communication overhead (ideal state), then the ratio of $\Theta_p$ and $\Theta_s$ would be:

$$\frac{\theta_p}{\theta_s} = \frac{1}{N^2}$$  \hspace{1cm} (7-5)

This is as expected if similar problems are once set in parallel and another time set in series. The complexity of computing series problems is larger than the parallel problems and one of the reasons is that it takes longer to solve.

To apply equations (7-3) and (7-4) in the complexity measurement, we assume that the building blocks of the skeleton of SAMs are atomic problems which cannot be broken into smaller problems.

### 7.3.2. Entropy Change

By using the Energy Analysis (EA) method the computational complexity is calculated only by initial state and final state of the problem (Peng, 2008). Therefore, EA method helps with decoupling the lower bound from details of the implementation i.e. the algorithm, allowing us to concentrate on the way each SAM defines the problem of sensitivity index estimation. Each building block of the generic SAM platform is viewed as a separate computational problem. To be able to combine the results of measuring the computational
complexity of each building block of a SAM, we define properties of the measures used in the EA method.

7.3.2.1. Entropy change in sequential dependent problems

In sequential dependent problems the input to each problem is the output of the previous problem. The energy consumption of a computing problem which comprises of a number of sequential dependent computation problems depends on the initial state of the first computing problem and the final state of the last computing problem. This property of the EA is expressed by equation 7-8. For example, in the case of two sequential dependent problems is shown in Figure 7-13.

\[
\begin{align*}
\forall Q_1 &= T(S_{1f} - S_{1i}) \\
\forall Q_2 &= T(S_{2f} - S_{2i})
\end{align*}
\]  

(7-6)  

(7-7)

where \( \forall Q_1 \) is the \( F_1 \) problem’s energy consumption, \( S_{1i} \) is the initial and \( S_{1f} \) the final state entropies of \( F_1 \) problem.

\[
\forall Q = T(S_{2f} - S_{1i})
\]

(7-8)

where \( \forall Q \) is the energy consumption of both \( F_1 \) and \( F_2 \).

7.3.2.2. Entropy change in sequential independent problems

In sequential independent problems the input to each problem is different to the output of the previous problem. The energy consumption of a computing problem which comprises of a number of sequential independent computational problems is the sum of all energy consumption for all problems. This property of the EA is expressed by equation 7-9 for two sequential independent problems shown in Figure 7-14.
7.3.2.3. Entropy change in parallel dependent problems

In parallel dependent problems the input to each problem is a portion of the original input to the set of parallel problems, and the output of each problem to be a portion of the final output of parallel problems. The energy consumption of a computing problem which comprises of a number of parallel dependent computation problems is the sum of all energy consumption for all problems. This property of the energy analysis is expressed by equation 7-10 for two parallel dependent problems shown in Figure 7-15.

\[ \nabla Q = \nabla Q_1 + \nabla Q_2 \]  
(7-10)

7.3.2.4. Entropy change in parallel independent problems

In parallel independent problems the input for each problem is same as the original input to the set of parallel problems. The output of each problem is also same as the final output of parallel problems. The energy consumption of a computing problem which comprises of a number of parallel independent computation problems depends on the initial state of the original input and the final state of the final output of the problem. This property of the energy analysis is expressed by equation 7-11 for two parallel independent problems shown in Figure 7-16.

\[ \nabla Q = \nabla Q_1 + \nabla Q_2 \]  
(7-11)
Figure 7-16 Two parallel independent computing problems with their associated initial state and final state entropies

\[ \nabla Q = \nabla Q_1 = \nabla Q_2 \]  

(7-11)

In using EA method to measure the computational complexity of SAMs, the iterative problems may be described to be within the four mentioned categories of topologies pending the flow of data between inputs and outputs. This will be discussed later in this chapter.

7.3.3. Structural complexity

Among several proposed methods to measure the complexity associated with the structure of a computing solution (Aimin et al, 2008; Bansiya et al, 1999; Roca, 1996; McCabe, 1976; McCabe et al, 1989; Woodward et al, 1979), the approach taken by Roca (1996) is adopted here as it is based on the topological properties of the graph associated with the structure of the computing solution. In this method, first the direct graph model of the computing program is constructed and then it is transformed into the ‘reduced graph’ including three basic structures ‘sequence’, ‘branch’ and ‘loop’. The entropy of random uniform response function of the graph is then derived based on the entropy of random response function of the three basic structures and their combination rules.

Similarly, we transform each mapped SAM structure to a ‘reduced graph’ and then work out the entropy random response function based on the three basic structures within the graph. Here, we introduce the entropy of random response function of the three basic structures and their combination rules.

For definition of the random response function and calculation of its entropy, reader is recommended to refer to (Roca, 1996).
7.3.3.1. Sequence structure

Evaluation of entropy $H_s$ (bits), for a sequence of computing paths is calculated as (Roca, 1996):

$$H_s = - \int_0^1 \ln(N \times P^{N-1}) \cdot dp$$  \hspace{1cm} (7-12)

where $P$ is the probability of successful execution of a path, and $N$ is the number of paths with similar probability of $P$ as shown in Figure 7-17.

![Figure 7-17 Sequence of N similar paths of computing](image)

7.3.3.2. Branch structure

Evaluation of entropy $H_b$ (bits) for a branched computing path is calculated as follows (Roca, 1996):

$$H_b = - \int_0^1 \ln[(N + 1) \times B \times P^N] \cdot dp$$  \hspace{1cm} (7-13)

where $B$ is the frequency of execution of the branch path and $N$ is the number of paths with similar probability of $P$ in the branch as shown in Figure 7-18.

![Figure 7-18 A branch of computing with N similar paths](image)

7.3.3.3. Loop structure

Evaluation of entropy $H_l$ (bits) for a loop of computing path is calculated as (Roca, 1996):

$$H_l = - \int_0^1 \ln[M \times P^{M-1} \times \frac{L 	imes (1 - P^{N+1}) + 1}{L \times (1 - P^{N+1}) + 1} \times P^{N+M}] \cdot dp$$  \hspace{1cm} (7-14)

where $L$ is the number of loop executions, $N$ is the number of paths with similar probability of $P$ in the true route of the loop, and $M$ is the number of
paths with similar probability of $P$ in the false route of the loop as shown in Figure 7-19.

![Figure 7-19 A loop of computing with N similar paths](image)

### 7.4. Complexity analysis of sensitivity analysis methods

This section focuses on the analysis of the five categories of sensitivity analysis methods based on the proposed framework of the Evaluation Triangle (Figure 7-9). On each item of the evaluation criteria, all categories will be discussed and ranked against each other. Throughout the evaluation process it is assumed that the number of inputs and outputs of the system under analysis are $T$ and $E$ respectively. When applying each complexity metric, we assume that the attributes of the building blocks for each mapped SAM are identical whenever the differentiation needs knowledge about details of the actual algorithm. For example, the consumed energy and the delay time of all blocks are assumed to be equal.

Iterative tasks in the mapped SAMs are considered sequential computing problems unless it is possible to assume that the iterations can be executed in parallel.

#### 7.4.1. Energy-Time metric of SAMs

Each SAM is considered to be a computing problem subject to the complexity metric measurement defined in equation 7-2. For further simplification, the building blocks for each computing problem are assigned an identical energy consumption value of $(E)$ and an identical delay time of $(t)$.

Figure 7-20 shows the composition and attributes of the sub-problems for each SAM. Iterative sub-problems are considered in sequential connection. In
Figure 7-20-c, each pair of the sub-problem in N series represents the pair of Data Synthesis and Iterative Processing tasks within the mapped SA structure shown in Figure 7-8-c. Equations (15-19) show the calculation of the Energy-Time complexity of the SAMs.

\[ \theta_{ST} = \frac{3}{2} \times (N + 1)^3 \times E \times t^2 \]  \hspace{1cm} (7-15)  
\[ \theta_A = E \times t^2 \]  \hspace{1cm} (7-16)  
\[ \theta_S = 36 \times (N + 1)^3 \times E \times t^2 \]  \hspace{1cm} (7-17)  
\[ \theta_{CA} = \frac{2}{3} \times (N + 1)^3 \times E \times t^2 \]  \hspace{1cm} (7-18)  
\[ \theta_{ET} = E \times t^2 \]  \hspace{1cm} (7-19)

where \( \theta_{ST}, \theta_A, \theta_S, \theta_{CA}, \theta_{ET} \) are complexity measurements for the five SAMs i.e. Sensitivity Testing, Analytical, Sampling-based, Computer Algebra, and EvenTracker SAMs, respectively.
7.4.2. Entropy change of SAMs

For a sound application of entropy change measurement on each SAM, the initial set up of the sensitivity analysis problems must be determined. This initialisation would be based on flow of data between the set of inputs and outputs for each problem.

7.4.2.1. Entropy change in Sensitivity Testing SAM

The type of iterative processing in the first block (Figure 7-8-a) of Sensitivity Testing SAM is considered to be a sequential independent computing problem. This is due to the fact that regardless of details of the algorithm in Sensitivity Testing SAM, a function generates a series of values of outputs using a series of different values of inputs. In this process, each output generation is independent of other generated outputs.

To explain the relationship between the iterative processing block and data post-processing block, one could mention that all the output data from the iterative block together with the input data block are used by the post-processing block. Hence, an independent sequential type of computing problem is constructed.

Therefore, the overall entropy change of Sensitivity Testing SAM could be calculated as (7-20).

\[ Q_{ST} = (N + 1) \times \nabla Q_s \quad (7-20) \]

7.4.2.2. Entropy change in Analytical SAM

This change of entropy depends on the type and number of input series to the data pre-processing block as well as the number of output sensitivity indices. An overall entropy change could be calculated for this method using equation 7-21.

\[ Q_A = \nabla Q_s \quad (7-21) \]

7.4.2.3. Entropy change in Sampling based SAM

The type of relationship between the iterative processing block and the data synthesis block of sampling-based SAM, (Figure 7-8-c), is considered as a
sequential dependent computing problem, because the synthesised data is immediately used for generation of output of iterative processing block. With regard to the overall iteration of the two blocks, the relationship is sequential independent. Therefore, the overall entropy change of the sampling-based SAM could be calculated as 7-22.

\[ \nabla Q_s = (N + 2) \times \nabla Q_s \]  

(7-22)

7.4.2.4. Entropy change in Computer Algebra SAM

Similar to the Sensitivity Testing SAM, the relationship between the first block of the Computer Algebra method, i.e. data pre-processing, and the iterative processing block is independent in terms of states of inputs and outputs. This also applies to the iterative tasks in the iterative processing block. Therefore, the overall entropy change of the Sampling based SAM could be calculated as 7-23.

\[ \Box Q_{CA} = (N + 1) \times \nabla Q_s \]  

(7-23)

7.4.2.5. Entropy change in EvenTracker SAM

The change of entropy in data pre-processing block depends on the type and number of input series and number of output sensitivity indices. An overall entropy change could be calculated for this method by equation 7-24.

\[ \nabla Q_{ET} = \nabla Q_s \]  

(7-24)

7.4.2.6. Structural complexity of SAMs

Each SAM common skeleton is transformed into its minimal path. For simplicity purposes, the probability of successfully executing each path is considered to be equal to \( P \) for all paths.

7.4.2.7. Structural complexity of Sensitivity Testing SAM

The composition of the reduced graph corresponding to the common skeleton in Figure 7-8-a is a loop structure with the loop attributes \( M = 1, N = 1 \) shown in Figure 7-21.
The structural complexity of Sensitivity Testing SAM could therefore be calculated by equation 7-25.

\[ H_{ST} = - \int_{0}^{1} \ln \left( \frac{N(1+p^2)+1}{N(1-p^2)+1} \right) \cdot dp \]  \hspace{1cm} (7-25)

where \( N \) is the number of inputs to the Sensitivity Testing SAM.

7.4.2.8. Structural complexity of Analytical SAM

The reduced graph of the common skeleton of Analytical SAM comprises of one path, and therefore, a sequence of one computing path (\( N = 1 \)) is considered. The structural complexity is therefore equivalent to -1.

\[ H_A = -1 \]  \hspace{1cm} (7-26)

7.4.2.9. Structural complexity of Sampling based SAM

For this purpose a sequence of two structures are included as the reduced graph of the Sampling based SAM. As shown in Figure 7-22, the first structure is a one path sequence, and the second structure is a loop with attributes: \( M = 1, N = 2 \).
Therefore, the structural complexity of the Sampling based SAM could be calculated by equation 7-27.

\[ H_S = - \int_0^1 \ln[p + 1 + \frac{2np}{N(1-p^2)+1}] \cdot dp \quad (7-27) \]

7.4.2.10. Structural complexity of Computer Algebra SAM

Similar to the Sampling based SAM, a sequence of two structures completes the reduced graph of the Computer Algebra SAM. Like shown in Figure 7-23, the first structure is a one path sequence, and the second structure is a loop with attributes: \( M = 0, N = 1 \).

Therefore, the overall structural complexity of the Computer Algebra SAM could be calculated using equation 7-28.

\[ H_{CA} = - \int_0^1 \ln[p + 1 + \frac{2np}{N(1-p^2)+1}] \cdot dp \quad (7-28) \]

where \( N \) is the number of inputs to the Sensitivity Testing SAM.

7.4.2.11. Structural complexity of EvenTracker SAM

The reduced graph of the common skeleton of EvenTracker SAM comprises of one path sequence (N = 1), resulting the structural complexity equivalent to -1.

\[ H_{ET} = -1 \quad (7-29) \]

7.5. Overall evaluation of computation complexity of sensitivity analysis methods

The ranked score of evaluated computational complexity of different sensitivity analysis methods are reported in Table 7-1. The higher the evaluated
complexity of a SAM in one criterion, the lower its rank and the lower the score value would be. Each of the three evaluation criteria is separately scored and an overall score is associated with each method. Some scores were equal among SAMs, for example between EvenTracker and Analytical, in all three criteria. The final score is the sum of the three scores for each SAM. Table 7-1 summarises the individual and the final scores.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\Theta$</th>
<th>$\nabla Q$</th>
<th>$H$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity Testing</td>
<td>3=</td>
<td>3=</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Analytical</td>
<td>1=</td>
<td>1=</td>
<td>1=</td>
<td>3</td>
</tr>
<tr>
<td>Sampling-based</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Computer Algebra</td>
<td>3=</td>
<td>3=</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>EvenTracker</td>
<td>1=</td>
<td>1=</td>
<td>1=</td>
<td>3</td>
</tr>
</tbody>
</table>

A correlation could be observed between the ranks of each SAM on the three criteria. One can see that the higher levels of complexity of SAMs the more complex is the implementation and data exchange, therefore, contributing to higher utilisation of computation resources.

From the final scores it could be concluded that EvenTracker and then analytical methods feature the least computational complexities. Moreover, sampling-based SAM, show the highest computational complexity. Analytical SAM, working based on the parameters of model equations, lacks the advantage of data processing with real-time data as is the case for EvenTracker SAM.

### 7.6. Summary of complexity analysis of SA methods

This chapter evaluated computational complexity of sensitivity analysis methods (SAMs) regardless of their initial assumptions and applications. A three-tier evaluation methodology was discussed and adopted to evaluate computational complexity of SAMs in terms of their Energy-Time metric, change of entropy, and structural complexity.

The results of the evaluation showed that the proposed EvenTracker sensitivity analysis method has the lowest computational complexities compared to other popular sensitivity analysis methods which could work with real-time data. Using the proposed evaluation platform we also concluded that
sampling-based sensitivity analysis methods have the highest computational complexity.
In the upcoming chapters of this thesis we will experimentally demonstrate how the accumulation of computational efforts per dimension of the system inputs is avoided by implementation of different SAMs.
It is worth to add that although the evaluation strategy in this work was focused on the context of SAM, the proposed evaluation strategy may be feasible to evaluate other computational methods for comparing their strengths and weaknesses.
8. Implementation

In this chapter the design and development of a data integration system prototype to help with providing the concept of this study is discussed. The suit of hardware and software which was designed and developed is meant to demonstrate the versatility and flexibility in the input data definition as well as real-time data acquisition and simulation. Therefore, it features the major challenging issues of this study, which were added to the system in few consecutive development and implementation stages. A simplified section of a chocolate manufacturing line is introduced in this chapter.

8.1. Main features of the implemented system

The main features which have been considered in the functionality of the implemented system are outlined and explained. Functionality of these features are later discussed with evidence and introduced within the architecture of the system.

1. Demonstration of flexibility in the definition of inputs to the DAQ system; As a major challenge in this work, different types of interfacing with sensors and their data types were adopted at input definition layer. An automated mechanism has been designed and developed which dynamically prepares the structure of input points at the root of DAQ system based on the attributes defined by the user. With advances in sensor data communication media and technology this feature requires to expand and update with the new types of connections and communication protocols.

2. Provision of sensory data in real-time; Overcoming challenges of real-time data acquisition is among important subjects of this work. Connection to and data retrieval from historical data is not a recommended practice in this research. Therefore, once definition of data connections to sensor network is completed functionality is provided to serve frequent and quick access to the sensor signals.

3. Demonstration of real-time connectivity between the data acquisition system and simulation model; Real-time simulation requires real-time
connectivity and a representation of the process using descriptive model. Therefore, Real-time Model Matching Mechanism (R3M) has been designed and developed to facilitate the communication between data acquisition system and the simulation model of the process.

4. Demonstration of fast forward run of the model as well as real-time; Fast-forward run has been designed and developed in order to allow the user run the simulation models with respect to the most recent data.

8.2. Architecture of the implemented system

The building blocks of the integrated hardware / software solution are defined in a layered structure according to the four layers introduced in section 5.2. Acquired data from sensor network transferred between the layers. Each layer received the data from its lower layer and prepared it in the proper structure for the next layer. A distributed and queue-based real-time database structure takes care of the data storage and data communication between the layers. This prevents the layers to wait for each other when one is not prepared to receive data. In hardware-oriented words, like a pipelined arrangement of the tasks (National Instruments Corp., 2009), each processing core of the CPU could continuously handle an assigned task without being interrupted for communication with the other processing core (i.e. multi-threading).

The four layers of the architecture are shown on the colour-shaded diagram in Figure 8.1. The nature of the main components of the implemented system, the itinerary of the data and the overall functionality of the layers are described at the following paragraphs.
8.2.1. Implementation of the data definition layer

In the Data Definition Layer (DDL), the main concern is the continuous access to the input ports of the data acquisition hardware. This necessitated the operation of software which could drive data acquisition hardware and which could be programmed for scanning specifications. Therefore, the hardware-aware, or driver-equipped, software uses some user-defined specifications to extract the data from each data connection. Scanned data is then accompanied with timestamp and a unique identification tag associated to the scanned connection. The triplet Data Input, or DI, is then located in the specific memory locations (addressable by a unique DI name) for access by
the Variable Definition Layer (VDL). Therefore, per each sensor output, as shown in Figure 8-2, one corresponding memory space for one DI is allocated. This space is overwritten on each scan.

![Diagram](image)

**Figure 8-2** The main task in data definition layer is interfacing and sampling data sources, (different colours show different instances of the same task component)

### 8.2.2. Implementation of variable definition layer

Three components are implemented in the VDL to accomplish its tasks. The first component is a software program which regularly scans and combines the values of DIs based on the user-defined formula. The resulting Variable Input or VI was wrapped up together with a timestamp and a tag unique to the type of variable. This triplet piece of data is then buffered for collection by the next layer (PDL). This buffer has a queue structure, as shown in Figure 8-3, so that older evaluated values are not overwritten by the new ones. The number of instances of Data Scanning and Variable Evaluation software component that execute at the same time depends on the number of VIs.
Figure 8-3 One task in variable definition layer is converting sampled data to variable information, (different colours show different instances of the same task component).

The second implemented building block in VDL is a single programmed firmware which handles the data communication between VDL and PDL for the functionality requirements in VDL. The Model Communication task collects the buffered values of VIs and sends them to the established data connection between the two layers, as shown in Figure 8-4.

Figure 8-4 The second task in variable definition layer is queueing up all variable information to send to the model.

The third task is to measure the sensitivity index of the generated Key Performance Factor (KPF) values in PDL with respect to the values of VIs. EvenTracker algorithm was programmed to collect KPF values and VI values...
from their corresponding buffers, and produce a series of sensitivity index values for each pair of \{KPF,VI\}.

**8.2.3. Implementation of performance definition layer**

Implementation of PDL involves software simulation model design and hardware settings for data communication between VDL and PDL. This communication link is the same as the link uses by the Model Communication in the VDL. DAQ Communication firmware block used a messaging service for both receiving VI values from VDL and sending KPF values to VDL (KPF values to be used by EvenTracker algorithm). R3M software mechanism is developed as a part of the simulation model. Figure 8-5 shows two task components in PDL.

Figure 8-5 In performance definition layer, one task receives variable information and disseminates them in model (left-hand-side), and the other gathers model performance values (e.g. KPF1, KPF2) and sends them to the DAQ system (right-hand-side)

One component task of PDL receives DAQ messages and interprets them as pairs of \{Key, Value\}. The Key is used by R3M to associate the Value to the unique process, or parameter of the model. As shown in Figure 8-5, simulation model holds various processes and parameters depending on the system being modelled.
The outcome of the Simulation Model is a series of performance factors and possibly charts which are defined at simulation modelling design time. Another task component was designed in the model to take the values of performance factors regularly and format them in pairs of \{KPF, Value\} and send the pairs to the Model Communication in VDL where they are processed by EvenTracker task component.

8.2.4. Implementation of scenario definition layer

In the SDL two tasks take care of preparation of data and use of data for fast-forward execution. While in real-time execution values of Variable Inputs VIs flow from VDL to the PDL, each VI data series is also taken by a curve fitting task that estimates the best statistical data distribution and its associated attributes. The generated attributes are stored in memory blocks and updated every often. Figure 8-6 shows three instances of distribution estimation task in charge of curve fitting for three VI data series. Multiple instances of curve fitting task component could run in parallel at the same time, one for each VI.

Figure 8-6 One task in scenario definition layer is curve fitting from input variables

Another task in SDL has facilities for user to execute fast-forward simulation using the stored attributes of VIs series. Each attribute is used on the same process or parameter that the corresponding VI was connected through R3M. This task has a single execution and is implemented in simulation model (Figure 8-7).
8.3. Criteria for selection of development tools in the implementation

The system to be implemented will consist of a significant amount of hardware and software in terms of both strengths and number of components (e.g. sensors) so that the efficiency of the functionalities could be compared with existing ones. The major criteria based on which the components of the system are defined and implemented are explained at the following. Further, the components of the system and their implementation are introduced and described.

8.3.1. Distributed versus centralised

Single or multi-core PC based computers with Windows XP operating systems and connections to programmable logic controllers (PLC) and data acquisition cards are among the usual computer systems which are used for implementation of data integration systems (Tavakoli, 2007; Tavakoli, 2008a; Tavakoli, 2008b; Tavakoli, 2009). With this processing power available in most cases, depending on the size of the data acquisition and system and simulation model, it may be too much to implement both data acquisition and simulation on one PC system. It is preferrable to implement a multitier system on these occasions, so that data acquisition, management and presentation can run on separate machines. This guarantees more accurate measurements on the computational overhead of each sensor data acquisition (since all running threads and I/O interfaces belong to the data acquisition and not simulation), when at the same time it would be a more feasible example of industrial data acquisition and monitoring system.
8.3.2. Communication media
This applies to both data communication between sensors and the DAQ system, and communication between the DAQ system machine and simulation machine. Having to split the machines for different roles, a communication media with sufficient data transfer rate between machines uses Ethernet network connection. Sensor data communication, on the contrary should demonstrate variety and flexibility. Different possible types which may include external processor based systems as well are thought of. Connection to sensors via PLC and OPC server can provide a flexible and comprehensive support.

8.3.3. Software programming language
At least three programming environments may be considered as major candidates for development of such systems. SUN’s Java language and its associated open source library codes (Oracle Corp., 2010), Microsoft .NET programming environment (Microsoft, 2009), and National Instruments LabVIEW software (National Instruments Corp., 2010). Pros and cons in using each environment which are outlined below, justified use of NI LabVIEW.

8.3.3.1. SUN Java
Open source has always two ends. On one end there is free access to a pool of library codes capable of much functionality according to their authors. On the other end, open source leaves no guarantee for supporting documents especially on new versions and extensions. This could endanger the timeline of project development.

8.3.3.2. Microsoft .NET
Although the development environment plus some more special library codes are available at a charge (in non-express versions), this one-off charge may be worth access to the available further technical support. Similar to Java, most of the data acquisition and user interface codes as well as established mathematic algorithms must be written by programmer. In addition, management of computer resource such as multi-core and port access in run-time takes extra effort, which could surpass the scope of this work.
8.3.3.3. NI LabVIEW

Programmer in this data-driven environment enjoys a visual and modular programming tool which was also claimed to take care of resource allocation when more than one thread of code needs processing or input/output access. The data acquisition and data management orientation of the environment facilitates the initial effort to setup connections to different communication media. At the same time almost all modules can be customised and programmed to be reconfigured from a user interface.

Provided all above programming facilities, drawbacks may appear on the running speed when pieces of thread codes are numerous and memory hungry. However, by creating efficient multithreaded code and parallel programming strategies, like explicit threading and assigning code to processing core (National Instruments Corp., 2010), taking advantage of each processor and consequently deterministic real-time for critical I/O could become possible in LabVIEW environment. Although some technical references including (Moore, 2008) claim that adding cores slow data-intensive application, they add that this disadvantage rises after adding about eight cores. On the other hand, today’s high performance personal computers utilise four cores, and single core machines are fading out, therefore this disadvantage does not impact use of LabVIEW which works well with multi-cores.

8.3.4. Modelling and simulation software

There are several packages which can satisfy process level modelling and simulation including WITNESS (Lanner, 2010), Flexsim (Flexsim Software Products Inc., 2010), AutoMOD (APPLIED MATERIALS, 2010), Arena (Rockwell Automation Inc., 2010), SIMUL8 (SIMUL8 Corp., 2010) to name a few. Rockwell Software’s Arena software (Rockwell Automation Inc., 2010) is a good candidate, available, capable enough in terms of modularity and versatility of modules as well as facilities for communication with other software applications via an Ethernet connection.
8.4. Components of the implemented system

The implemented system is a four-tier system with three tiers as PC machines and one tier as a combination of sensors and data acquisition devices (e.g. PLC). Figure 8-8 shows these components and their relationships.

A lab prototype demonstrator was created at the Systems Engineering Research Laboratory to demonstrate the proposed solution. The interrelationship between the four tiers of the system is explained in the following sections.

8.4.1. Sensor network

A series of sensors were mounted around a conveyor belt system (Figure 8-9) used to carry small objects. The sensors generate raw input data from the
processes. The sensors deployed in the demonstrator are listed in Error! Reference source not found. in Appendix A and described here;

![Panoramic view of the conveyor belt system setup for implemented system](image1)

**Figure 8-9 Panoramic view of the conveyor belt system setup for implemented system**

Four proximity RFID readers were installed using four USB serial ports. Each RFID reader sends a multiple-byte data which is the identification serial number (ID) of the passive tag held near the reader (Figure 8-10).

![Proximity RFID reader and its associated passive tag](image2)

**Figure 8-10 Proximity RFID reader and its associated passive tag**

One range RFID reader was connected to one USB serial port. The range RFID reader sends a multiple-byte data indicating the ID of the active tag held around the reader (Figure 8-11).
One data acquisition box with fourteen sensors was connected to another USB port (Figure 8-12). This data acquisition box provides data from fourteen sensors deployed in the demonstrator. The sensors range from microphone, thermocouple temperature sensor, luminance sensor, and five manual potentiometers - and six manual on/off switches. Data from the eight analogue sensors were available in the range of 0-100 integer values, and data from the six switches were available as single-bit values 0 or 1.

Eight light switch sensors were connected one-by-one to the eight bits of one parallel port (Figure 8-13). Each light switch sends a one-bit data (0 or 1) indicating cross passing an object in front of it.
Five sensors were connected one-by-one to five OPC real-time database variables through five PLC connections. The five sensors included one infra-red temperature sensor, one load sensor, and three light switches (Figure 8-14, Figure 8-15).

![Five connected sensors to the PLC](image)

![Siemens S7-300 PLC device](image)

The PLC device was used to handle simple control tasks of the defined manufacturing scenario as well as collection and distribution of the connected sensor data.

### 8.4.2. OPC server system

One PC is responsible for providing a real-time access to sensor outputs for DAQ system from those sensors which are connected via PLC. This PC acts as an OPC Server and since it could serve multiple device connections at the same time, it was considered as a separate tier. PLC provides sensor output values available on the Ethernet LAN connection which is then taken by OPC Server software from Ethernet port and arranged as an OPC item. These item values are again left available by OPC Server software on the LAN connection for any OPC Client software which is connected to the same LAN network.
8.4.3. The data acquisition (DAQ) system

One PC computer was assigned to handle the task of real-time data acquisition and management. Data acquisition software system prepared to read and organise raw sensor data available from the variety of PC I/O connections. A number of interface connections were made available and used in the implementation. They included one parallel port, two serial ports, up to eight USB ports, and Ethernet port. Sampling rate for each sensor was defined by DAQ system. A database sub-system stored sampled data in a time-based queue structure (i.e. First-In-First-Out) prepared for immediate transfer to the simulation system. Data acquisition system featured multi-threaded acquisition software with each thread responsible for reading from a different I/O connection. Multi-core characteristics of a PC machine for DAQ system together with using LabVIEW software for acquisition development helped with access speed and memory management.

8.4.4. The simulation system

A PC machine handles the process of performance modelling and data apparatus for the process flow. Based on a defined manufacturing scenario the modelled processes were designed and developed in Arena software and wherever real-time data was required to trigger the process, R3M mechanism is implemented. Of course, R3M mechanism took care of the data communication between DAQ system and simulation system on both ways (i.e. sending real process variable values from the DAQ system to the simulation system, and sending model-oriented performance values from the simulation system to the DAQ system). Scenario definition interface and fast-forward mechanism were also implemented on the developed model.

Figure 8-16 shows the three machines which OPC Server system, DAQ system, and simulation system run on.
The following use case diagrams in Figure 8-17 and Figure 8-18 demonstrate the interaction of the user with the three components as well as with the PLC device at both design time and run time. Details of the design and development tasks and functionalities of the components will be described at the following step by step.
Simulation Model

- Design model
- Define KPFs
- Implement R3M mechanism
- Implement Fast-forward mechanism

DAQ System

- Design flexible Port Input object
- Design flexible Variable Input object
- Design object definition User Interfaces
- Design real-time databases
- Design Input Variable Monitoring algorithm

OPC Server

- Define database variables

- Design Manufacturing control logic

PLC

- Design system

Run model
- Stop model
- Setup Fast-forward scenario
- Run Fast-forward
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Figure 8-17 Implemented system use case – design time

Figure 8-18 Implemented system use case - run time
8.5. Implementation steps

Implementation of the firmware system has been performed feature by feature on a priority basis and according to the milestone diagram of Figure B-1 in Appendix B. As can be seen in this diagram, the implementation started from design and development of a real-time single sensor data acquisition and real-time simulation system. By growing the system up to involving more sensors for a more comprehensive shop floor scenario the type of simulation software has remained the same - as Rockwell Software’s Arena, whereas the data acquisition system development environment has changed from Microsoft’s C# .NET to National Instruments’ LabVIEW software.

Prior to the design and development of the platform for multi-sensor data acquisition, a simulation model of the shop floor operations was designed and developed. Generated data from this virtual shop floor was then prepared for connection to the second simulation model that represents shop floor and receives real-time data from data sources. This virtual laboratory-based step provided confidence in the operation of the designed mechanism for real-time connection between the physical sensor data acquisition and the simulation model (Tavakoli et al, 2008).

Adding Fast-forward model simulation in the next stage has also brought up curve fitting algorithms in the data acquisition system software. Ultimately, sensitivity analysis has been developed and added to the data integration system software.

8.6. Implementation system design

After components of the pilot system were identified and prepared, three major developments were sought for design. At hardware stage in the sensor network, adaptation of the voltage level either from analogue to digital, or on simpler cases, from high DC levels to lower levels were among the essential signal conditioning tasks. Major parts of the work lied on the software stage with PLC programming, DAQ software development with LabVIEW and simulation modelling with Arena. Design issues and development ideas are introduced and explained at the following. Before all, a set of imaginary processes were defined as the basis for the simulation model as well as the
definition of the locations and roles of the sensors. The defined manufacturing scenario is introduced below prior to the other design aspects.

8.6.1. Manufacturing scenario of implementation

A part of an imaginary chocolate manufacturing shop floor scenario was defined. The green blocks of the flow chart in Figure 8-19 show the processes of the virtual chocolate manufacturing scenario. The other symbols in Figure 8-19 show the location of the connected sensors. The defined processes in connection with the role of the associated sensors are described at the following. Production items move on the conveyor belts in order to travel between the processes.

- Arrivals; virtual raw materials entered a conveyor belt per portion of one chocolate bar and moved towards the first process. Each portion was located on a separate container with a unique RFID tag attached to it. A proximity RFID reader at the entrance of the conveyor belt read the tag of the passing container. The scanned tag was scanned by the DAQ system.

- Baking; containers of raw material entered the Baking process one after the other. At the entrance of the baking process, a light switch generated one pulse signal per passage of each container. At the exit of the process, a proximity RFID reader read the tag of the passing container.

- Inspection; at this station the temperature of the material of each container was read by the thermometer on the demo box. Additionally, a member of staff manually checked the size and the weight of each container. After this investigation the member of staff either returned the container on the conveyor belt or disposed it and switched off a switch on the demo box. A light switch generated a pulse signal per passage of each returned container.

- Covering; containers entered the covering process one by one passing first by a proximity RFID reader. A thermometer read the temperature of each passing container. At the exit of the Covering process, a light switch generated pulse signal per passing each container.
• Wrapping; containers entered the wrapping process one by one passing first by a light switch which generated a pulse signal per passage of each container. At the exit of the wrapping process, a light switch generated pulse signal per passing each container.
Figure 8-19 Hypothetical partial chocolate manufacturing shop floor production scenario and connected sensors and components
Router; at this stage, based on the size of the container, they were directed to one of the two packing conveyor belts. Redirection was performed by means of an actuator and two light switches attached on a small conveyor belt. The two light switches which were connected to the PLC - as well as to the DAQ system - generated pulse signal and sent it to the PLC if the container blocked them. The actuator either received a signal from the PLC and pushed the container towards the route to the packing2 process, or alternatively, received no signal in which case, the container remained on the route to the packing1 process.

Packing1; containers entered the packing1 process one by one. At the entrance a switch was trigged and consequently a pulse generated and sent to the DAQ system. At the exit of the process, a proximity RFID reader read the tag of the passing container.

Packing2; containers entered the packing2 process one by one. At the exit, a switch was trigged and consequently a pulse generated and sent to the DAQ system.

Storage; all containers after passing the Packing1 and Packing2 processes, enter the storage process.

As illustrated in Figure 8-20, sensor outputs are electrical signals in many occasions which cannot be directly connected to the Input / Output port of the DAQ system PC. Modification of the electrical attributes of some of the electrical signals is therefore necessary in order for the DAQ system PC to understand them as digital data. Upcoming paragraphs will explain this part of the design task.

8.6.2. Sensor signal conditioning

Three categories of signals were identified among sensor output signals and proper signal conversion is provided for them;

- Analogue signals; the analogue current flow on the output of the infra-red thermometer (sensor number 28 in Table A-1 in Appendix A) had an output fluctuation range of 4-20 mA (for temperature range of -20°C
– 100°C) which is high enough to be sensed by analogue current input port of the PLC. Therefore, it has been directly connected to the current input port of the PLC. The analogue voltage on the output of the load sensor (sensor number 29 in Table A-1 in Appendix A), however, had too low range of variations (100mV) to be sensed directly by voltage input of the PLC. It was therefore fed into the input of a differential amplifier circuit (Figure 8-20) which could leverage the variations to 5V. The output of the amplifier circuit was then connected to the analogue voltage input of the PLC. Other analogue sensors including thermocouple thermometer, microphone and luminance meter, and manual potentiometers (sensors number 6 - 13 in Table A-1 in Appendix A) were connected to the converter circuits in the Demo box. Their output fluctuations were therefore sensed and converted to digital signals by means of the Demo box circuits.

**Figure 8-20 Differential Amplifier circuit for load sensor output amplification**

- Two level high voltage DC signals; switch sensors which generate an output between 0V and their supplied DC voltage (usually a level between 10V–24V) required a conversion circuit at their output if they were connected to the parallel port of the computer directly. In cases where their outputs were connected to a PLC digital input port, there was no need to convert the level of DC voltage. The DC conversion circuit, as shown in Figure 8-21, used a voltage regulator IC which pulled down the 24V DC to 5V and did not change the 0V level.
- Digital signals; RFID tag readers (sensors number 1 - 5 in Table A-1 in Appendix A) enjoy their serialized RS232-based output stream of bytes on their serial output connection which could be directly connected to the serial port of the PC computer. Due to the lack of serial ports on today's computers, USB-to-RS232 converter devices were used in order to accommodate the five RFID readers on the I/O port interface of the DAQ system PC (Figure 8-22).

![Figure 8-22 USB-to-RS232 converter cables connected to RFID readers](image)

By implementing above design and development tasks, digital data was provided for being received by the DAQ system PC. However, design and development of packing route control software in the PLC as well as preparation of the actuator signal was also performed. These are explained here before starting the description of DAQ software design.
8.6.3. PLC software

Rather simple control software was designed, developed, and deployed into the processing unit of the PLC. This software was responsible for recognising if the passing container is of one of the two defined types. The two types defined based on the size of the container representing the size of the chocolate bar being produced. Recognition of the size was made possible by implementing two light switches in parallel and close enough to each other, as in Figure 8-23. Passing containers of large types caused both light switches to generate pulse signal simultaneously. Whereas passing small type containers caused the two light switches to generate pulse one after the other. Upon recognition of the large type, the software in the PLC generated three pulse signals with defined durations on three output pins. One signal was connected to the conveyor belt so that it stopped rolling. The second and the third signals helped with the generation of two pulse signals for the actuator with different polarities one after the other. The first generated signal caused the actuator to push the stopped container sideway. And the next signal caused the actuator to pull back before the conveyor belt starts again. This simple control scenario is demonstrated in flow chart below in Figure 8-23. The associated designed software code is available as attachment to this thesis.

As shown in the flow chart in Figure 8-24, the PLC software starts with combining the two input ports in a binary AND function and checking its output. Unless the two port pins are both at high logic level, the function
outputs zero. When the two port pins are high, software runs towards the sequence of setting and resetting output pins as well as considering some defined delay in between them. This way each stage of the actuation could be completed and container located properly.

An electronic circuit was designed and built to convert the two PLC output pins to two signals of different polarity for the actuator. This circuit consisted of one electronic IC of type L293D acting as a push-pull driver or H-Bridge circuit (Horowitz, 1989). Specification of the component L293D is available in (STMicroelectronics, 2003). Figure 8-25 shows how the PLC signals (CW and CCW) were converted and connected to the actuator signals.

With the PLC software and its separate processing unit, no control algorithm on the manufacturing scenario was expected from the DAQ software. DAQ software therefore was designed to only acquire data from sensor network and to manage them for further processing. Details of data acquisition software design are explained as follows.
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Figure 8-24 Sensing and actuation control software in the PLC
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Figure 8-25 Connection configuration between PLC signals and actuator
8.7. **DAQ software implementation**

A data acquisition software system was designed and developed to manage data acquisition from data points defined in 8.4.1. Important features of the DAQ software are described as the following:

- Input data point definition; Data Inputs and their acquisition attributes could be defined through user interaction. The type of the hardware interface to the data input point, the type of the data input being acquired, and the rate of sampling the data input are among the key attributes which were required by the DAQ software before it could establish a connection and start sampling data. Additionally, input variables could be defined through user interaction with available defined data inputs points and mathematical functions.

- Input / Output interfacing; creation and maintenance of connections to the data input points through PC interfaces using PC operating system (and LabVIEW software) hardware interface resources.

- Sampling; frequent reading of the available data from connected data input points according to the specified sampling rates.

- Curve fitting; a distribution estimation module estimates the attributes of a fit distribution to the Variable Input data for use in Fast-forward mode.

8.7.1. **DAQ software components**

A block diagram view of the overall organisation of the data acquisition software is illustrated in Figure 8-26.
Components of the DAQ software could be summarised in the functionalities and memory spaces which are defined within the responsibilities of the two layers; Data Definition Layer, and Variable Definition Layer. Components of the two layers and data flow between them are separately explained at the following.

8.7.1.1. Port access

Provided the type of communication with the sensors in the sensor network was defined, three types of hardware interface were identified and prepared for definition with parametric attributes. They included parallel-port, USB port, and Ethernet connection.

Connection to four types of interfaces was provided. To establish each connection a set of attributes were defined and sent to the corresponding module which could open the connection. Among the common attributes, are
the unique address of the port and the amount of waiting time before the open module cancels opening after failed attempt. Some open modules have more attributes than some other depending on the type of interface and communication protocol. Error handling procedures were also implemented wherever required to repeatedly waiting for a connection.

A reference to the opened connection was sent to another module in charge of reading from the corresponding port. This reference data remains valid until the opened connection is closed. Exceptionally, a parallel port connection opens and reads data and immediately closes connection, so that no reference to the port is provided. Details of each type of port connection will be introduced at the following paragraphs.

8.7.1.1.1. USB port access
A USB connection sends and receives data over a one bit channel in a serialised fashion. For more details and technical information about USB connection reader can refer to standards defined by USB Implementers Forum (USB Implementers Forum Inc., 2008). Schematics of a USB access port is illustrated in Figure 8-27. Attributes needed by the USB port access module are defined in below outlines;

1. Port Name; a unique name associated with the hardware address of the serial port on the computer,
2. Baudrate; the rate of transmission of data on the serial port,
3. Data Bits; the number of bits in the incoming data,
4. Parity; the parity used for every frame to be transmitted or received,
5. Stop Bits; the number of stop bits used to indicate the end of a frame,
6. Flow Control; the type of control used by the transfer mechanism,
7. Enable Termination Character; a Boolean flag to prepare the serial port to recognize the termination char.
More details about the above serial communication definitions are out of scope of this document. Reader can refer to a number of resources including (Park, 2003) for further details.

Once above attribute data are available, a port can be accessed. The access module outputs the Port Reference data to the opened port so that the serial port reader module can find the opened port.

8.7.1.1.2. OPC connection

An OPC connection provides an Ethernet channel through which a fixed memory location, as a data item, could be accessed on a LAN network (OPC Task Force, 1998). Details about OPC technology are provided by (OPC Task Force, 1998), according to which, only two pieces of data are required for establishment of an OPC connection. They are the unique network address of the OPC item, and the type of access whether it is for read or write. A piece of data as the Connection ID is provided by the OPC connection module (as shown in Figure 8-28).
8.7.1.1.3. Parallel port access
Data on the parallel port can flow as 8-bit bytes at once. Complete detail about parallel port communication is available at (Park, 2003). Like in OPC connection module, a parallel port connection requires two pieces of information before it can access the port. They are port address and access type. Exceptional to the other port access types, once a parallel port access is opened and data on the port is read, the connection closes until it is opened again for the next read, like in Figure 8-29.

![Figure 8-29 Input output attributes of the Parallel access module](image)

8.7.1.1.4. Demo-Box serial port access
Connection to the National Instruments’ Demo-Box was provided via USB serial port and Modbus communication protocol. Definition of this protocol is outside the scope of this work, and available at (Modbus Organization Inc., 2010). The associated connection module supported Modbus communication protocol and therefore required only port name information to initialise a connection. Like in Figure 8-30, it then provided a reference data for Demo-Box’s read or write module.

![Figure 8-30 Attributes of the Demo-Box access module](image)

8.7.1.2. Port scan
Corresponding to each of the defined hardware interfaces a read action was defined which took the port address details and accomplished the transfer of the data from port towards the computer processing unit.
The Port Scanner or Port Reader modules required few other attributes regarding the type and amount of data to read. In this section the flow of input and output data for each of the four port-scan modules are introduced.

8.7.1.2.1. **USB port scan**
The serial port reader module took two pieces of data before they could read; the number of scanning bytes as well as a reference to the serial port. A series of characters representing the series of scanned bytes were available at the output of the module once they scanned the port (Figure 8-31).

![Figure 8-31 Inputs and output of the Serial port reader module](image)

8.7.1.2.2. **OPC item scan**
An OPC read module read the OPC item once three pieces of data were provided; the Connection ID to the OPC item, the type of data to be read, and the amount of time to wait for a value update to become available in the connection buffer (Figure 8-32).

![Figure 8-32 Attributes of the OPC item read module](image)

8.7.1.2.3. **Parallel port scan**
As already mentioned in Parallel Port Access data flow description (i.e. 8.7.1.1.3), in software aspects, scanning from the Parallel Port occurs at the time of accessing the port. Therefore, no data is flown apart from the scanned byte at the output of the Parallel Port Access block in Figure 8-29 repeated here in Figure 8-33 for convenience.
8.7.1.2.4. **Demo-Box serial port scan**

A Demo-Box reader module reads from separate groups of inputs on the Demo-Box at separate times. On each read cycle, the series of analogue sensors were read immediately after the series of binary switches were scanned. Each reader module similarly needed six pieces of data before it scanned input data; Modbus Command, as a cluster of three attributes included the access type (being read or write), the starting address of the series of inputs in the Demo-Box, and the number of inputs to be read. Serial Parameters to specify the encoding scheme of the scanned bytes, being ASCII or RTU (Simply Modbus, 2008), Port Reference, and finally Timeout (Figure 8-34). Once one read function was operated, an array of scanned values were available at the output of the read module, which in turn required separation before each single input could become available. The task of separation will be described in the Raw Data Extraction section which comes next.

---

8.7.1.3. **Raw data extraction**

Depending on the type of Data Input, scanned data required to be prepared for the actual value of the sensor output. Occasionally, data might be corrupted and unfeasibly out of the range that should be under any circumstance. Such
inconsistencies were checked and verified at this stage and the healthy portion of data passed to the next stage.

After a series of bits or bytes were scanned from a port, depending on the type of sensor connected to the port, the actual sensor data required to be extracted and the rest of the scanned data discarded. For example, a binary switch data was actually one bit included within a scanned byte. Therefore, few attributes were required to justify the method of data extraction. This is explained for each combination of sensor data type and port in below paragraphs.

8.7.1.3.1. **RFID tag extraction on the USB port**

The RFID readers which were used on this implemented system, when reading an RFID tag, generate few characters extra than the actual tag ID and attach them as suffix and prefix to the tag ID before sending them to the port. Therefore, Tag ID itself required to be separated from these extra characters before it could be useful. Such data extraction module received three adjustment parameters and scanned data itself as input, and delivers the tag ID as output. Figure 8-35 shows inputs and output of this functionality.

![RFID Data Extraction Diagram](image)

**Figure 8-35 Inputs and output of the RFID data extraction module**

8.7.1.3.2. **Array member data extraction**

Regardless to the type of port interface, if the scanned data is an array of bytes or bits including the byte or bit value representing a sensor data, it required an extraction function to be able to assign the single value to the associated Port Input data. The single value could be a binary switch sensor data on the output of the OPC item data, or Parallel Port data, or the Demo-Box. Alternatively, it could be a single analogue value on the array of analogue values scanned on the Demo-Box. Such array indexing functionality required
index information to point at the location of the bit within the array. The symbolic view of the functionality, together with its inputs and output is shown in Figure 8-36.

![Figure 8-36 Inputs and outputs of the Array Data Extraction module](image)

**8.7.1.4. Port Input data structure preparation**

After the value of the sensor output was deterministically prepared, it was transferred into the proper structure which helped with evaluation of the value at Variable Definition Layer. This structure included the value of Data Input entity, and the timestamp. This data structure would not require a unique identity to the Port Input data since it was then transferred to the unique buffer spaces corresponding to the Port Input (explained in below paragraph).

Once the actual data entity was extracted out of the scanned Port Input data, it is attached to a timestamp value representing the time of the attachment, and was left available to the next layer which constructed Variable Input data out of Port Input data. This function required only Port Input data value and timestamp value to give out a cluster of the two input values (Figure 8-37).

![Figure 8-37 Connections of the PI structure module](image)

**8.7.1.5. PI buffer**

As a part of the real-time database structure, this memory space took care of the Port Input data between the two layers. One PI buffer is assigned to each Port Input. A PI buffer was either written by its corresponding Port Input data from Data Definition Layer, or alternatively read by Variable Definition Layer. In the second case, it was read to be combined and build up a Variable Input data.
The module responsible for writing the value of the Port Input cluster into the buffer required a reference to the buffer which was supposed to be accessible before the reference was left available to this module. Like in Figure 8-38, the PI cluster and the buffer reference enter this module.

![Figure 8-38 Buffer writing module](image)

### 8.7.1.6. Variable Input evaluation

At the early stage of the Variable Definition Layer the values of defined Port Inputs were combined to each other to evaluate the value of the Variable Input using the defined mathematical functions.

Available Port Input data in the corresponding buffers were subject to scanning by modules in charge of constructing the Variable Input data. The Variable Input Evaluation module scanned only the values of the Port Input queues which were involved in its construction. It therefore required a series of references to their queues as well as a reference to another queue structure opened for storage of the Variable Input data value. The module also required a reference to the formula which dictated the evaluation method of the Variable Input data out of the corresponding Port Input data. The only output of this module was the value of the Variable Input data. Figure 8-39 shows the associated inputs and output of this module.

![Figure 8-39 Variable Input Evaluation module attributes](image)

### 8.7.1.7. Variable Input data structure preparation

Variable Input data values were organised in structures similar to the Port Input data, which is a cluster comprising the value of the Variable Input, and the timestamp of evaluation of the value.
Once the value of Variable Input data was evaluated, it was clustered together with a timestamp value. The output cluster was left available in a queue structure for dispatching towards the simulation system. The structure preparation procedure was similar to the Port Input data structuring.

8.7.1.8. VI queue

The two-piece Variable Input (VI) data was queued up in queue-based databases and left available to the Data Dispatch module before it could be sent to the simulation model. Similar to the Port Input (PI) Buffers, VI Queue was uniquely assigned to each VI. Again similar to the PI buffers, each VI had one corresponding queue-based database opened and accessible by the Write Queue module. For dispatching and all other further purposes these queue databases hold updated VI data.

8.7.1.9. Data dispatch

This module is in charge of preparing information which was to be sent towards the simulation model. It integrates Variable Inputs in one single queue (Model Queue). Member of this queue were then available to the module that transmitted them over to the simulation system. Integrated Variable Inputs at this stage were structured according to the format which helped the R3M connectivity in the simulation model. Timestamp was attached to a unique variable identification code and the actual value of the VI.

Values of VI data were collected by Data dispatch module in a continuous loop and buffered in the Model Queue. This module did not output anything and required the set of references to the VI Queues as well as the reference to the Model Queue (Figure 8-40). The three-piece cluster of VI ID, VI value, and timestamp was structured in this module before buffering. This module employs Queue Writing module which also worked for both PI and VI buffering tasks.

Figure 8-40 Data dispatch module inputs
8.7.1.10. Model queue

The queue-based database was common between all Variable Inputs. Therefore, a queue with first-in-first-out (FIFO) storage scheme was selected in order to take care of the time order of the creation of the VIs.

8.7.1.11. Data transmission

An Ethernet (TCP/IP) socket was opened at the beginning of the data acquisition execution and left accessible for both transmission and reception of data between the DAQ system and the simulation model. Stored Variable Inputs were frequently collected from the Model Queue one-by-one and sent over to the simulation model. This functionality terminates the series of performances required to run as fast as possible so that the real-time simulation was least affected.

Model Queue was accessed by Data transmission module; its members were taken off one-by-one frequently and sent to the simulation system. This module required two references; one to the opened Ethernet connection, and the other reference to the Model Queue (Figure 8-41).

![Figure 8-41 Data Transmission module inputs](image)

In the next section a demonstration of the performance of the DAQ software functionalities on the targeted main features will be given. The four main features mentioned as Customization, I/O Interfacing, and sampling.

8.7.1.12. Curve fitting

The module takes series of data values by accessing references to their array. It then applies data series to an error measurement function that includes several probability distributions and generates as output a reference to the fittest distribution among those available. This reference together with the generated attributes of the fit distribution are then stored in a file associated to the original data series.
8.7.2. DAQ software user interfaces

Figure 8-43 to Figure 8-46 show how parameters for definition of Port Inputs and Variable Inputs were entered by designed user interfaces. In one window-based panel depending on the selections of some parameters, other sub-panels appeared and let the user to complete definition of one Port Input at a time. Parameters of a defined Port Input could be amended or entirely deleted. In Variable Input definition user interface, a series of defined and available Port Inputs helped user to define an arbitrary mathematical function between one Variable Input and an arbitrary number of defined Port Inputs. For example, in Figure 8-43 a Port Input was given the name p2 and ID 2. This Port Input was assigned to an RFID sensor connected via USB port with Serial Port settings seen in the figure. RFID tags are to be extracted through the parametric settings seen in the same figure. In Figure 8-47 a Variable Input was defined with the name v2 and ID 5. This VI was built based on the Port Inputs P1, P4, and P7 according to the formula given in the same figure.
Figure 8-43 USB Port Input definition user interface

Figure 8-44 Parallel-port Port Input definition user interface
Figure 8-45 OPC Port Input definition user interface

Figure 8-46 Demo-Box Port Input definition user interface
Defined Port Inputs and Variable Inputs were listed in tables in Figure 8-48 and Figure 8-49. As it could be seen in the figures, Port Inputs r1 to r5 are assigned to RFID sensors connected via USB ports. P0 to p7 represented eight light switches connected to the Parallel Port connection. d1 to d6 were six binary switches on the Demo-Box and a1 to a8 assigned to the eight analogue sensors on the same Demo-Box. Finally, o1 to o6 represented six OPC items. On Figure 8-49 it could be seen that VIs v1 to v9 and u1 to u4 are defined equivalent to one of the PIs.

All Port Input and Variable Input definitions could be edited or deleted through the definition user interfaces at any time before the actual data acquisition started.
<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>User</th>
<th>Dev</th>
<th>Interface</th>
<th>Sensor</th>
<th>Exp1</th>
<th>Exp2</th>
<th>Time1</th>
<th>Time2</th>
<th>Min1</th>
<th>Mix</th>
<th>Max1</th>
<th>For</th>
<th>Del</th>
<th>Breakdate</th>
<th>USB Port</th>
<th>L/P</th>
<th>Port affi</th>
<th>Diff/Port</th>
<th>Diff/Port</th>
<th>Date</th>
<th>Che</th>
<th>Del</th>
<th>Bit ins</th>
<th>Ancip sv</th>
<th>Ancip sv</th>
<th>Ancip sv</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
</tr>
</tbody>
</table>

Figure 8-48 User interface showing the table of defined Port Input points.
After the definition of PIs and VIs was done, the actual data acquisition was started. For that to happen, a number of instances of data definition layer equal to the number of defined PIs were automatically loaded with associated parameters and executed. Similarly, Variable Definition task components were automatically called and fed with the set of parameters per each corresponding VI.

**8.7.3. Input / output interfacing and data sampling**

Both data and variable definition layers had some modules which ran continuously. The stream of data from sensor network towards the real-time buffers and queues was therefore established.

A recorded time-limited snapshot of the execution of the system is available as media file on the attachments to this thesis. Buffered data at each of the PI
buffer, the VI Queue, and the Model Queue were logged together with their timestamps so that the delay between buffering stages could be measured. Figure 8-50 shows the average time delay on the block of logged data. It could be seen that the overall time delay never exceeded 300 milliseconds. Such delay for the scenario running on this implemented system is considered short enough to keep up with the concept of real-time data acquisition and real-time simulation.

In Figure 8-50 it is important to associate corresponding values of PI, VI and model messages to each other. For example, according to the settings of the implemented system, Port Input P6 is used to define Variable Input V6, similar definition applies to P7 and V7, O1 is required for evaluation of t1 and finally generation of model message ‘2011 22’.

The generated time delays are due to the non-deterministic nature of the relationship between independent software modules including acquisition, evaluation, and dispatch. Of course the higher the number of inputs and their data sizes, the higher the overall time delay.
8.8. Simulation model implementation

A simulation model has been designed and developed as one of the two software tiers of the implemented suite of components. This model was built based on the chocolate manufacturing scenario defined in the implemented system and previously described in section 8.6.1. The model features the capability to be connected to the DAQ system of the implemented system in real-time and receive data from it. The model architecture is described at the following section.

8.8.1. Simulation model architecture

The overall architecture of the simulation model highlights use of real-time model matching mechanism (R3M) at every point where real-time data should affect the flow of entities of the model. This can be, as could be seen in Figure 8-51, change of the value of a parameter, or start and end of a process, or effectively any other occurrence of event in the discrete-event simulation environment.

In general, based on the entity-driven nature of the simulation model, flow of entities of the model in different blocks caused change of status and thus, the execution of the model scenario. According to the architecture, for every received data from DAQ system, an entity, a dummy messenger entity, took responsibility to adhere the data to the correct R3M connection. Upon arrival of the messenger entity to the R3M connection and use of accompanying data by the corresponding R3M block, a change in the status of the model will occur depending on the type of block associated to the R3M block. The main
entities of the simulation model continue flowing until they reach another R3M connection.

Arena simulation software has been used for designing and developing this model. At the following, major components of the model together with their design steps and relationships will be described. The actual software of the model is available as attachment to this thesis.

8.8.2. Simulation model components

Since this model was supposed to be connected to the DAQ system for receiving real-time data on the flow of products and events of the processes, certain parts of the model relied on the messages exchanged with the DAQ system. Therefore implementation of R3M mechanism was spread over the model wherever a real-time connection to the model was thought of. Since real-time connection of the main entry of the flowing products in the model is associated with the data received from the DAQ system, there would not be any creation process in the simulation model to create product entities automatically and without an influence from the DAQ system. Messaging mechanism over TCP/IP is also used for sending model parameter values over to the DAQ software. Due to the nature of the manufacturing scenario of the implemented system, staff existence detection was among the real-time tasks of the model.

The following paragraphs will explain the building blocks of the simulation model designed and developed for the implemented system.

8.8.3. Message reception

Being the prerequisite of the R3M implementation, this component was in charge of receiving messages and disseminating their parameters throughout the model. This was made possible by ripping the message off to some parameters and assigning those parameters to the model variables and / or entity attributes. Of course, a decoding procedure was defined in order to interpret the contents of which received message was meant to fulfil which part of the model. Arrivals of the products into the first part of the simulation model, start or end of a process by an entity, updating the value of a sensor variable were among the main consequences of this component depending on
the type of the contents of the messages. Figure 8-52 shows these three possible paths after a received message is decoded.

Figure 8-52 Message reception component of the simulation model

8.8.4. R3M components

Two major tasks played role for R3M in the model. The first component generated a process code or so called process passport ID and kept it in a queue buffered memory until it was detected by an entity looking for exactly this passport ID. Once this ID code was found, the memory space is released. This is symbolised in Figure 8-53. The process passport ID was generated using both serial number of the entity and the location ID of the process to guaranty its uniqueness.

Figure 8-53 Buffering a passport ID until it is hunted

The second part of the R3M implementation was used whenever an entity was to pass a certain point in the model based on a real event. This logic is designed according to the blocks in Figure 8-54.
8.8.5. Status consistency detection

This component featured a continuous check to keep track of existence of one or a series of similar particular situation (Figure 8-55). The status or situation in this implementation is existence of staff on certain areas of shop floor.

8.8.6. Fast-forward execution

The task reads attributes of variable data distributions from memory storage and defines model parameters of each associated process or parameter to the particular variable. Simulation model entities will then be created based on the dictated distributions (Figure 8-56).
8.9. Simulation model design

Rockwell Software’s Arena software was used to design and develop the simulation model for this implementation. According to the implemented system’s manufacturing scenario, except in the packing stage, other stages were sequentially followed by each product sequentially with the product moving through. The fundamental entity which travelled along the modules of the model corresponded to the product or in the case of this implementation, a container of chocolate bar. Eight processes and their associated resources were in charge of the flow of products in the model. Major components of the model were identified and their interrelations were defined. At the following, software components and their connections will be described.

8.9.1. Product arrival

The fundamental building block of this task is about message reception from DAQ system (via TCP/IP). As it could be seen on Figure 8-57, each entity was created according to a corresponding message. The created entity, or the modelled product, held some customised attributes which received their values from the message. These attributes included the unique serial number of the created entity (or product), its type index, and finally the product’s unique process code associated with the location from where the entity was expected to continue the process.

Figure 8-57 Message types and customised entity attributes in Message Arrival component
8.9.2. Connection establishment

An Ethernet connection between the machine on which simulation model runs and the machine which holds the DAQ component is sought. Only one connection is established between the two components even if both components run on the same machine. Simulation model component receives messages from DAQ component.

8.9.3. Entity handling

When the content of the message is to create or change the status of an entity, two tasks must be accomplished in order to control the access to the entity:

1. Triggering the correct entity inside the model; once all information is ready for the reflection on the receiver process, if the reaction belongs to creation or change of status of an entity, or a bunch of entities, the targeted entities must exist at the corresponding receiver point. Each entity on the simulated model, at the moment of creation, is given a unique identifier. Carrying the serial number of the entity with the message and checking it against the serial number of the entity on the simulated model guaranties the concurrency of the simulated model with the physical environment.

2. Handling entity queues and timings; at certain receiver points where entities require to be checked against a message before they could progress, arrival entities build up a queue. Upon receiving a message on the receiver point, the queue is searched for the particular entity. The entity which is found is de-queued and released to progress to the process.

8.9.4. ID check in / check out

Flowing entity should be heading towards the first process block which corresponded the baking process. Entering this process or any of the further processes was due to a wait-and-check procedure until the corresponding sign was received by the message reception task and prepared for checking.
Similarly, prepared signals from message reception task waited for being checked by the corresponding waiting entity. In Figure 8-58 the actual modules which have been used to develop this task are shown. For each location a new buffer was prepared in the design of this component.

Figure 8-58 Buffers keep passport IDs until they are found

The actual ID generation and look up procedure is shown in Figure 8-59.

Figure 8-59 Continuation of an entity based on the existence of a corresponding process code
8.9.5. **Staff existence check**

Implementation of status consistency detection component targeted frequent checking upon those parameters of the model which were updated by means of messages received from the DAQ system and in turn from the active RFID tag reader device. Figure 8-60 shows how this loop was actually designed and developed.

![Realtime mode: Prepare staff presence messages](image)

**Figure 8-60 Staff existence detection model**

8.9.6. **Fast-forward data retrieval**

Switching from real-time mode to fast-forward mode of execution stopped creation of entities that ran through check-in/check-out route. Therefore, wait-and-check procedure did not happen and entities which were now created according to dictated distributions handled the flow of processes. Parameters of distribution were acquired from storage memory storage at switching time. Figure 8-61 shows the actual model blocks responsible for these actions.
8.10. Summary of implementation

This chapter covered a series of activities that demonstrated the flexibility of data definition, real-time data acquisition, real-time and fast-forward simulation features of the data integration system proposed in this thesis. A platform for connection to sensor network from one end and to simulation model from the other end has been designed and developed. The platform ensured definition of a variety of data sources as input data to system and definition of latent variables from input data by using mathematical functions available options. This was demonstrated in user interfaces and values of acquired data and variables based on the definitions.

For sensor network, a series of sensors and data acquisition drivers and technologies was associated to it. Sensor network included proximity and range RFID readers with digital output on RS232 data communication connection, on/off light switches, temperature, load, sound, and luminance.
sensors with analogue outputs connected either directly to controller device or through an electronic amplifier circuit. OPC data communication service has been established between sensor output data connected to controller and acquisition system. PLC controller device has been programmed to run a simple sensing and actuating logic as well as gather data for OPC service. For simulation model, an imaginary manufacturing scenario was defined to use data from sensor network. Connection of data from acquisition system to the processes and/or parameters of the simulation model were established by using real-time model matching mechanism R3M. Real-time connection and execution of simulation model based on real-time data as well as fast-forward information were demonstrated in several laboratory-based seminars. A recorded media file is available as attachment to this thesis.

The next chapter will demonstrate the implementation of EvenTracker sensitivity analysis method proposed in this thesis in the application of the implemented platform on a real factory-based manufacturing plant.
9. Empirical Study

The purpose of this chapter is to introduce proof of concepts proposed in this thesis by implementing EvenTracker sensitivity analysis method and demonstrating its efficiency in comparison with other capable sensitivity analysis methods. This – as will be shown - was achieved by providing a factory-based experiment.

9.1. Task overview

This research received the attention of a refrigerator production plant which manufactures refrigerators and freezers. The empirical study on this factory started with the collection of data from one of their several manufacturing sections which makes side-panels for both fridges and freezers. The tasks and components of this section have been identified and modelled in terms of sequential processes with their associated sensors and actuators. The collection of data from signal flow on the sensors and actuators of each process has been accomplished on time intervals so that chunks of data was available to the data acquisition system designed and developed on the implementation. In order to take full advantage of the empirical data, the DAQ system must send variable data to simulation model and receive performance information from it. Like the laboratory platform of the implementation, a simulation model of the identified manufacturing section has been built and connected to the DAQ system for a complete run of the implemented system. The result of this empirical study consists of the collected data and simulation model of one of manufacturing sections of the factory as well as the outcome of testing and verification of the concepts of this work based on those data. At first, the environment within which the empirical study has been accomplished will be described. Then the collected data and its role in test and verification of EvenTracker sensitivity analysis method will be introduced. Next, the designed simulation model will be described. At the end of this chapter, the outcome of the test and verification of EvenTracker method will be discussed and compared with the one of another capable sensitivity analysis method. At the following sub-sections side-panel production line together with their signals are described.
9.2. Side-panel manufacturing line

A side-panel manufacturing line at a refrigerator production plant has been used as implementation platform. The overall operations and machineries in this section were grouped into six sequential operations. The first four task groups, outlined at the following, were subject to this study (TecnoTeam, 2000). Installed sensors and actuators of each of the four task groups are shown in Figure 9-1. Table C-1 provided in appendix C summarises the role and data type of each signal. A brief description of the production process is explained here:

![Figure 9-1 Side-panel manufacturing line layout](image)

9.2.1. GR-1 or Loader

An automatic loader with two trolleys feeds the tinplate sheets to the line. The sheet is picked up by suckers operated by a pneumatic cylinder. The suckers are controlled by a Venturi-type valve which assures the vacuum for the piece to be picked up and the air blow for the piece to detach. After the sheet has been picked up, permanent magnets make the sheet hang from polyurethane belts and hold it in place after it has detached from the suckers. The sheet is then fed into the GR-2 group through the belts, when the station is free, another piece is picked up. Figure 9-2 shows a side view of the main frame of the Loader machine.
Four sensors and three actuators were installed on the loader machine (Figure 9-3). Sensor signals were used to ensure about the location and situation of the metal sheets during loading operation. Actuators signals were used to command the actual loading performances including sheet grabbing and sheet relocation. In table C-1 (Appendix C) a summary of the signals and their roles and data types in loading operation is held.

9.2.2. GR-2 or Shearing Unit

The sheet coming from the loader is fed to the positioning lock and centred by the pneumatic centring devices. It is picked up by the mechanical hand
controlled by CNC and the shearing cycle starts according to the PC-program and the model to be manufactured. When the shearing process is completed, the mechanical hand will take the piece to a fixed position which will be the same for all the models where the piece will be released. Then the mechanical hand will reset and wait for another piece to be sheared. The conveyor belts will convey the finished piece to the following station. Figure 9-4 a,b show the Shearing unit from entry and exit ends respectively.

![Shearing unit from entry and exit ends](image)

Figure 9-4 GR-2 or Shearing unit from a) entry and b) exit side

A number of sensors and actuators on this operation were fixed regardless to the shearing program. Each added punching device added two sensors and one actuator signal control to the operation. Figure 9-5 gives an illustration of number and location of sensors and actuators of the shearing unit. Table C-1 (Appendix C) summarises all fixed signals and a sample of the similar signals. Listing all manual blanking die actuator signals (like CO201) and their associated couple of sensor signals (like LS201A, LS201B) are avoided as they are fully similar.
9.2.3. GR-3A or Tilter

The tilter allows the piece to be reversed after the shearing process has been completed so that the panel can be roll-formed, the border upwards. The tilter is made of a steel structural work, on which a belt conveyor and the magnet needed for the transport of the pieces are assembled (Figure 9-6). The reversal of the piece is controlled by an a.c. motor with inverter. Once the piece is reversed, the conveyor belt feeds it to the roll forming machine.
Few sensors and actuators which generate the signals of the operation are mentioned in table C-1 (Appendix C) and their layout demonstrated in Figure 9-7.

Figure 9-7 GR-3A or tilter machine layout and its sensors and actuators

9.2.4. GR-3 or Roll forming machine

The machine consists of a steel structural work and roll forming heads. The heads are clamped to the structural work on one side (stationary standard) and to a movable plate (movable standard) on the other side. The movable plate is fixed on ball guides and can be adjusted through an a.c. motor with inverter. Such an adjustment allows manufacturing two different models of panels. Figure 9-8 gives a picture of the roll forming machine from entry side.

Figure 9-8 GR-3 or Roll forming machine
The main role of the few sensors and the only actuator in this operation is about rolling the tinplates forward to the other end of the machine. Table C-1 (Appendix C) summarises this role. Layout of sensors and actuators on the roll forming machine is shown in Figure 9-9.

![Figure 9-9 layout of sensors and actuators of GR-3 or Roll forming machine](image)

All signals on the side-panel manufacturing line carry binary data of either one or two bits. All 2-bit signals represent the direction of the corresponding operation, for example, if a conveyor belt is moving forwards or backwards. Within the scope of this study, either direction triggers the same event which is activating an actuator. The following section describes how the signals are interpreted into triggers and descriptions of production process. Twenty eight signals are used as input variables. National Instruments LabVIEW software tool was used to develop the data acquisition platform to collect the sample signal data acquired from the shop floor. The acquired data was then fed into a discrete event simulation software package (Arena™ Rockwell Automation). This integration allows for direct translation of multiple signals to production performance analysis tool (Tavakoli et al, 2008). R3M mechanism described in chapter 6 (5.2.4.5) and in (Tavakoli et al, 2008) was implemented so that the relationship between signals and processes is well-defined within the structure of the model. For example, the model is capable to relate signals from LS301 and LS305 to the starting and ending of the forming process shown in Figure 9-9. It is however important to note that this awareness will not be used in the estimation of the sensitivity indices in
EvenTracker method. However, it will help with the validation of the results of this work in the way that each more important TD which is reported less important will be regarded as a ‘false negative’. Margins of performance of EvenTracker method will be discussed under the assumption of not having any false negatives.

9.3. Discrete-event model of side-panel manufacturing line in a refrigerator production factory

A real-time discrete-event simulation model of the production process of side-panel manufacturing line has been designed and developed to help with measuring production performance parameters based on the same type of architecture and category of components that have been introduced in the implementation chapter (chapter 8). The proposed scenario coupled with several sensor and actuator signals through R3M mechanism. Therefore, the simulated model would require the real-time flow of the signals to receive from the DAQ system in order to run. The following Event-driven Process Chain (EPC) diagrams of Figure 9-10 to Figure 9-13 show modelled processes and their constituent operations. It also shows signals that trigger commencement and the end of each task (i.e. an event). The parameter chosen for production performance analysis is the Instantaneous Resource Utilisation.

9.3.1. Side-Panel manufacturing scenario

In the proposed manufacturing scenario, each operation group was considered as one process which concluded few consecutive tasks or processes. The below EPC diagrams show the signals and their location used in connection to the model. Each diagram shows a major process and its component tasks and functions. It also shows signals which, like and event, trigger the start and end of each component task. In the implementation of these processes temporal order of the events, indicated as arrow connections between the events, dictates the order of the processes. Of course, the first event of each diagram started the major process and the final event ended it.
As it could be seen on EPC diagrams, some signals triggered more than one function of the process. Wherever a function required more than one signal to operate, logical AND combination of the multiple signals triggered the function.
9.4. **Real-time data streaming into the model**

The DAQ system designed and developed in the implementation of this work has been used to connect to the central control system of the refrigerator factory’s side-panel manufacturing line and collect data from the operation signals. The central control system for this manufacturing line was consisted of three PLC devices only one of which included the processor unit and the other two were containing input/output connections (Figure 9-14). The processor part of the PLC was a Siemens S7-315 processor unit and its associated power supply and industrial network communication processor. The Input / Output connection modules were two E200 devices of Siemens family. Since all sensors and actuators of all operation groups were connected through one PLC system, OPC connection was used as the only type of data point for data acquisition. Figure 9-15 shows a schematic of the configuration of hardware and software components for data collection.
Figure 9-14 PLC in charge of side-panel manufacturing central control

Figure 9-15 Connected components for data collection from side-panel manufacturing line
The data from the side-panel manufacturing line were acquired and fed into the model by DAQ system at the same rate as they were collected during a period of 2 minutes (i.e. 500 data points at 5 samples per second). The event data to be collected were to measure resource utilisation of machines to perform the four tasks in the production process. In conjunction with the 28 TD values for four event data series were acquired and logged.

As it can be observed in the table of machinery signals (Figure C-1 in Appendix C), all sensor signals are acquired in binary two-state mode, and all actuator signals are also generated in binary two-state mode. There is no single analogue value entering or exiting the central control system. Moreover, many signals particularly input signals, have a nature of an event, meaning their value changes only when there is a detection state and all other times they have a steady ‘background’ value. This shows the importance of events among the two defined types of entry data (i.e. event and data). An almost 20-second snapshot of the signal data, or PI values is shown in Figure 9-16.

![Figure 9-16 A 20-second snapshot of sampled signals](image)

9.5. Implementation of EvenTracker sensitivity analysis

EvenTracker sensitivity analysis method has been designed and developed in LabVIEW software and implemented on DAQ system in conjunction with the components of Variable Definition Layer. Blue shaded blocks of Figure 9-17 show the position and relationship of EvenTracker components of the DAQ software system.
However, requirement of EvenTracker method to the values of simulation model outputs (values of Key Performance Factors or KPF) necessitated implementation of a functionality that could manage transmission of KPF values towards DAQ system where sensitivity analysis executes. This functionality was designed and developed in the simulation model with details described at the following.

9.5.1. KPF transmission to DAQ

Simulation model parameters are updated on a regular basis and could be accessed for presentation purposes or for further analysis or delivery to other destinations inside or outside model. A message departure component model was designed to frequently read from the values of defined model outputs e.g. Key Performance Factors (KPF). Figure 9-18 shows the schematic of the actual model blocks that implement the functionality. Selected parameters
were sent to the DAQ system through the same TCP/IP connection as used for message arrival component introduced in the design of product arrival component in chapter 8 (8.9.1).

Each value of a selected KPF was packed in a message accompanied by the KPF name so that it could be identified in DAQ system. Due to the format of available blocks in modelling environment (Rockwell Software’s Arena), one block performed the task of transmission, and a number of blocks, one for each KPF, prepared the message.

![Diagram](image)

**Figure 9-18 Every departing parameter meets a send request**

### 9.5.1.1. Data reception

The same TCP/IP connection which was opened for data transmission module in Variable Definition Layer was used for data reception from model. The TCP/IP connection was left open at the beginning of the data acquisition execution and left accessible for both transmission and reception of data between the DAQ system and the simulation model. The received data from the simulation model was queued up in a buffer memory space to be decoded for the value of KPF sent from model. This module needed two references; one to the opened TCP/IP connection, and the other reference to the KPF Queue (Figure 9-19).
9.5.1.2. KPF queue

Queued KPF messages were frequently accessed and decoded for identification of the performance parameter in the message. After it was identified which performance factor was sent in the message, the decoded value was queued up in the corresponding queue as the performance parameter.

9.5.1.3. Sensitivity analysis

This module retrieves values of KPF and Variable Input data series in terms of event data (ED) and trigger data (TD), respectively, from their queue storage and performed an analysis of sensitivity of each KPF to each Variable Input. Execution of EvenTracker method, as shown in Figure 9-20, generated a two dimensional array of sensitivity indices in time domain. The cycle was repeated for different values of Event Thresholds and Trigger Thresholds.

![Figure 9-20 Implementation of EvenTracker for multiple input variables (trigger data series TD1, TD2) and output parameters (event data ED1, ED2)](image_url)
9.6. Validation of threshold parameters in EvenTracker

The approach to measure the efficiency of EvenTracker sensitivity analysis method was based on increasing the speed of computation and reduction in computational overhead without compromising the quality of analysis. The key objective of EvenTracker is to inform DAQ system in real-time of the least important trigger data so that they could be filtered out by DAQ system and the lower number of input variables can be transferred to the data processing layer (simulation model).

To validate the proposed threshold parameters used in EvenTracker the following was conducted:

- Step 1: Establish the maximum number of least important trigger data and eliminate them from the analysis.
- Step 2: Find the optimum for search slot, event trigger, and trigger threshold.
- Step 3: In order to validate the optimisation process conducted in steps 1 and 2, compare the results with a scenario where the total number of trigger data has been included in the analysis (i.e. no reduction in data load).

To establish how to decide on the maximum number of the least important trigger data series, EvenTracker was implemented to read all 28 Trigger Data (TD) series and generate sensitivity indices for four Event Data (ED) series with respect to the trigger data series. Event Threshold (ET) and Trigger Threshold (TT) values of 50% and Search Slot (SS) period of 5 seconds are considered for this attempt. The results are shown in Figure 9-21 in four line charts representing the values of normalised sensitivity indices of four ED series with respect to each of 28 TD series. Normalised sensitivity indices are scaled according to the left vertical axis.
By observing the results shown in Figure 9-21, the event data shows higher sensitivity towards a few number of TD from the list of 28 TDs used in this example. This process allowed elimination of the unimportant TD for the period of analysis.

For evaluation purposes, more important TDs were dominated by completely filtering out those TDs with lower value of sensitivity indices against a certain cut-off threshold value. The cut-off threshold (CT) is defined per series of indices of one ED series and its value is between the minimum and maximum values of the range of those index values as in equation 9-1.

\[
CT = \text{Min}(SI_{ED}) + CR \times (\text{Max}(SI_{ED}) - \text{Min}(SI_{ED}))
\]  

where \( CR \) is called the Cut-off Ratio and \( 0 \leq CR \leq 1 \). For example, if \( CR \) is 0.5, or 50%, then the values of four cut-off thresholds are all the middle of the range of their associated sensitivity indices. Figure 9-22 and Figure 9-23 show normalised sensitivity indices of ED series RUGR1 and RUGR3-A respectively. On both charts the minimum available value of normalised sensitivity index is 0, and the maximum is 1. Therefore, the value of \( CT \) on both series are 0.5 (the green dashed line). According to the chart in Figure 9-22, seven TDs are considered as the least important for the ED series RUGR1 (red bars). From Figure 9-23, ten TDs are considered least important
for the ED series RUGR3A. Three TDs, i.e. LS302, LS303, and LS304, are commonly among the least important TDs for both ED series.

If a TD series fails examination of its sensitivity index against all ED series, then it is reported as a less important TD in the system and may be decided to be filtered out, or sampled and processed less often. Figure 9-24 shows the percentage of less important TDs based on different values of Cut-off Ratio (CR) which are shown as a percentage value in the first row of the horizontal axis. Obviously, the higher the CR, the more TDs are filtered out. This means that if it was decided to sample the filtered TDs less often than the other ones, lower amount of computational overhead would be expected.
The lower row of numbers on the horizontal axis in Figure 9-24 represents the number of TDs which are reported less important (because they failed the cut-off threshold), but according to the structure of the model are more important for an ED. Therefore, these figures show the number of false negatives resulted from EvenTracker method. For example when 67% of TDs are filtered out, 1 out of 8 more important TDs is reported less important, or 12.5% false negative. Obviously this is not a very attractive resolution. Instead, at a safest case in terms of maintaining truly important TDs, when CR is 60%, 14% of the TDs are reported less important none of which are truly more important (i.e. zero false negative). The reported more important and less important TDs with 60% CR are listed in Appendix D.

9.6.1. Sensitivity of EvenTracker to the method parameters

In order to evaluate the degree of dependency of EvenTracker to the assumption parameters of the method, sensitivity indices resulting from different values of ET and TT as well as SS were compared. Figure 9-25 shows the percentages of less important TDs based on different values of ET and TT on different levels of CR. Figure 9-26 shows the percentages of less important TDs based on different values of SS on different levels of CR. It appears on Figure 9-25 that ET and TT values do not make a significant difference on the indices. However, SS values show influence according to
Figure 9-26. Focusing on the region of no false negatives in Figure 9-26, the three thicker line charts with maximum 30% CR, recommend use of SS size not shorter than 2 seconds of data and not longer than 8 seconds for achieving the highest savings in computational overhead.

9.6.2. EvenTracker after input variable elimination
24 reported more important TDs according to the list in Appendix D were selected to be sampled by the model for generating ED series. These generated EDs were compared against the previously generated EDs from the
model with all 28 sampled TDs. Figure 26 in Appendix E shows that no difference appeared between each pair of new and old ED data series. EvenTracker algorithm spent 6.875 seconds to analyze 28 TDs and 4 EDs, whereas it has spent 3.5625 seconds for 24 TDs and 4 EDs. The average CPU usage remained almost at the same level during the period of analysis. Therefore, a time efficiency of nearly 52% has been gained. Of course, by ignoring the samples of reportedly less important TDs, efficiency in the amount of data communication and data buffering could also be expected.

9.7. A Comparison between EvenTracker and Entropy-based Sensitivity Analysis (ESA) methods
To highlight the advantages of EvenTracker sensitivity analysis method a comparison between this method and Entropy-based Sensitivity Analysis (ESA) method was undertaken. For the reasons of ANOVA techniques reliance on historical data and homoscedasticity (Xu et al, 2008; Braddock et al, 2006; De Pauw et al, 2008), the applicable technique that can be compared with the proposed technique would be ESA. EvenTracker method handles large number of data points with increased computational efficiency without compromising accuracy and quality of sensitivity analysis.

An Entropy-based sensitivity analysis method had been proposed by Krzykacz-Hausmann (2001). In this method sensitivity index of a model output with respect to a model input is defined as the amount of reduction in the entropy of the output if the input does not have any uncertainty, i.e. its values are all known. Further details of the method could be found at (Krzykacz-Hausmann, 2001). Although this method, like ANOVA-based methods needs analytical determination of density functions of input and output series, Krzykacz-Hausmann (2001) proposed a method for estimation of the value of sensitivity index from samples. The ESA estimation method is implemented in this work for performance analysis in comparison to EvenTracker method.

ESA method has been adapted and applied to the same data series as used for EvenTracker algorithm. Results appeared in Figure 9-27 and Figure 9-28 with similar formats as Figure 9-21 and Figure 9-24, respectively. It appears from Figure 9-27 that on average ESA method filters out more TDs with different CR values. However, the ratio of false negatives on the same figure
shows that ESA method produces more false negatives for most of CR values. EvenTracker and ESA methods are compared in Figure 9-29 based on the region of ‘no false negatives’. Where EvenTracker method reports up to 14% of TDs as less important without any false negative, ESA method produces 37.5% false negatives (i.e. 3 out of 8 or 3/8).

![Figure 9-27 ESA sensitivity indices of 4 EDs with respect to 28 TDs](image)

![Figure 9-28 Proportion of reported less important TDs per CR and false negative ratio on ESA method](image)
By comparing the levels of CPU usage between the two sensitivity analysis methods, it was observed that the ESA method continuously took an average of up to 50% of CPU effort for the duration of 1348.87 seconds. EvenTracker method utilised the CPU at nearly 55%, but for a much shorter time of 6.875 seconds.

With a typical sampling rates as high as five samples per second on ED and TD series, ESA method shows a lesser computational efficiency compared to EvenTracker in dealing with real-time analysis.

9.8. Summary of empirical study
The empirical study in this chapter discussed feasibility of novel EvenTracker approach for sensitivity analysis in real-time data acquisition and performance modelling systems. Application of EvenTracker on a production plant with 28 input variables and four performance factors as model outputs correctly resulted 14% of the input variables to be unimportant for evaluation of model outputs. The method proved a time efficiency gain of 52% on the analysis of filtered system when unimportant input variables were not sampled anymore. Experiments on the sensitivity of EvenTracker to its own parameters showed that the length of search slot i.e. time interval of searching for data level transition has more significant role than the transition level. Time intervals between 2 to 8 seconds were recommended.
The method compared to entropy-based sensitivity analysis technique as the only other method that can be used for real-time purposes is quicker, more accurate and less computationally burdensome.
10. Conclusion, contribution, and future work

The purpose of this research work was to demonstrate the feasibility of creating a quick response decision platform for middle management in industry. It utilises the strengths of current, but more importantly creates a leap forward in the theory and practice of Supervisory and Data Acquisition (SCADA) systems and Discrete Event Simulation and Modelling (DESM). The proposed research platform uses real-time data and creates an automatic platform for real-time and predictive system analysis, giving current and ahead of time information on the performance of the system in an efficient manner.

10.1. Contribution to knowledge

In short, this research has contributed to the following features of data integration systems;

1. Flexible data source definition in data acquisition interface,
2. Flexible information evaluation from data source combination,
3. Real-time connection of shop floor data to the simulated model,
4. Efficient variable importance evaluation,

In brief, above contributions have been made by the following activities and achievements;

1. In this work the importance of a comprehensive environment for design and development of data interface units and data aggregation units was emphasised. The shortcomings of the existing data acquisition and integration systems in terms of data input management were highlighted. Flexible Data Input Layer Architecture (FDILA) was proposed to fill the existing gap in current shop floor data management system. The proposed architecture enables the system developers (line managers) to define a wide number and variety of data entry points and data types in a data integration system no longer requiring proprietary firmware system.

2. A generic framework for real-time discrete event simulation has been proposed. Starting with a review of existing applications of real-time simulation in manufacturing, the concept of this framework has been presented and all the major components of the framework have been
explained. Four drawbacks of traditional simulation have been identified which the proposed framework effectively addressed.

The solution consisted of four interrelated layers.

- First, the Data Definition Layer (DDL), where different types of signals from sensors and data sources are collected.
- Second, the Variable Definition Layer (VDL), where latent variables are evaluated from acquired data sources based on user defined functions.
- Third, the evaluated variables at VDL are then transferred to the Performance Definition Layer (PDL), where a simulation model represents the flow of processes and outputs performance indicators.
- Forth, ‘what-if’ scenario is defined in this layer and together with estimated distribution attributes of variables are applied to the simulation model.

The implemented platform was used as a framework for data integration and implementation of the novel EvenTracker sensitivity analysis method (SAM).

3. EvenTracker SAM has been proposed and introduced and the algorithm and the key assumptions of the method have been discussed. Optimum values for the parameters of EvenTracker method based on an industrial case study were suggested. EvenTracker method was compared against entropy-based epistemic SAM (Krzykacz-Hausmann, 2001) in terms of their execution time and overall volume of input variables that could be efficiently handled by each method. It has been declared that the major shortcoming of traditional SAMs is in their heavy reliance on historical data, heavy computational overhead, or expert input which makes quick response (i.e. real-time) decision making impossible.

10.2. Quick reference to objectives and the steps taken

(1) To capture and to allow for visualisation of the randomness of shop floor day-to-day operations:
How?

- Created novel techniques in data acquisition and models for fusing relative data and their associated performance functions,
- Designed experiments which caused little to no interruptions on to the daily activities of our industrial partners, validated and verified the models against the real system,
- Designed and developed the data modelling and information and communication system architecture which is flexible enough to cater for needs of the industry,

(2) Tested and validated a fully flexible data input layer architecture (FDILA) that was capable of integrating multiple platform ICT infrastructure and equipment, thus overcoming cross platform anomalies in the data management systems:

How?

- Developed the necessary and customised user interfaces, real-time databases, communication and data construction models on laboratory scale,
- Implemented standard communication routes and protocols to ensure seamless flow of signals/data/information along the software hardware architecture,

(3) Introduced a flexible and simple mobile systems monitoring tool, “fitting in a laptop case” that can be easily installed and adapted to the environment that is being used in with minimum reliance on system supplier:

How?

- Investigated and introduced off-the-shelf cost effective data acquisition equipment (where possible cost effective wireless enabled devices),
- Utilised the standard operation systems and software development toolkits to minimise development and maintenance conflicts,
(4) Tested and validated the system in a major fast moving consumer goods industry to prove the capability and the advantages of the proposed system against existing SCADA, organisation integration platforms and traditional systems modelling and simulation techniques:

**How?**
- Once the experiments were designed liaised with partner manufacturers to allow access to the sites for data collection and analysis,
- Tested and checked the actual results against the expected and made the necessary adjustments.

10.3. Future work
There is space for expansion of this work on almost every aspects including but not limited to;

- The EvenTracker approach in sensitivity analysis can be used to run large scale distributed data analysis in which local filters will reduce the number of systems analysis parameters and join the global solution for quick response to unexpected events. For example this approach can be used for meteorological and climate change analysis, large scale global manufacturing/logistics operations or interlinked financial systems.

- Code for distribution fitting has been designed and developed with a limited scope. A more sophisticated algorithm is foreseen for the future of this work.

- Producing industry based objective function models where Key Performance Indicators (KPIs) can be combined to provide overall performance of the system facilitating future optimization approaches.

- Although the proposed work focused on applications where raw data is acquired from shop floor level in second-scale real-time situations and high level information is a few performance factors, the generic platform may be applied to fill the gap between other levels of information
management and time scale. For example, when satisfactory profits are
combined and adopted as the organization’s goal, one may implement
the proposed platform to acquire material requirements planning (MRP)
and enterprise resource planning (ERP) level data and translate them
into factors such as profit stability, market share increase, product
diversification, price stability, worker morale improvement, and so on
(Hillier et al, 2004). As another example, with the advent of nanotech
technology, it will not be so far from integration of millions of tiny
sensors, data processing units and actuators in superhuman bodies
(Jones, 2008). Energy efficiency requirements at this scale of
processing applications will demand careful and quick selection of
processing inputs.

- Provision of a shop-floor process data acquisition platform for other
projects; The designed and developed system has provided a flexible
and real-time data acquisition and simulation modelling platform for
several other projects of postgraduate students (Wairatpanij, 2009;
Purewal, 2009; Sanchez, 2008; Daniel, 2008; Riley, 2007) involved
real-time simulation, track and traceability, system reliability, and
measurement of process parameters of a model. This platform is
sought to help postgraduate students of Advanced Manufacturing
Systems course in their research and development work.

10.4. Overall benefits of the research outcome

This research solution will allow for primitive to complex systems to
translate key data into performance functions. It will provide the middle
management the opportunity to visualise and intervene on the daily
activities of their operations and reduce the hidden cost of Orthodox
Thinking and Approach. The predictive feature of the proposed solution
will allow initiatives to be aired and assessed freely, with no actual
disruption to the operations. Confidence in management will increase and
the risks will be reduced, adaptation will turn into aggressive prediction,
learning and positive change. This will lead to the mutation-evolution of
existing man-made complex systems to viable systems.
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Appendix A: Table A-1 List of deployed sensors in the lab prototype demonstrator

<table>
<thead>
<tr>
<th>Input Tag</th>
<th>Sensor Type</th>
<th>Output Type</th>
<th>Data Type</th>
<th>Connection Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>RFID tag reader</td>
<td>Digital</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>101</td>
<td>RFID tag reader</td>
<td>Digital</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>102</td>
<td>RFID tag reader</td>
<td>Digital</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>103</td>
<td>RFID tag reader</td>
<td>Digital</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>104</td>
<td>RFID tag reader</td>
<td>Digital</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40001</td>
<td>Manual Potentiometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40002</td>
<td>Manual Potentiometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40003</td>
<td>Manual Potentiometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40004</td>
<td>Manual Potentiometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40005</td>
<td>Manual Potentiometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40006</td>
<td>Luminance meter</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40007</td>
<td>Microphone</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>40008</td>
<td>Thermometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>USB Serial Port</td>
</tr>
<tr>
<td>50007</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50008</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50009</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50010</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50011</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50012</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>202</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>203</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>204</td>
<td>Manual ON-OFF Switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>205</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>206</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>207</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>208</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>209</td>
<td>Light switch</td>
<td>Digital</td>
<td>Boolean</td>
<td>OPC</td>
</tr>
<tr>
<td>50210</td>
<td>Thermometer</td>
<td>Analogue</td>
<td>Integer</td>
<td>OPC</td>
</tr>
<tr>
<td>50211</td>
<td>Load Sensor</td>
<td>Analogue</td>
<td>Integer</td>
<td>OPC</td>
</tr>
</tbody>
</table>
Appendix B: Figure B-1 Implementation steps
## Appendix C: Table C-1 List of signals in four task groups of the side-panel manufacturing line

<table>
<thead>
<tr>
<th>Task Group</th>
<th>Signal</th>
<th>Sensor/Actuator</th>
<th>Role</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR-1</td>
<td>CP101</td>
<td>Actuator</td>
<td>Manual loader up/down</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS101A</td>
<td>Sensor</td>
<td>Loader up</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS101B</td>
<td>Sensor</td>
<td>Loader down</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS102</td>
<td>Sensor</td>
<td>Sheet presence (align)</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LSDP</td>
<td>Sensor</td>
<td>Double sheet</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>M101</td>
<td>Actuator</td>
<td>Transport forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>M102</td>
<td>Actuator</td>
<td>Manual trolley forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td>GR-2</td>
<td>M201</td>
<td>Actuator</td>
<td>Manual transport 1</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>M202</td>
<td>Actuator</td>
<td>Manual transport 2</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>CP210</td>
<td>Actuator</td>
<td>Sheet-in stopped up/down</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS210A</td>
<td>Sensor</td>
<td>Sheet-in stopped up</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS210B</td>
<td>Sensor</td>
<td>Sheet-in stopped down</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS210C</td>
<td>Sensor</td>
<td>Slowing stopped CP210</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>CP211</td>
<td>Actuator</td>
<td>Manual magnet 1 up/down</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS211A</td>
<td>Sensor</td>
<td>Magnet 1 CP211 up</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS211B</td>
<td>Sensor</td>
<td>Magnet 1 CP211 down</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>CP212-213</td>
<td>Actuator</td>
<td>Manual magnet 2 up/down</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS212A</td>
<td>Sensor</td>
<td>Magnet 2 CP212 up</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS212B</td>
<td>Sensor</td>
<td>Magnet 2 CP212 down</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS213A</td>
<td>Sensor</td>
<td>Magnet 2 CP213 up</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS213B</td>
<td>Sensor</td>
<td>Magnet 2 CP213 down</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>CP214</td>
<td>Actuator</td>
<td>Manual centring forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS214A</td>
<td>Sensor</td>
<td>Centring forw</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS214B</td>
<td>Sensor</td>
<td>Centring rev</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>CP215</td>
<td>Actuator</td>
<td>Manual pincer open/close</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS215A</td>
<td>Sensor</td>
<td>Pincer open</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS215B</td>
<td>Sensor</td>
<td>Pincer close</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS220</td>
<td>Sensor</td>
<td>Out block</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>M203</td>
<td>Actuator</td>
<td>Manual roll machine forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS203C</td>
<td>Sensor</td>
<td>Axel manipulator forw</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS203D</td>
<td>Sensor</td>
<td>Axel manipulator rev</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS203E</td>
<td>Sensor</td>
<td>Axel manipulator home</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>M204</td>
<td>Actuator</td>
<td>Axel move guide forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS204C</td>
<td>Sensor</td>
<td>Axel move guide forw</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS204D</td>
<td>Sensor</td>
<td>Axel move guide rev</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>LS204E</td>
<td>Sensor</td>
<td>Axel move guide home</td>
<td>1-bit digital</td>
</tr>
<tr>
<td></td>
<td>M207</td>
<td>Actuator</td>
<td>Axel centring forw/rev</td>
<td>2-bit digital</td>
</tr>
<tr>
<td>Code</td>
<td>Type</td>
<td>Description</td>
<td>resolution</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>--------------------------------------------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>LS207C</td>
<td>Sensor</td>
<td>Axel centring forw</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS207D</td>
<td>Sensor</td>
<td>Axel centring rev</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS207E</td>
<td>Sensor</td>
<td>Axel centring home</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>CO201</td>
<td>Actuator</td>
<td>Manual blanking die up/down</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS201A</td>
<td>Sensor</td>
<td>Blanking cylinder CO201 up</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS201B</td>
<td>Sensor</td>
<td>Blanking cylinder CO201 down</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>M303</td>
<td>Actuator</td>
<td>Manual tip up transport forw/rev</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>M304</td>
<td>Actuator</td>
<td>Manual tip up rotation forw/rev</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>CP305</td>
<td>Actuator</td>
<td>Manual tip up block forw/rev</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS305A</td>
<td>Sensor</td>
<td>Tip up block forw</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS305I</td>
<td>Sensor</td>
<td>Tip up block rev</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS303A</td>
<td>Sensor</td>
<td>Tip up rotation up</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS303B</td>
<td>Sensor</td>
<td>Tip up rotation down</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS303C</td>
<td>Sensor</td>
<td>Tip up rotation slowing up</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS303D</td>
<td>Sensor</td>
<td>Tip up rotation slowing down</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS306</td>
<td>Sensor</td>
<td>Tip up stop outside</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS307</td>
<td>Sensor</td>
<td>Tip up stop inside</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>M301</td>
<td>Actuator</td>
<td>Manual roll machine forw/rev</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS301</td>
<td>Sensor</td>
<td>Roll machine location 1</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS302</td>
<td>Sensor</td>
<td>Roll machine location 2</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS303</td>
<td>Sensor</td>
<td>Roll machine location 3</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS304</td>
<td>Sensor</td>
<td>Roll machine location 4</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS305</td>
<td>Sensor</td>
<td>Roll machine location 5</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>M302</td>
<td>Actuator</td>
<td>Move guide forw/rev</td>
<td>2-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS302C</td>
<td>Sensor</td>
<td>Move guide forw</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS302D</td>
<td>Sensor</td>
<td>Move guide rev</td>
<td>1-bit digital</td>
<td></td>
</tr>
<tr>
<td>LS302E</td>
<td>Sensor</td>
<td>Move guide home</td>
<td>1-bit digital</td>
<td></td>
</tr>
</tbody>
</table>
Appendix D: Table D-1 List of reportedly more important Trigger Data series (green cells) and less important Trigger Data series (red cells) after EvenTracker method analysed 28 pairs of {Event Data, Trigger Data} with 30% Cut-off Ratio.

Underlined numbers indicate truly more important Trigger Data series according to the model structure.

<table>
<thead>
<tr>
<th>RU Loader</th>
<th>RU Shearing Unit</th>
<th>RU Tilter</th>
<th>RU Roll Forming</th>
<th>More/Important</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP101</td>
<td>0.695652</td>
<td>0.789474</td>
<td>0.37838</td>
<td>0.325</td>
</tr>
<tr>
<td>LS101A</td>
<td>0.652174</td>
<td>0.263158</td>
<td>0.48649</td>
<td>0.475</td>
</tr>
<tr>
<td>LS101B</td>
<td>0.565217</td>
<td>0.684211</td>
<td>0.75676</td>
<td>0.675</td>
</tr>
<tr>
<td>LS102</td>
<td>0.521739</td>
<td>0.631579</td>
<td>0.72973</td>
<td>0.65</td>
</tr>
<tr>
<td>LS103</td>
<td>0.565217</td>
<td>0.473684</td>
<td>0.59459</td>
<td>0.475</td>
</tr>
<tr>
<td>LS201A</td>
<td>0.652174</td>
<td>0.263158</td>
<td>0.48649</td>
<td>0.475</td>
</tr>
<tr>
<td>LS201B</td>
<td>0.652174</td>
<td>0.263158</td>
<td>0.64865</td>
<td>0.575</td>
</tr>
<tr>
<td>LS210A</td>
<td>0.608696</td>
<td>0.210526</td>
<td>0.45946</td>
<td>0.35</td>
</tr>
<tr>
<td>LS210B</td>
<td>0.565217</td>
<td>0.789474</td>
<td>0.7027</td>
<td>0.625</td>
</tr>
<tr>
<td>LS210C</td>
<td>0.826087</td>
<td>0.473684</td>
<td>0.59459</td>
<td>0.525</td>
</tr>
<tr>
<td>LS211A</td>
<td>0.608696</td>
<td>0.210526</td>
<td>0.45946</td>
<td>0.35</td>
</tr>
<tr>
<td>LS211B</td>
<td>0.565217</td>
<td>1</td>
<td>0.75676</td>
<td>0.675</td>
</tr>
<tr>
<td>LS212A</td>
<td>1</td>
<td>1</td>
<td>0.43243</td>
<td>0.375</td>
</tr>
<tr>
<td>LS212B</td>
<td>0.652174</td>
<td>0.368421</td>
<td>0.75676</td>
<td>0.575</td>
</tr>
<tr>
<td>LS214A</td>
<td>0.73913</td>
<td>0.263158</td>
<td>0.64865</td>
<td>0.575</td>
</tr>
<tr>
<td>LS214B</td>
<td>0.652174</td>
<td>0.263158</td>
<td>0.43243</td>
<td>0.325</td>
</tr>
<tr>
<td>LS215A</td>
<td>0.565217</td>
<td>0.263158</td>
<td>0.81081</td>
<td>0.625</td>
</tr>
<tr>
<td>LS215B</td>
<td>0.826087</td>
<td>0.263158</td>
<td>0.7027</td>
<td>0.675</td>
</tr>
<tr>
<td>LS220</td>
<td>0.565217</td>
<td>0.263158</td>
<td>0.7027</td>
<td>0.525</td>
</tr>
<tr>
<td>LS301</td>
<td>0.173913</td>
<td>0</td>
<td>0.89189</td>
<td>1</td>
</tr>
<tr>
<td>LS302</td>
<td>0.304348</td>
<td>0.052632</td>
<td>0</td>
<td>0.025</td>
</tr>
<tr>
<td>LS303</td>
<td>0.304348</td>
<td>0.052632</td>
<td>0</td>
<td>0.025</td>
</tr>
<tr>
<td>LS304</td>
<td>0.26087</td>
<td>0.105263</td>
<td>0.08108</td>
<td>0</td>
</tr>
<tr>
<td>LS305</td>
<td>0</td>
<td>0.105263</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>LS306</td>
<td>0.652174</td>
<td>0.157895</td>
<td>0.7027</td>
<td>0.675</td>
</tr>
<tr>
<td>LS307</td>
<td>0.478261</td>
<td>0.052632</td>
<td>0.86486</td>
<td>0.775</td>
</tr>
<tr>
<td>LS3051</td>
<td>0.608696</td>
<td>0.105263</td>
<td>0.67568</td>
<td>0.65</td>
</tr>
<tr>
<td>LS3059</td>
<td>0.347826</td>
<td>0.631579</td>
<td>0.89189</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Appendix E: Figure E-1 matching Event Data values before and after de-selection of reported less important Trigger Data series. Each diagram holds two identical data series.
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