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Abstract
This thesis extensively analyses the performance of an energy detector which is

widely employed to perform spectrum sensing in cognitive radio over different gener-

alised channel models. In this analysis, both the average probability of detection and

the average area under the receiver operating characteristic curve (AUC) are derived

using the probability density function of the received instantaneous signal to noise

ratio (SNR). The performance of energy detector over an η− µ fading, which is used

to model the Non-line-of-sight (NLoS) communication scenarios is provided. Then,

the behaviour of the energy detector over κ − µ shadowed fading channel, which is

a composite of generalized multipath/shadowing fading channel to model the line-

of-sight (LoS) communication medium is investigated. The analysis of the energy

detector over both η − µ and κ − µ shadowed fading channels are then extended to

include maximal ratio combining (MRC), square law combining (SLC) and square

law selection (SLS) with independent and non-identically (i.n.d) diversity branches.

To overcome the problem of mathematical intractability in analysing the energy

detector over i.n.d composite fading channels with MRC and selection combining

(SC), two different unified statistical properties models for the sum and the maximum

of mixture gamma (MG) variates are derived. The first model is limited by the value

of the shadowing severity index, which should be an integer number and has been

employed to study the performance of energy detector over composite α− µ/gamma

fading channel. This channel is proposed to represent the non-linear prorogation

environment. On the other side, the second model is general and has been utilised to

analyse the behaviour of energy detector over composite η−µ/gamma fading channel.

Finally, a special filter-bank transform which is called slantlet packet transform

(SPT) is developed and used to estimate the uncertain noise power. Moreover, signal

denoising based on hybrid slantlet transform (HST) is employed to reduce the noise

impact on the performance of energy detector. The combined SPT-HST approach

improves the detection capability of energy detector with 97% and reduces the total

computational complexity by nearly 19% in comparison with previously implemented

work using filter-bank transforms. The aforementioned percentages are measured at

specific SNR, number of selected samples and levels of signal decomposition.
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Chapter 1

Introduction

1.1 Wireless Communications

“Every day sees humanity more victorious in the struggle with space and time.”

Guglielmo Marconi

Since the late 19th century and the beginning of 20th century and the radio

communications have witnessed rapid advances. This development has affected clearly

on the life of people everywhere and at every moment. Therefore, to get maximum

benefit from the radio frequency (RF) spectrum, governments have divided it into

different bands and allocated each band for a certain application as shown in Fig.

1.1 (top of the next page). Moreover, this division alleviates the interference among

adjacent bands and reduces the waste of the spectrum.

The rapid growth in wireless communications has increased the demand for the

RF spectrum. To employ the RF spectrum efficiently and effectively, different tech-

nologies have been proposed. The features for some of these modern technologies are

listed as follows.

• Cooperative communications: In this type of communications, multiple nodes

are employed in transmitting the data to a receiver. This leads to high trans-

mission reliability and high data rate. The cooperative communications can

be implemented using different techniques such as relay, distributed antenna

1



Figure 1.1: Examples of radio spectrum allocation for wireless communications [1].

systems (DAS), multi-cell coordination and group cell. In relay technique, a

low power signal sends from the source to the destination with the help of a

third party which is called relay node [2]. Distributed antenna systems or co-

operative multiple-input multiple-output (MIMO) schemes are based on using

a number of antennas for each user. The main usefulness of the distributed

antenna system is to enhance the signal quality and the channel capacity by

exploiting the advantages of both cooperative and MIMO systems. Unlike the

relay technique in which the bandwidth is used by the transceiver and the relay,

the distributed antenna system does not need more radio resources. In the open

technical literature, the cooperative MIMO has been achieved in three schemes

which are coordinated multiple point (CoMP) transmission and reception, fixed

relay and mobile relay [3]. Multi-cell coordination technique has been used to

alleviate the interference that is generated by multiple site transmission of the
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cellular systems [4]. In group cell approach, in order to communicate with a

certain user, the same resources are employed by some adjacent cells whereas

they use various resources to communicate with various users [2].

• Massive MIMO: Massive MIMO systems or large scale antenna systems (LSAS)

improve the throughput and the radiated energy efficiency by concentrating the

power into ever smaller regions of space. Other advantages of massive MIMO

include the use of simple signal processing and cheap low-power components.

In massive MIMO, each base station (BS) is equipped with a few hundreds of

antennas that simultaneously serve a large number of users in the same time-

frequency resource [5]. In [6], a non-cooperative massive MIMO system with

simple linear processing approach could provide a data rate of 17 Mb/s for each

40 users in a 20 MHz channel in both directions of links (uplink and downlink)

with an overall spectral efficiency of 26.5 bps/Hz and an average throughput of

730 Mb/s per cell. Massive multi-user MIMO (MU-MIMO) systems exploit the

multi-user diversity to achieve higher spectral efficiency than the point-to-point

massive multi-user MIMO systems. Since the number of users in the massive

MU-MIMO systems is supposed to be less than the number of antennas at the

BS, a large number of degrees of freedom is available and can be employed to

avoid the interference between the transmitted signals [7].

• Cognitive radio technology: In November 2002, the Federal Communication

Commission (FCC) in the United States announced that the allocation for fixed

spectrum causes inefficient use of radio spectrum. This is because most of the

channels actively transmit the information (occupied the band) only for a short

period while a certain part of the spectrum band (between 80% and 90%) is

unused (called spectrum hole) when and where the licensed users are off as

illustrated in Fig. 1.2 (top of the next page). Therefore, the problem of the lack

of RF spectrum is not a result of scarcity of spectrum but a result of wasteful

fixed spectrum assignments [8]. In order to mitigate this problem, cognitive

radio (CR), inclusive of software-defined radio (SDR), has been suggested to be

a tempting solution to the problem of spectral scarcity by defining opportunistic
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Figure 1.2: Scheme explains the occupied and the white spaces in the TV frequency
bands.

usage of the RF bands that are not used by the licensed users such as TV bands

[9-12]. The unoccupied TV spectrum bands by the authorized user is called

TV white spaces. With the use of CR technology, the larger density of wireless

employers can be accommodated without needing for a new RF spectrum band.

Moreover, CR technique eases the spectrum sharing and leads to increase the

spectrum efficiency with no harmful interference to the incumbent licensed users

which include TV users and wireless microphone users.

In CR networks, there are two types of users: the primary users (PU)s which are

licensed users and the secondary (cognitive) users (SU)s which are unlicensed

users. The PU has the higher priority on the utilization of a specific part of

the frequency band whereas the SU has the lower priority to occupy the same

frequency band. The SUs can employ the frequency band of the PU when this

user is absent (also called off, and vacant). Therefore, the SU should have the

ability to sense the existence of the PU in specific time and/or geographical

area and make correct decision in a timely and accurate manner [13]. Hence,

the SU is equipped by cognitive capability and reconfigurability which are not

available in the conventional radio systems. Cognitive capability means that

the SU is able to identify the best unoccupied spectrum band via sensing and
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collecting data from the surrounding environment, such as data about trans-

mission bandwidth, frequency, power, etc. On the other hand, reconfigurability

refers to rapid adaptation the operational parameters of the SU based on the

sensing result in order to improve the performance [10].

1.2 Applications of Cognitive Radio

Cognitive radio technique can be utilised in different applications. Some of these

applications are as follows

• Cellular networks: In recent years, new devices (e.g., smartphone) and services

(e.g., media sites such as Youtube) are introduced and added to the already

growing and high use of cellular networks. Consequently, the existing cellular

networks are overloaded. Furthermore, the coverage in areas with low popula-

tion density distribution (e.g., rural areas) is poor due to deploying the networks

by cellular operators. To cope the overloading and coverage problems in the cel-

lular networks, the TV white spaces can be employed by the cellular operator

via the CR techniques [8]. Moreover, TV band spectrum that is not yet classi-

fied as white spaces may also be available to cellular operators [14]. However,

some design considerations such as change the transmission requirements of the

additional RF spectrum from that of the licensed cellular spectrum should be

investigated.

• Public safety networks: Emergency responders such as police, fire, and medical

services widely employ wireless communications systems to prevent or respond

to accidents. The wireless services of the public safety networks are expanded

from voice to email, web browsing, messaging, database access, video streaming,

picture transfer, and other wideband services. Accordingly, reliability, delay re-

quirements, and data rates differ from service to service. Hence, in many areas

(especially urban), a high congestion in the allocated RF bands of the pub-

lic safety services is generated and caused a delayed responder to citizens [14].

As the first National Emergency Communications Plan that is released by the
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United State Department of Homeland Security and the National Broadband

Plan [15], the CR can be used to overcome the above challenge. The CR in-

creases the effectiveness and efficiency of spectrum usage in the public services

by using the unlicensed RF spectrum (for instance, TV white spaces).

• Wireless medical networks: Nowadays, different devices are employed in hos-

pitals to monitor vital signs (e.g., pressure, temperature, and blood oxygen)

of patients. These signs are measured by on-body sensors and then sent by

wires to a bedside monitor. Medical body area network (MBAN) is suggested

as a good solution to reduce the cost of using wires by monitoring the vital

signs wirelessly, collect many parameters at the same time, and get reliable re-

sult. However, available spectrum bands that are employed in medical applica-

tions such as medical device radiocommunications service and wireless medical

telemetry service are limited bandwidth. Hence, the FCC has proposed solution

to improve the quality of service of MBANs which utilize 2360-2390 MHz. This

solution is based on allowing MBAN devices which are the SUs to coexist with

the aeronautical mobile telemetry which represents the PU without interference

by using principle work of CR technology [14].

• Smart grid networks: Recently, many governments have transferred the conven-

tional power grid into a smart grid to address sustainability and power indepen-

dence, emergency resilience cases and global warming. A smart grid networks

consist of the home/building area networks (HANs), the advanced metering in-

frastructure (AMI) (or called field area networks (FANs)), and the wide area

networks (WANs). The HANs that link the on-promises with smart meters

can be implemented by Wi-Fi while the AMI/FAN transfers the information

between comprises and a network gateway (accumulation point) via smart me-

ter. The WANs that manage the communication between the network gateway

and the utility data center can be achieved by the broadband cellular network

infrastructure. On the other hand, appropriate technologies to implement the

AMI/FAN are still under consideration. Because some requirements such as

the distance between the promise and a gateway which could range from a few
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hundred meters to a few kilometers and the required bandwidth which may

not large enough when the number of connected devices increases should be

taken into consideration in designing the AMI/FAN. Power line communication

is utilised in some AMI but has several problems such as supporting small band-

width and shorter distance and the safety issue that is associated with ground

fault currents. The cellular networks are also used in AMI/FAN but they are

already suffering from the problem of insufficient bandwidth. Therefore, CR

is proposed to investigate the AMI/FAN with longer range, larger bandwidth,

and lest cost as compared with power line communication and cellular networks

[14]. Accordingly, Smart Utility Network (SUN) Task Group released different

standard to deploy smart grid network in the TV white spaces [16].

1.3 Standards of Cognitive Radio

Many standardization activities have been released for different applications of

CR technology. In the following, brief information about some standards is provided.

• ECMA 392: This standard is the first CR standard that describes physical and

medium access control layers to allow personal/portable devices to occupy the

TV white spaces. Both sensing and geolocation and database approaches are

utilised in ECMA 392 to use the channel dynamically. The implementation of

many new applications such as campus-wide wireless coverage is expected to

achieve by ECMA 392 using TV white spaces [17].

• IEEE SCC41: The standards of IEEE SCC41 are released by five working

group. For each working group, there is standard that describes specific topics

for dynamic spectrum access. For example, the terminologies that are related

to system functionality, spectrum management and for the dynamic spectrum

access are defined and described by IEEE 1900.1 standard. Different cases for

analysing the coexistence and interference between radio systems are presented

in IEEE 1900.2 standard. For optimal usage of radio spectrum in heterogeneous

wireless networks, several issues are addressed by IEEE 1900.4 standard. To
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mange CR for dynamic spectrum access applications, some policy languages

are defined by IEEE 1900.5 standard. The scenarios of exchange the data to

achieve spectrum detection for dynamic spectrum access are defined in IEEE

1900.6 [18].

• IEEE 802.11: IEEE 802.11 standards include IEEE 802.11h, IEEE 802.11y, and

IEEE 802.11af which are published in 2007, 2008, and 2010 respectively. The

IEEE 802.11h standard depicts the dynamic selection of spectrum band and

control on transmission power for coexistence with radar system working in the

5 GHz bandwidth. On the other hand, IEEE 802.11y standard is an extended

of IEEE 802.11h to include the bands of satellite Earth stations [18]. The IEEE

802.11af standard is based on using the TV white spaces to increase the data

rate and coverage range of the conventional Wi-Fi [19].

• IEEE 802.15: IEEE 802.15 standards include IEEE 802.15.4 and IEEE 802.15.2

which are published in May 2003 and June 2003, respectively. The former stan-

dard describes dynamic frequency choosing mechanisms for coexistence between

wireless personal area networks (e.g., MBANs) devices that are operated in the

unlicensed bands such as TV white spaces whereas the latter standard depicts

the guidelines of this coexistence [18].

• IEEE 802.16: The standards that are covered by the IEEE 802.16 group are

IEEE 802.16.2, IEEE 802.16a, and IEEE 802.16h. Some recommended prac-

tices to alleviate interference in fixed broadband wireless access networks are

explained by IEEE 802.16.2 standard. The IEEE 802.16a standard describes

the work of the wireless medium access network interface of broadband wireless

access systems in unlicensed bands. The IEEE 802.16a standard is proposed to

improve the coexistence of broadband wireless access networks operating in the

unlicensed spectrum bands [18].

• IEEE 802.19: This standard provides the definition of coexistence metrics for

all IEEE 802 systems operating in the PU’s bands (e.g., the coexistence between

IEEE 802.16h and IEEE 802.11y) [18].
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• IEEE 802.22: IEEE 802.22 standard is the first international CR standard to

specify wireless regional area network (WRAN) systems (e.g., large scale smart

grid networks) operating in TV white spaces. Hence, it is sometimes called

IEEE 802.22 wireless regional area network (WRAN) standard. The frequency

range of IEEE 802.22 WRAN standard is wider than that of IEEE 802.11 stan-

dard [17]. Moreover, the physical and medium access control layers of IEEE

802.22 standard are similar to the layers of IEEE 802.16 with some amend-

ments associated to the power levels for preventing the interference between

adjacent bands and identifying of the PUs are investigated [18]. Further details

about the IEEE 802.22 WRAN standard are provided in Section 2.10.

1.4 Spectrum Sensing Techniques

Spectrum sensing (SS) is a crucial step in CR network, because all the next steps

such as spectrum sharing depend on the result of this process. In the open technical

literature, many SS techniques have been proposed to detect whether the PU’s signal

is present or absent, such as

• Matched filtering detection (MFD): Matched filtering detection technique is an

optimal method for SS when the transmitted PU signal in the additive white

Gaussian noise (AWGN) environment is known by the SU [20]. It is classified

as coherent detection, because the SU needs to know the perfect information

about the PU signals such as the pilot, preamble and training sequence that

are used for channel estimation and synchronization. The main benefit of MFD

is the short sensing time to obtain a good detection performance. However,

the complexity of this method is very high. Because the SU needs receivers for

different PU signals. Another drawback of MFD is the estimation error for the

PU signal becomes high when the signal-to-noise ratio (SNR) is low [21].

• Cyclostationary feature detection (CFD): The cyclostationary feature detection

technique exploits the cyclostationary properties which are intentionally intro-

duced to the modulated signals to help SS or they are caused by the periodicity
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in the signal or in its statistics like mean and autocorrelation to detect the

PU’s signal [22]. Unlike the MFD, the CFD can distinguish primary users’ sig-

nals from noise. This is because the noise is wide-sense stationary (WSS) with

no correlation while the signals are cyclostationary with spectral correlation.

However, the computational complexity of the CFD is much higher than the

MFD. Other advantages of CFD are the differentiation between various kinds

of transmissions and primary user signals, and the working at very low SNR

values [23].

• Energy detection (ED): Energy detection technique has been widely used to

provide SS in both CR and the ultra-wide band (UWB) systems. With ED, the

energy of the received PU signal is measured and compared with a pref-defined

threshold value to decide whether the PU is present or absent [24]. In contrast to

the MFD and the CFD techniques, the ED is a non-coherent detection method

where the SU receiver does not need any priori knowledge on the PUs’ signals.

Thus, the computational and implementation complexities of this technique are

low in comparison with the aforementioned techniques. Moreover, it needs for

short time to provide the sensing result [25].

1.5 Motivation

In spite of the ED technique having the accuracy, flexibility, low complexity, high

speed and low power consumption which are the most important features that should

be available in any SS technique, new challenges appear when it is used to detect the

PU signal in CR networks. Therefore, the designing for a good ED requires over-

coming on these challenges. One of these challenges is the difficulty in selecting the

threshold value that depends on the noise floor and accordingly may change over time.

This challenge has been treated by employing some approaches that can alleviate the

effect of the noise uncertainty on the ED performance [21, 26]. Other challenges in

the ED are the differentiation of the PU from other unknown signal sources and poor

detection performance in low SNR regimes. To address these challenges, different
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approaches are introduced in [13].

In addition to the aforementioned challenges in using the ED, this thesis shows

another challenges that should be addressed to obtain good sensing results. The first

challenge is analysing the behaviour of the energy detector in non-line-of-sight (NLoS)

communication scenario by utilizing practical channel model without mathematical

limitations and then proposing a method to enhance the performance of the ED by

depending on this analysis.

The second challenge arises when the wireless signals concurrently undergo mul-

tipath and shadowing. In spite of few works that have been devoted to deal with this

challenge, extensive study by using a practical channel model should be investigated

to get clarifications about the impacts of shadowing on the performance of the energy

detector. Accordingly, an optimal method to alleviate the effects of the shadowing

can be developed.

Another challenge is the complexity of channel models’ expressions that leads to

intractable performance metrics especially when diversity reception schemes are used.

This challenge can also be noticed in analysing the performance of communications

systems.

The last challenge is improving the performance of the ED technique when the

noise power is uncertain as well as this noise is very low. This case is attended when

the ED technique is employed for SS in IEEE 802.22 standard.

Motived by these challenges, this thesis studies the behaviour of ED over different

channels models for SS in CR network. Moreover, some techniques are utilised to

improve the performance of ED under different communication scenarios.

1.6 Aim and Objectives

The main aim of this thesis is to analyse and enhance the performance of the

energy detector for SS. The objectives of this thesis are highlighted in the following

points:

1. Analysing the behaviour of the ED over an η−µ fading channel by using method
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which gives non-limited analytic expressions for the performance metrics.

2. Studying the performance of the ED over a κ − µ shadowed fading channel

which is a composite channel from generalized multipath fading channel and

gamma distribution. Moreover, the behaviour of the ED over κ − µ extreme

shadowed fading channel which models the wireless communication scenario in

an enclosed area is considered.

3. Deriving unified expressions for the performance metrics of communications

systems and the ED in diversity reception that can be applied for a variety of

wireless channel models.

4. Improving the performance of the ED by diminishing the impacts of noise on

the received PU’s signal at the SU receiver.

1.7 Contributions

This thesis includes five contributions, C1-C5, related to spectrum sensing in

cognitive radio networks via ED technique. These contributions are summarized as

follows:

C1: The performance of an ED in non-line-of-sight (NLoS) communication environ-

ments has been analysed using η − µ multipath fading channels. The η − µ is

general multipath fading channel model that gives results with better fitting to

the practical measurements than the conventional channel models. To derive

general exact analytic expressions for all measurements metrics, the probability

density function (PDF) of the received signal to noise ratio (SNR) approach

has been used rather than the moment generating function (MGF) approach

that leads to limited expressions. Then, the analysis has been extended to in-

clude different diversity reception techniques that improve the ED performance.

Two cases of fading channels which are independent and identically distributed

(i.i.d) and independent and non-identically distributed (i.n.d) diversity receivers
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have been investigated. Furthermore, the performance of cooperative spectrum

sensing (CSS) which contains multiple SUs has been investigated.

C2: Since the multipath fading and the shadowing may occur simultaneously in prac-

tical communication channels, the behaviour of ED over κ−µ shadowed fading

channel has been studied. The κ−µ fading channel was proposed as generalized

multipath fading channel that can model the line-of-sight (LoS) communication

environments. Similar to the η−µ fading channel, the κ−µ fading channel pro-

vides better fitting to the experimental data of realistic communications than

the traditional distributions. General exact analytic expressions for the average

detection probability and the area under the receiver operating characteristic

curve (AUC) have been derived. To reduce the impacts of the multipath fading

and the shadowing, various diversity reception techniques have been employed.

Two cases for diversity branches which are fully i.i.d and fully i.n.d κ−µ shad-

owed fading channels have been assumed. Furthermore, the performance of CSS

over a κ−µ shadowed fading channel has been shown. A method to improve the

performance of CSS has been proposed. Finally, the κ − µ extreme shadowed

fading channel, which is a special case of the κ− µ shadowed fading channel is

utilized to model wireless channels for the communication scenarios in enclosed

environments has been taken into consideration.

C3: Statistical characterizations of unified channel model for different diversity re-

ception schemes with i.n.d receivers have been derived. The mixture gamma

(MG) distribution which is an approximated distribution that can model any

intractable wireless channel with good accuracy has been utilized. Then, differ-

ent performance metrics that are employed in analysing the diversity reception

of communication systems and ED technique have been derived. This contri-

bution has been tested over an α − µ/gamma fading channel. This channel

is composite from α − µ fading channel that is proposed to model the non-

linear communication environments and gamma distribution that models the

shadowing impacts.
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C4: Since the derived statistical properties expressions in C3 are limited by some

conditions such as the shadowing severity index should be an integer number,

this contribution provides the same expressions without limitations. Moreover,

the η − µ/gamma fading channel has been based on the analysis of both com-

munication systems and ED technique. This channel has been chosen in this

contribution because it has not been used with diversity reception in the liter-

ature.

C5: In spite of many methods that have been proposed and designed to estimate the

noise variance and to enhance the performance of the ED technique, other digital

signal processing approach that can provide both processes at low SNR regime

should be employed. Therefore, the signal denoising approach based on hybrid

slantlet transform (HST) which is special filter-bank transform has been firstly

used to improve the performance of the ED. Then, new filter-bank transform has

been employed to predict the uncertain noise power. This filter-bank transform

is called slantlet packet transform (SPT) and it is firstly proposed and utilized

in this thesis.

1.8 Thesis Outline

Chapter 2 gives background information on ED, different generalized channel

models and various diversity receptions. Thereafter, chapters 3-7 explain how the

contributions, C1-C5, are implemented. The chapters of this thesis are outlined as

follows.

• Chapter 2 explains the various models of energy detector that are widely em-

ployed in the literature. Furthermore, different generalized channel models that

are considered throughout this thesis are given. Moreover, this chapter shows

the principle work of maximal ratio combining (MRC), square law combining

(SLC), square law selection (SLS), selection combining (SC) diversity reception

schemes that are utilised in improving the performance of the ED. Background

knowledge about the CSS approach using decision fusion rule is provided. In
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addition, some signal processing approaches that are utilised to reduce the noise

effects on the performance of the ED and are related to the work of this thesis

are reviewed.

• Chapter 3 includes contribution C1 that studies the behaviour of the ED

over generalised multipath fading channel, namely, η − µ. The PDF of the re-

ceived instantaneous SNR is employed in this study. The performance of the

ED with different diversity reception techniques is analysed over i.n.d and i.i.d

η − µ fading channels. Both, the complementary receiver operating character-

istic (CROC) curve and the average complementary AUC curve (CAUC) are

presented for different scenarios.

• Chapter 4 presents contribution C2 of this thesis in which the behaviour of

energy detector over composite generalised multipath shadowed fading channel

namely κ − µ shadowed fading channel is analysed. The PDF of the received

instantaneous SNR is also employed in this analysis. Similar to chapter 3, the

MRC, SLC and SLS diversity reception approaches are used over i.n.d and i.i.d

κ − µ shadowed fading channels. The effect of the shadowing index on the

detectability of ED is explained by the CROC and the average CAUC.

• Chapter 5 demonstrates contribution C4 where the equivalent parameters of

MG distribution for composite α − µ/gamma fading channel are introduced.

Furthermore, chapter 5 provides the statistical characterizations, i.e., PDF,

CDF and MGF of the sum and the maximum of i.n.d MG distribution ran-

dom variables (RV)s. Then, different performance metrics with MRC and SC

diversity reception such as the outage probability (OP), the average channel

capacity (C) and the average bit error rate probability (ABEP) that are mainly

employed in analysing the communication systems are derived. In addition, the

performance metrics of special model of ED based SS are given.

• Chapter 6 explains the equivalent parameters of MG distribution for composite

η − µ/gamma fading channel. In spite of the derived expressions in chapter 5

that are unified and expressed in simple functions, these expressions are limited
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by some conditions such as the value of shadowing index should be an integer

number. Thus, in chapter 6, the same statistical properties of chapter 5 are

derived in general closed-form expressions. Moreover, the performance same

metrics of chapter 5 are provided.

• Chapter 7 illustrates some approaches that can be applied to improve the

performance of the ED as pointed out in contribution C5. In the first approach,

HST based signal denoising technique which is one of most useful methods to

reduce noise impacts on the received signals is utilized. The HST is a filter-

bank transform that is constructed from filters with special characteristics. In

the second approach, the uncertain noise power that is included in the PU signal

is estimated by using HST. This approach is based on employing SPT which is

firstly proposed in this thesis. The two approaches are used together to improve

the performance of the ED when it is used to provide SS in IEEE 802.22 WRAN

standard. A comparison of results with previous work is presented in chapter

7.

• Chapter 8 summarises the contributions and results obtained from this thesis.

Moreover, it lists some problems that need to be treated in future work.

16



Chapter 2

Background

This chapter provides background knowledge about the related topics for this

thesis. Firstly, available models of an energy detector are shown. Secondly, different

types of test statistical distributions for the energy detector based spectrum sensing

that are used in this thesis are provided. Thirdly, brief mathematical information

about some generalised distributions that are utilised throughout this thesis to model

the multipath fading channels are presented. Then, the principle work of different

types of diversity reception schemes and cooperative spectrum sensing are given.

Finally, the characteristics of some special filter-bank transforms that are employed

in improving the performance of energy detector and the limitations of spectrum

sensing in the IEEE 802.22 standard are explained.

2.1 Energy Detector Models

In the ED technique, a device which called an energy detector is employed to

sense the primary user’s signal. The principle work of the energy detector is based on

filtering the received signal by an ideal band-pass filter (BPF) to limit the noise power

as well as to normalize the noise variance. The signal is then squared and integrated

over particular time interval by using square law device and an integrator, respectively

to evaluate the test statistic (or it is sometimes called decision statistic). The block

diagram for this model which is known as analog energy detector is illustrated in Fig.
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Figure 2.1: Energy detector models.

2.1(a) [24].

The process of evaluating the test statistic can be carried out digitally. In this

case, the energy detector is called digital energy detector. In this model, the received

signal is firstly filtered by BPF. Secondly, the continuous signal is transformed digital

signal by the analog-to-digital converter (ADC) device. Thereafter, the discrete signal

is squared and summed by utilizing a square law device and a summing device to

compute the test statistic. The block diagram for this model is shown in Fig. 2.1(b)

[27].

Both previous models are followed by a comparator device that compares the test

statistic with a specific threshold value generated by threshold device. Then, the

final result about whether the the primary user signal is present or absent is made by

decision device.

2.2 Test Statistic of an Energy Detector

According to the result of the comparison between the test statistic and the thresh-

old value, the received signal, r(t), at the SU side follows a binary hypothesis: H0

and H1 which represent the signal is absent and the signal is present, respectively
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[24, 27-30].

w(m) : H0

r(m) =

{
(2.1)

hs(m) + w(m) : H1

where w(m), h and s(m) are the additive white Gaussian noise (AWGN) signal at the

SU’s receiver, the wireless channel gain which is assumed to be fixed during the sensing

time, the sent signal by PU’s transmitter, respectively. The noise is assumed to be

circularly symmetric complex Gaussian RV with zero mean and 2σ2
w variance, i.e.,

E{w(m)} = 0 and Var{w(m)} = 2σ2
w where E{.} and Var{.} stand for expectation

(mean) and variance operations, respectively.

As mentioned previously about the principle work of the analog energy detector,

the received signal is filtered first by an ideal BPF with bandwidth W . The signal is

then squared and integrated over T time interval (i.e., sensing time) to evaluate the

test statistic Ξ, i.e., [28-30]

Ξ =
1

T

∫ t+T

t

|r(t)|2dt (2.2)

where |.| denotes the amplitude of the signal that may be complex signal, i.e., r(t) =

rr(t) + ri(t) where rr(t) and ri(t) stand for real part and imaginary part, receptively.

It can be noted that a reliable detection result is obtained when the sensing time,

T , is high. However, this reduces the throughput for CR network. Hence, the sensing

time differs from standard to standard and its value depends on the SNR, i.e., when

SNR is very low, long sensing time is needed to obtain good detection result [27].

For example, the required sensing time to achieve a performance target on detection

parameters in IEEE 802.22 standard is no larger than 2 s at SNR = -20 dB [31]. In

the released of the FCC in 2010 [32], it is shown that a minimum time interval to

detect TV white spaces and unused wireless microphone signals by TV band devices

is 30 s 1. In [33], the sensing time to achieve good trade-off between reliability in PU

1According to advanced television system committee (ATSC) standard in the United States, the
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detection and throughput loss due to sensing for 200 MHz radio bandwidth at SNR

= -5 dB is chosen less than 50 ms. In [27], the optimal sensing time to fulfil high

throughput and good detection performance for 6 MHz bandwidth at SNR = -20 dB

should be smaller 14.2 ms.

When digital energy detector is employed to sense the received signal, the test

statistic in (2.2) is expressed as follows [27]

Ξ =
M∑
m=1

|r(m)|2 (2.3)

where M ≈ 2u and u = TW stand for the number of samples and the time-bandwidth

product respectively2.

To decide whether the unknown PU signal is present or absent, the test statistic,

Ξ, is compared with a pre-defined threshold value λ. This threshold defines the

detection sensitivity of the SU and depends on the ratio between bandwidths and

broadcast powers of SUs and PUs. Moreover, PU’s resilience, interference among

PUs, multipath, shadowing, and the accumulation of interference of multiple SUs are

also impact on the detection threshold. To cope the effect of each factor that is not

fully available at the SU side, a safety margin, a conservative PU interference margin,

a multipath margin, a hidden node margin, and an aggregate interference margin are

added, respectively, to the latter value of the threshold [34].

The threshold value, λ, is usually chosen to achieve the target value of the perfor-

mance metric of interest (e.g., high probability of detection). However, this achieve-

ment may not always provide good detection performance because other performance

metrics that are related to λ are changed simultaneously (as it is explained in the

next of this section). Hence, for each standard, there is a certain detection threshold.

For instance, in IEEE 802.22 standard, the required sensing thresholds for digital TV,

analog TV, and wireless microphone signals are -116 dBm, -94 dBm, and -107 dBm,

channel bandwidth of digital TV signals is 6 MHz while for the analog TV is 100 kHz. The maximum
channel bandwidth of wireless microphone signals that are usually FM modulated is 200 kHz [14].

2Both T and W should be selected to give integer 2u.
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respectively [31]. The sensitive sensing thresholds for mobile station and macro-base

station receiver for global system for mobile communications (GSM) are -102 dBm

and -114 dBm, respectively while for long-term evolution (LTE) are -106.4 dBm and

-123.4 dBm, respectively [34].

The comparison between Ξ and λ leads to three different cases that use as per-

formance metrics to study the behaviour of an energy detector. These cases are

described as follows:

• Probability of false alarm (Pf (λ)): it represents the probability of case Pr{Ξ >

λ | H0} where Pr{.} stands for an event probability. In other words, this

probability is present when Ξ > λ and H0 are true. Thus, the SU doesn’t utilise

the spectrum bands of the PU. Consequently, to get an efficient spectrum usage,

Pf (λ) should be small (e.g., in IEEE 802.22 standard, Pf (λ) = 0.1 for all signal

types [31]). The main factors that cause the Pf (λ) are multipath fading, hidden

node (harsh shadowing), and the aggregation of mutual interference of multiple

SUs.

The Pf (λ) can be computed by [27-30]

Pf (λ) = Pr{Ξ > λ|H0} =

∫ ∞
λ

fΞ(y)dy (2.4)

where fΞ(y) is the PDF of test statistic Ξ.

• Probability of detection (Pd(γ, λ)): it represents the probability of case Pr{Ξ >

λ | H1}. In another meaning, this probability is present when both H1 and

Ξ > λ are true. Thus, it is sometimes called the probability of correct detection.

In this case, the spectrum holes of the PU can be utilised by the SU. Hence, large

Pd(γ, λ) leads to reliable SS with high protection for PU from the interference

by the SU. The Pd(γ, λ) can be evaluated by [27-30]

Pd(γ, λ) = Pr{Ξ > λ|H1} =

∫ ∞
λ

fΞ(y)dy (2.5)

• Probability of missed-detection (Pmd(γ, λ) = 1 − Pd(γ, λ)): it is the comple-
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mentary probability of Pd(γ, λ), i.e., the probability of case Pr{Ξ < λ | H1}
[30]. In another words, incorrect decision on the presence of the PU is made

by the SU and that causes mutual interference between both users. Therefore,

small Pmd(γ, λ) means reliable sensing results and subsequently keeping the PU

from the interference. The main parameters that generate the Pmd(γ, λ) are low

SNR, multipath fading, shadowing, and interference between multiple PUs. In

IEEE 802.22 standard and for all signal types, the typical value of Pmd(γ, λ)

that achieves high protection for the PU is 0.1 [31].

2.3 Models of Detection and False Alarm Proba-

bilities

Depending on the available information about the distribution of s(m), the test

statistic, Ξ, follows different distributions. Hence, in the open technical literature,

different expressions for both Pd(γ, λ) and Pf (λ) which are the complementary CDFs

of Ξ are employed to study the behaviour of the energy detector. In the following

subsections, the used expressions in this thesis are reviewed.

2.3.1 Exact Models

This thesis provides two different exact mathematical expressions for Pd(γ, λ) and

Pf (λ) (E1 and E2) that are used widely in the previous works as follows:

E1: In this model, the signal s(m) is considered to be transmitted over a flat band-

limited Gaussian noise channel and the received signal r(m) has a Gaussian

distribution. Thus, the test statistic, Ξ, represents a sum of squares of M

Gaussian RVs that are independent but arbitrarily distributed. Hence, Ξ fol-

lows a central chi-square distribution with 2u degrees of freedom (DoF)s under

hypothesis H0. Moreover, it follows a non-central chi-square distribution with

2u DoFs under hypothesis H1 with non-centrality parameter, 2γ. Accordingly,
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the PDFs of Ξ, fΞ(y) under both hypothesis are given by [29, 30]

1

(2σ2
w)uΓ(u)

yu−1e
− y

2σ2
w : H0

fΞ(y) =

 (2.6)
1

2σ2
w

(
y

2γ

)u−1
2

e
−2γ+y

2σ2
w Iu−1

(√
2γy

σ2
w

)
: H1

where Γ(.) and Ia(.) are the gamma function and the modified Bessel function

of the first kind of order a, respectively.

Now, the Pf (λ) and the Pd(γ, λ) over AWGN channel can be calculated by

substituting (2.6) into (2.4) and (2.5), respectively3. Accordingly, the following

expressions yield

Pf (λ) =
Γ
(
u, λ

2σ2
w

)
Γ(u)

(2.7)

Pd(γ, λ) = Qu

(√
2γ

σ2
w

,

√
λ

σ2
w

)
(2.8)

where γ = |h|2Es
2σ2
w

is the instantaneous SNR, Es is the transmitted signal energy,

Γ(., .) is the upper incomplete gamma function, and Qu(., .) is the generalized

Marcum-Q function given by [35, eq.(29)]4

Qρ(x, y) = e−
x2

2

∞∑
k=0

Γ(k + ρ, y
2

2
)

Γ(1 + k)Γ(k + ρ)

(
x2

2

)k
(2.9)

This model is employed in analysing the performance of energy detector in

Chapters 3, 4 and 6 of this thesis.

E2: In this model, the signal sample also has a Gaussian distribution but it’s assumed

3To evaluate Pf (λ), the PDF of Ξ under hypothesis H0 is used whereas the PDF of Ξ under
hypothesis H1 is applied to calculate Pd(γ, λ).

4The generalized Marcum-Q function is a standard built in function available in MATLAB soft-
ware package.
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to be as single RV with E{s(m)} = 0 and Var{s(m)} = 2σ2
s . In this case, the

received signal r(m) also has a Gaussian distribution with E{r(m)} = 0 and

Var{r(m)} = 2σ2
w(1 + γ). Consequently, the test statistic, Ξ, represents a sum

of squares of M Gaussian RVs that are independent and identically distributed

and follows central chi-square distributions with 2u DoFs under hypothesis H0

and H1. The PDFs of Ξ, fΞ(y), under both hypotheses for model E2 are

expressed by [36, 37]

1

(2σ2
w)uΓ(u)

yu−1e
− y

2σ2
w : H0

fΞ(y) =

 (2.10)
1

(2σ2
w(1 + γ))uΓ(u)

yu−1e
− y

2σ2
w(1+γ) : H1

By following a similar procedure in (2.7) and (2.8), the expressions of the Pf (λ)

and the Pd(γ, λ) for this model are deduced as follows5,

Pf (λ) =
Γ
(
u, λ

2σ2
w

)
Γ(u)

(2.11)

Pd(γ, λ) =
Γ
(
u, λ

2σ2
w(1+γ)

)
Γ(u)

(2.12)

This model is used in studying the behaviour of the energy detector in Chapter 5 of

this thesis.

2.3.2 Approximated Models

This model more accurately approximates the distribution of the test statistic,

Ξ, in (2.3) to a normal distribution by using principle of the central limit theorem

(CLT). This approximation can be applied for any type of received signal model when

5Without loss of generality, σ2
w is set to a unity (0 dB) when model E1 and model E2 are used

anywhere in this thesis.
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the number of samples, M , is large enough. Consequently, the exact models E1 in

(2.6) and E2 in (2.10) can be approximated as follows:

P1: This model is the result of applying the CLT on the model E1. In this model,

the test statistic, Ξ, follows Gaussian distributions with M
2

DoFs under both

hypotheses H0 and H1. Hence, Ξ follows N (σ2
wM, 2Mσ4

w) and N (σ2
w(1 +

γ)M, 2M(1 + 2γ)σ4
w) under H0 and H1, respectively. Therefore, the PDFs

of Ξ, fΞ(y), under both hypothesis are expressed by [38, 39],

− 1√
4πMσ2

w

e
−(y−σ2

wM)2

4M(σ2
w)2 : H0

fΞ(y) ≈

 (2.13)

− 1√
4π(1 + γ)Mσ2

w

e
−(y−σ2

w(1+2γ)M)2

4(σ2
w)2(1+2γ)M : H1

Similar to (2.7) and (2.8), the Pf (λ) and the Pd(γ, λ) for model P1 are given

by

Pf (λ) ≈ Q

(
λ− σ2

wM√
2Mσ2

w

)
(2.14)

Pd(γ, λ) ≈ Q

(
λ− σ2

w(1 + γ)M√
2(1 + 2γ)Mσ2

w

)
(2.15)

where Q(.) is the standard Gaussian Q function defined in [27, eq. (6)].

P2: This model is produced when model E2 is approximated by the CLT. Simi-

lar to P1, the distributions of the decision statistic, Ξ, under both hypothe-

ses H0 and H1 are Gaussian distributions with M
2

DoFs. However, Ξ follows

N (σ2
wM, 2Mσ4

w) and N (σ2
w(1 + γ)M, 2M(1 + γ)σ4

w) under H0 and H1, respec-

tively. Accordingly, the PDFs of Ξ, fΞ(y), under both hypothesis are expressed

by [39, 40],
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− 1√
4πMσ2

w

e
−(y−σ2

wM)2

4M(σ2
w)2 : H0

fΞ(y) ≈

 (2.16)

− 1√
4π(1 + γ)Mσ2

w

e
−(y−σ2

w(1+γ)M)2

4(σ2
w)2(1+γ)M : H1

Using (2.4), (2.5) and (2.16), the Pf (λ) and the Pd(γ, λ) for this model are given

by

Pf (λ) ≈ Q

(
λ− σ2

wM√
2Mσ2

w

)
(2.17)

Pd(γ, λ) ≈ Q

(
λ− σ2

w(1 + γ)M√
2(1 + γ)Mσ2

w

)
(2.18)

The model P2 is employed by Chapter 7 of this thesis.

2.4 Area under the Receiver Operating Charac-

teristics Curve (AUC)

In some cases, when two systems are compared using the receiver operating char-

acteristics (ROC) curve which is a plot of the Pd(γ, λ) versus Pf (λ), the intersection

between both curves may happen in a certain value of the Pf (λ). Accordingly, the

result about the superiority of each one on the other is ambiguous. Therefore, a

comparison using single figure of merit is necessary to explain which scheme has bet-

ter detection capability than the other. Hence, the AUC is proposed by [41, 42] to

measure the total area under the ROC curve and to show the difference between two

schemes versus the SNR.

The unfaded AUC (in AWGN channel) can be computed by [41]

A(γ) = −
∫ ∞

0

Pd(γ, λ)
∂Pf (λ)

∂λ
dλ (2.19)
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where
∂Pf (λ)

∂λ
is the partial derivative of Pf (λ) with respect to λ.

For both models E1 and E2,
∂Pf (λ)

∂λ
is given by

∂Pf (λ)

∂λ
= − λu−1

2uΓ(u)
e−

λ
2 (2.20)

Substituting (2.8) and (2.20) into (2.19), the unfaded AUC for model E1 is ob-

tained as [41]

A(γ) = 1−
u−1∑
n=0

1

2nn!
γne−

γ
2 +

u−1∑
n=1−u

Γ(u+ n)

2u+nΓ(u)
e−γ1F̃1

(
u+ n; 1 + n;

γ

2

)
(2.21)

where 1F̃1(.) is the regularized confluent hypergeometric function defined by [41, eq.

(27)].

For E2, the unfaded AUC expression can be computed by plugging (2.12) and

(2.20) into (2.19) with the aid of [43, eq. (6.4551)]. Thus, this yields

A(γ) =
Γ(2u)

u[Γ(u)]2

(
1 + γ

(2 + γ)2

)u
2F1

(
1, 2u; 1 + u;

1 + γ

2 + γ

)
(2.22)

where 2F1(.) is the confluent hypergeometric function defined by [44, eq. (1.2.23)].

The unfaded AUC expressions for both P1 and P2 models cannot be derived in

closed-form due to containing mathematically intractable integral.

2.5 Generalized Fading Distributions

In the open technical literature, the fading models of the wireless channel have

been represented by various distributions. For example, the log-normal distribution is

the best choice to model the large-scale signal variation that occurs due to the shad-

owing impact by barriers such as buildings. On the other side, the small-scale signal

variation which occurs in enclosed areas is characterized by many other distributions

such as Rayleigh, Nakagami-m (m is the number of the multipaths) and Nakagami-n

(Rician) [45-48]. However, these distributions which can be called conventional (tra-
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Table 2.1: Conventional Distributions Derived from the κ− µ distribution [51].

Conventional Distributions Parameters of the κ− µ Distribution

One-Sided Gaussian κ→ 0, µ = 0.5

Rayleigh κ→ 0, µ = 1

Nakagami-m κ→ 0, µ = m

with shaping parameter m

Rician (Nakagami-n) κ = K, µ = 1

with shaping parameter K

ditional) distributions do not give better fitting to the experimental measurements

than the generalized fading distributions that are introduced in [49-55]. Nevertheless,

some of the conventional distributions can be obtained from these generalized fading

distributions by setting the fading parameters to certain values as it’s explained later.

Another feature that can be noticed in these generalized fading distributions is the

Nakagami-m distribution considers a common distribution between them and it can

be applied for integer and non-integer m. But, the traditional Nakagami-m is limited

by integer m. These distributions are described in the following subsections.

2.5.1 κ− µ Distribution

The κ− µ distribution has been proposed by [50] to model the line-of-sight (LoS)

communications scenarios with better fitting to the practical data than the traditional

distributions. In addition to that, some of these distributions such as One-Sided

Gaussian, Rayleigh, Nakagami-m and Rician distributions are special cases of the

κ− µ distribution as explained in Table 2.1.

In the κ−µ distribution, κ shows the ratio between the total power of the dominant

components and the scattered waves and it is computed by κ = d2

2nσ2 where σ2 =

E{X2
l } = E{Y 2

l }, d2 =
∑n

l=1(p2
l + q2

l ), Xl with mean value pl and Yl with mean value

ql are the quadrature and in-phase complements of the multipath waves of cluster

(path) l, respectively and n is the number of multipath clusters6. The parameter

6A cluster is a group of multipath waves that have similar delay and directions at transmitter
and receiver.
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µ represents the real extension of the number of the multipath clusters and it is

evaluated by µ = (1+2κ)
(1+κ)2

(d2+2nσ2)
(4σ2d2+4nσ2)

. It can be noted that µ may be non-integer due to

either the correlation between the quadrature and in-phase components is non-zero

or the correlation among the clusters of multipath components is non-zero (see [51]

and the references therein).

The PDF of the received instantaneous SNR, γ, over κ − µ distribution is given

by [51],

fγ(γ) =
µ(1 + κ)

µ+1
2 γ

µ−1
2

κ
µ−1

2 eκµγ̄
µ+1

2

e−
µ(1+κ)
γ̄

γIµ−1

(
2µ

√
κ(1 + κ)

γ̄
γ

)
(2.23)

where γ̄ is the average SNR.

The CDF of the received instantaneous SNR, γ, that is computed by Fγ(γ) =∫ γ
0
fγ(γ)dγ over κ− µ distribution is expressed as follows [51],

Fγ(γ) = 1−Qµ

(√
2κµ,

√
2µ(1 + κ)γ

γ̄

)
(2.24)

The MGF of the received instantaneous SNR, γ, (Mγ(γ)) which is Laplace trans-

form of the PDF, i.e.,Mγ(γ) = L{fγ(γ); s} =
∫∞

0
e−sγfγ(γ)dγ over κ−µ distribution

is expressed as follows [56]7,

Mγ(s) =

(
µ(1 + κ)

µ(1 + κ) + sγ̄

)µ
e
µ2κ(1+κ)
µ(1+κ)+sγ̄

−µκ (2.25)

The κ− µ distribution is employed by Chapter 4 of this thesis.

2.5.2 η − µ Distribution

This distribution has been employed to embody the non-line-of-sight (NLoS) com-

munications scenarios. As in the κ−µ distribution, the η−µ includes two parameters

which are η and µ. The definition of η depends on the type of format (format 1 or

format 2) as it will be shown later. However, µ has unified definition in all for-

7Here L stands for Laplace transform.
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mats and it is similar to µ of the κ − µ distribution. However, it is expressed by

µ = n(1+η)2

4(1+η2)

[
1 +

(
H
h

)2]
.

The PDF of the received instantaneous SNR, γ, over η − µ distribution is given

by [51],

fγ(γ) =
2
√
πµµ+ 1

2hµγµ−
1
2

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2

e−
2µh
γ̄
γIµ− 1

2

(
2µH

γ̄
γ

)
(2.26)

where h and H are parameters related to η.

The CDF of the the received instantaneous SNR, γ, over η − µ distribution is

expressed by [57],

Fγ(γ) =

(
1−

(
H
h

)2)µ(
2hµγ
γ̄

)2µ

Γ(1 + 2µ)

×Φ2

(
µ, µ; 1 + 2µ;−

(
1 +

H

h

)
2hµγ

γ̄
,−
(

1− H

h

)
2hµγ

γ̄

)
(2.27)

where Φ2(.) is the confluent bivariate Lauricella hypergeometric function defined in

[44, eq. (1.3.17)].

The MGF of the received instantaneous SNR, γ, over η − µ distribution is given

by [56],

Mγ(s) =

(
4µ2h

(2(h−H)µ+ sγ̄)(2(h+H)µ+ sγ̄)

)µ
(2.28)

As mentioned in [39], η differs from format 1 to format 2. These formats are

defined as follows:

• Format 1: In this format, η represents the power ratio between the in-phase and

quadrature scattered components in each multipath cluster with 0 < η < ∞
i.e., η = σ2

X/σ
2
Y where σ2

X = E{X2
l }, σ2

Y = E{Y 2
l }. The particular H and h are

expressed by

H =
η−1 − η

4
and h =

2 + η−1 + η

4
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Table 2.2: Conventional Distributions Derived from the η − µ Distribution [51].

Conventional Parameters of the η − µ Distribution

distributions Format 1 Format 2

One-sided Gaussian η → 0 or η →∞, µ = 0.5 η → 0, µ = 0.25

or η → 1, µ = 0.25 or η → ±1, µ = 0.5

Rayleigh η → 0 or η →∞, µ = 1 η → 0, µ = 0.5

or η → 1, µ = 0.5 or η → ±1, µ = 1

Nakagami-m η → 0 or η →∞, µ = m η → 0, µ = 0.5m

with shaping parameter m or η → 1, µ = 0.5m or η → ±1, µ = m

Hoyt (Nakagami-q) η = q2, µ = 0.5 η = −q, µ = 0.5

with shaping parameter q

• Format 2: In this format, η stands for the correlation coefficient between the

in-phase and quadrature scattered components in each multipath cluster with

−1 < η < 1 i.e., η = E{XlYl}/σ2 where σ2 = E{X2
l } = E{Y 2

l } and E{Xl} =

E{Yl} = 0. The respective H and h are given by

H =
η

1− η2
and h =

1

1− η2

Interestingly, η of format 1 (ηFormat1) and η of format 2 (ηFormat2) are related

together by similar mathematical relationship as follows:

ηFormat1(2) =
1− ηFormat2(1)

1 + ηFormat2(1)

Hence, the performance analysis of communications systems and even the energy

detector using one format is enough where the results for the other format can be

evaluated by applying the bilinear transformation method. Consequently, the η − µ
with format 1 is utilised in Chapters 2 and 6 of this thesis.

The possible traditional distributions that can be extracted from the η − µ dis-

tribution by setting η and µ for certain values are One-Sided Gaussian, Rayleigh,

Nakagami-m and Hoyt distributions as illustrated in Table 2.2.
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2.5.3 α− µ Distribution

The α − µ distribution has been suggested by [52, 53] to model a signal that is

propagated in a multipath non-homogeneous environment. Unlike the envelopes of

the κ−µ and η−µ distributions that have linear function with the modulus of the sum

of the multipath components, this relationship is non-linear in the α−µ distribution.

Accordingly, in the α−µ distribution, the parameter α indicates the non-linearity of

the propagation medium that is evaluated practically (see [53] and references therein

for further details). On the other hand, µ can be calculated analytically by µ =
E2{Rα}
Var{Rα} where Rα =

∑n
l=1(X2

l + Y 2
l ) is the envelope of the fading signal.

The PDF of the the received instantaneous SNR, γ, over α − µ distribution is

expressed by [52]

fγ(γ) =
αµµγαµ−1

Γ(µ)γ̄αµ
e−

µα

γ̄α
γα (2.29)

The CDF of the the received instantaneous SNR, γ, over α − µ distribution is

expressed by [53],

Fγ(γ) =
G(µ, µ

γ̄α
γα)

Γ(µ)
(2.30)

where G(., .) is the lower incomplete gamma function [43, eq. (8.350.1)].

The MGF of the the received instantaneous SNR, γ, over α − µ distribution is

given by [58],

Mγ(s) =
αµµk

1
2 l

αµ−1
2

2Γ(µ)γ̄
αµ
2 (2π)

l+k−2
2 s

αµ
2

Gk,l
l,k

((
µ

γ̄
α
2

)k
ll

slkk

∣∣∣∣I(l, 1− αµ
2

)

I(k, 0)

)
(2.31)

where Gk,l
l,k(.) is the Meijer’s G-function [43, eq. (9.301)], I(a, b) = b/a, (b+1)/a, · · · , (b+

a−1)/a and α/2 = l/k with gcd(l, k) = 1 where gcd stands for great common divisor.

The well-known distributions that are special cases of the α − µ distribution are

demonstrated in Table 2.3 (top of the next page).

The analysis of Chapter 5 of this thesis is based on the α− µ distribution.
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Table 2.3: Conventional Distributions Derived from the α− µ Distribution [53].

Conventional distributions Parameters of the α− µ Distribution

Negative Exponential α = 1, µ = 1

One-sided Gaussian α = 2, µ = 0.5

Rayleigh α = 2, µ = 1

Nakagami-m α = 2, µ = m

with shaping parameter m

Gamma α = 1, µ = a

with shaping parameter a

Weibull α = k, µ = 1

with shaping parameter k

2.6 Mixture Gamma Distribution

The performance of communication systems and energy detector over composite

multipath/shadowing fading channels has been studied by few works. This is because

the statistical characterizations, namely, PDF, CDF, and MGF of these channels

are mathematically intractable. This problem rises when the analysis is extended to

diversity reception techniques. To overcome this problem, an approximate unified

distribution with high accuracy is proposed by [59]. This distribution is based on

mixing number of gamma distributions to obtain an accurate approximation, hence

it is called MG distribution. In [60], the MG distribution has been used to model the

SNR of various distributions such as Nakagami-m, κ− µ and η − µ distributions.

The PDF of the received instantaneous SNR, γ, over any fading channel can be

expressed by using the MG distribution as follows [60]8

fγ(γ) =
N∑
i=1

wifi(γ) =
N∑
i=1

αiγ
βi−1e−ζiγ (2.32)

where fi(γ) =
ζ
βi
i γβi−1e−ζiγ

Γ(βi)
is a standard Gamma distribution, wi = αiΓ(βi)

ζ
βi
i

, αi = ζβii ,

βi is the shape parameter, ζi is the rate parameter, and N is the number of terms,

8Bold α is used here to distinguish between α of the α − µ fading channel and α of the MG
distribution.
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i.e., number of gamma distributions.

The CDF of the received instantaneous SNR, γ, using the MG is given by [60]

Fγ(γ) =
N∑
i=1

αiζ
−βi
i G(βi, ζiγ) (2.33)

The MGF of the received instantaneous SNR, γ, is expressed by [60]

Mγ(s) =
N∑
i=1

αiΓ(βi)

(s+ ζi)βi
(2.34)

The MG distribution is used to analyse the performance of communication systems

and energy detector with diversity reception over composite α − µ/gamma and η −
µ/gamma fading channels in Chapters 5, and 6, respectively.

2.7 Diversity Reception Techniques

Diversity reception techniques are employed at the receiver (secondary user in

energy detection) side to improve the received instantaneous SNR. But, some diversity

combing techniques require additional information, thus leading to increase the design

complexity of the system. In this thesis, four diversity reception techniques which are

MRC, SLC, SLS and SC schemes are mainly used. These techniques are explained

as follows.

2.7.1 Maximal Ratio Combining

MRC is a coherent combining scheme which requires for the instantaneous channel

state information (CSI). Therefore, the implementation complexity of MRC is higher

than the other techniques [47].

In MRC reception, each diversity branch is weighted via multiplying it by factor

as illustrated in Fig. 2.2 (top of the next page). This factor is relative to the com-

plex fading coefficient of the branch. Accordingly, the combined signal, R(m), of L

diversity receivers under both hypothesis H0 and hypothesis H1 can be expressed by
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Figure 2.2: Energy detection with maximal ratio combining.

[61]

W (m) : H0

R(m) =

{
(2.35)

Hs(m) +W (m) : H1

where W (m) =
∑L

i=1wi(m) is the noise sample and H =
∑L

i=1 |hi(m)|2 is the wireless

channel gain and wi(m) and hi(m) are the noise and the channel coefficient of the ith

branch, respectively.

Based on (2.34), the test statistic, ΞMRC , at the output of the MRC is given as

ΞMRC =
M∑
m=1

|R(m)|2 (2.36)

In addition, the instantaneous SNR at the output of the MRC combiner is evaluated

by γMRC =
∑L

i=1γi [47] where γi is the received instantaneous SNR at the ith branch.

Since, in the MRC, the combining is performed before energy calculation, the prob-

ability of false alarm over AWGN for all models does not change. In contrast, the

probability of the detection over AWGN with MRC can be calculated by replacing γ

in (2.8), (2.11), (2.14), (2.17) by γMRC .
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2.7.2 Square Law Combining

SLC is a non coherent combining technique, thus it does not require the CSI. The

principle work of this scheme is based on evaluating the energy of the received signal

(Ξ) by each branch as shown in Fig. 2.3. Thereafter, the test statistic, ΞSLC , is the

sum of all test statistics, i.e.,

ΞSLC =
L∑
i=1

Ξi (2.37)

where Ξi is the test statistic of the ith branch.

Substituting (2.3) into (2.36), one can deduce that ΞSLC follows a central chi-

square distribution with 2Lu DoFs for E1 and E2 models and LM
2

DoFs for P1 and

P2 models under hypothesis H0. Furthermore, it follows 2Lu DoFs for E1 and E2

models and LM
2

DoFs for P1 and P2 models under hypothesis H1 with non-centrality

parameter γSLC =
∑L

i=1γi.

It can be noticed that the difference between MRC and SLC is u. Hence, the

performance metrics of ED with SLC can be evaluated by replacing u or M of the

expressions with MRC by Lu or LM , respectively [30].

Figure 2.3: Energy detection with square law combining.
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2.7.3 Square Law Selection

SLS is also a non coherent combining approach based on selecting the branch with

highest energy as the output of the combiner. In another words, the test statistic of

ED with SLS, ΞSLS, is given by ΞSLS = max{Ξ1,Ξ2, . . . ,ΞL} as demonstrated in Fig.

2.4. Accordingly, the Pf (λ) and the Pd(γ, λ) in AWGN are given by [30]

P SLS
f (λ) = 1−

[
1− Pf (λ)

]L
(2.38)

P SLS
d (γ, λ) = 1−

L∏
i=1

[
1− Pd(γi, λ)

]
(2.39)

where Pf (λ) and Pd(γi, λ) are given in (2.7), (2.10), (2.13) and (2.16) and (2.8), (2.11),

(2.14) and (2.17), respectively.

Figure 2.4: Energy detection with square law selection.

2.7.4 Selection Combining

SC has simplest implementation in comparison with MRC, SLC and SLS. In con-

trast to SLS, the combiner in SC chooses the receiver with maximal SNR among all

diversity branches [47]. In another meaning, the instantaneous SNR at the output
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of the SC combiner is given by γSC = max{γ1, γ2, · · · , γL} as explained in Fig. 2.5.

Then, the computed test statistic for this branch is considered as the test statistic of

the SC combiner, ΞSC . Since, in the SC, the energy is evaluated after the combining,

the Pf (λ) in AWGN for all models is the same. But, the Pd(γ, λ) in AWGN with

MRC can be computed by replacing γ in (2.8), (2.11), (2.14), (2.17) by γSC .

Figure 2.5: Energy detection with selection combining.

2.8 Cooperative Spectrum Sensing

Sometimes, an obstacle in the sensing channel which is the link between the PU

Tx and the SU causes shadowing degrades the detection capability of the ED as shown

in Fig. 2.6 (top of the next page)[62]. From this figure, one can observe that the link

from PU transmitter (PU Tx) to SU1 is shadowed by a huge building. Accordingly,

the result of decision that is made by SU1 is inaccurate, i.e., Pf (λ) and Pmd(γ, λ) are

high. This leads to high interference between SU1 and PU Rx as well as SU1 and

other SUs. Cooperation between number of SUs is employed to mitigate this problem

and to improve the detection performance of the CR network by introducing spatial

diversity [63]. Moreover, the problem of hidden PU is solved by using cooperation

among SUs which greatly reduces the required sensing time at each individual SU

[64, 65].
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Figure 2.6: Cooperative spectrum sensing.

There are three methods to implement CSS:

• Centralized CSS: In centralized CSS, each SU senses independently the PU and

sends the sensing results to the fusion centre (FC) (sometimes, SU is chosen as

FC and it is called the head) which fuses the SU decisions, makes a final decision

and broadcasts it to other SUs. For example, in Fig. 2.6, the sensing channel

of SU2 is not affected by channel impairments such as shadowing and multi-

path fading. However, the sensing channels of SU1 and SU3 are influenced by

shadowing and multipath fading, respectively. Moreover, the reporting channels

which are the links between the SU and the FC for SU1 and SU2 are imperfect

channels (error free channels) [62-65]. But, the reporting channel for SU3 in-

cludes error rate which is a result from the shadowing by barrier (e.g., house)

[66-68].

At the FC, the final decision about the case of the PU is made by using one

of the decision rules which are decision fusion (hard decision) and data fusion

(soft decision). In the former, the decision that is made by the SU is sent by

39



using one bit (either 1 which means the PU is ON or 0 which implies the PU

is OFF) or more whereas in the latter, the data of the PU Tx is processed and

then sent to the FC [62]. Hence, the required bandwidth for reporting channels

in soft decision is larger than that in hard decision. Moreover, in both fusion

scenarios, the bandwidth of reporting channels increases, when the number of

SUs becomes large. To overcome this problem, only the SUs with good reporting

channel (e.g., high SNR) are allowed to send their local sensing result to the FC.

This can be done by using double thresholding rather than single thresholding

at each unreliable SU [13].

The decision fusion approach includes different rules which are AND rule, OR

rule and Majority rule. All these rules are generalized in one rule which is

called the “k-out-of-n” rule where k is the number of SUs who participate in

the final decision and n is the total number of PUs. The “k-out-of-n” rule

represents AND rule, OR rule, and Majority rule when k = n, k = 1, and

k = dn/2e, respectively [62-68]9. The false alarm probability, Qf , and the

detection probability, Qd, at the FC using hard decision and “k-out-of-n” rule

are expressed by [68],

Qf =
n∑
i=k

(
n

i

)
(Pfi(1−Pe)+(1−Pfi)Pe)i(1−(Pfi(1−Pe)+(1−Pfi)Pe))n−i (2.40)

Qd =
n∑
i=k

(
n

i

)
(Pdi(1−Pe)+(1−Pdi)Pe)i(1−(Pdi(1−Pe)+(1−Pdi)Pe))n−i (2.41)

where
(
a
b

)
is the binomial expansion defined as

(
a
b

)
= a!

b!(a−b)! , Pfi and Pdi are

the false alarm and the detection probabilities at ith SU, respectively and Pe is

the error rate probability at the FC which can be evaluated as a bit error rate

probability (BEP) over reporting channel.

• Distributed CSS: In distributed CSS, SUs share their local sensing information

among themselves but the decision is made separately by each SU as to which

9The function dxe represents the smallest integer greater than or equal to x.
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portion of the spectrum this SU can employ. Distributed CSS does not require

a backbone structure and it has low cost in comparison with centralised CSS. In

[64], distributed CSS using the amplify-and-forward protocol is investigated to

sense the PU. In this protocol, SUs are divided into pairs by using some available

algorithms. Then, in each pair, one SU is assigned as a relay which amplifies

and forwards the signal received from the other SU without doing any additional

processing. For instance, in Fig. 2.6, SU1 and SU2 can be considered as pair

and the relay is SU2. Because both sensing and reporting channels of this user

are better than that of SU2. In [69], transmit and relay diversity approaches

are employed to alleviate the impact of the imperfect reporting channel on

the performance of CSS. In transmit diversity, each two closely located SUs

are viewed as virtual antenna array. Some coding techniques such as space

time coding and space frequency coding are then applied on these distributed

antenna arrays to enhance the detection performance of CSS. In relay diversity

approach, the decision of the SU who is experienced heavy shadowing in the

reporting channel is sent to the nearest SU who has a good reporting channel.

Thereafter, both the decisions at the SU who is worked as relay are sent at the

same time by using two orthogonal channels.

• External CSS: In the case of external CSS, an external sensor node accomplishes

the sensing process and sends the result to SUs. External CSS can solve the

problems of hidden PU and the uncertainty that are resulted by fading and

shadowing in both sensing and reporting channels. Moreover, since the sensing

time by the SUs is zero, spectrum efficiency using an external CSS is better

than that in centralised CSS and distributed CSS. In addition, the problem of

the consumed power of internal sensing which is performed internally by the

SU transceivers is addressed in an external CSS. This is because the sensing

network is not necessarily powered by batteries [70]. External CSS is one of the

approaches suggested for identifying PUs in IEEE 802.22 standard as well.
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2.9 Energy Detection with Filter-Bank Transform

A great number of filter-bank transforms have been widely utilized in different

digital signal processing (DSP) such as signal denoising [71-78]. One of extensively

used filter-bank transform is the discrete wavelet transform (DWT) which is a set of

digital low-pass filters (LPF)s and high-pass filters (HPF)s [79]. These filters have

high accuracy of separating the noise from the non stationary PU signals. Moreover,

the coefficients of theses filters are not constant and depend on the type of the wavelet

basis function, e.g., Haar, Daubechies 2 (D2) and Daubechies 4 (D4). Fig. 2.7

shows the forward and backward filter-bank structure of DWT that are employed for

signal analysis (decomposition) and signal synthesis (reconstruction), respectively.

In (a) of this figure, H(z) and F(z) stand for the LPF and the HPF, respectively.

However, in (b) of this figure, IH(z) and IF(z) stand for the inverse LPF and the

inverse HPF, respectively. When the signal is analysed by the DWT, the coefficients

that are created by filtering the input signal by H(z) and F(z) are called the scaling

(approximation) coefficients and the wavelet (details) coefficients, respectively.

Figure 2.7: Filter-bank structure of discrete wavelet transform [80].
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When the analysed signal contains noise, this noise is concentrated in the details of

the coefficients [79]. Hence, the analysis of the second scale is applied on the outputs

of the H(z) filters.

In the open technical literature, DWT has been extensively used in signal denoising

technique to improve the performance of the ED technique [79-85]. For instance, in

[80-82], DWT is used to reduce the noise impact on the PU’s signal before employing

the energy detector in both single and CSS scenarios.

Some applications that use the DWT need to analyse both the wavelet and the

scaling coefficients, e.g., noise estimation. In this case, the DWT is called discrete

wavelet packet transform (DWPT) as illustrated in Fig. 2.8 [79]. This transform

has been also employed to enhance the behaviour of energy detector via estimating

the uncertain noise power [86-88] which is considered as one of the main reasons in

Figure 2.8: Filter-bank structure of discrete wavelet packet transform [86].

43



degrading the performance of energy detector as mentioned in Section 1.5.

2.10 IEEE 802.22 Standard

The IEEE 802.22 WRAN is the first standard for CR network [31, 18, 89]. In

this standard, the use of licensed digital TV, analog TV and wireless microphones

white spaces for broadband access with no-interference to the PU is permitted. The

availability of TV white spaces in IEEE 802.22 WRAN is performed by using either

geolocation and database approach or one of SS techniques [31]. In the geolocation

and database approach, information knowledge about all channels at the sensing

receiver is required. Hence, the complexity of this approach is high as well as the

unrecorded channels can not be checked. On the other side, as mentioned in Chapter

1, some SS techniques are non coherent and they can detect the white spaces with

low complexity such as ED [90].

In IEEE 802.22 WRAN, the SS is limited by some requirements such as the false

alarm and the detection probabilities are 0.1 and 0.9, respectively for all signal types

at high, moderate and very low SNR (e.g., -20 dB) [31]. However, the sensing at very

low SNR region needs long detection latency which includes sensing time and the

time to achieve specific processing such as signal denoising before decision making

[21, 26]. To meet this demand, a large number of selected PU’s signal samples is

required, which means that the transmission time is reduced.
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Chapter 3

Energy Detection over η − µ Fading

Channel: PDF Based Approach

This chapter studies the behaviour of an energy detector over η−µ fading channel.

The PDF approach is employed rather than the MGF approach to derive general exact

analytic expressions for both the average probability of detection and the average

AUC. The study is then extended to include MRC, SLC and SLS diversity reception

techniques. Two cases of fading channels which are i.i.d and i.n.d η − µ fading

channels are studied. Furthermore, the CSS with diversity reception at the fusion

centre is investigated with calculated error rate at the reporting channel.

3.1 Introduction

The performance of ED has been comprehensively analysed over different channel

models. In [24], analytic expressions for the detection and the false alarm probabilities

over a flat, band-limited Gaussian noise channel are derived. Depending on [24], these

probabilities are evaluated over Nakagami-m, Rayleigh and Rice fading channels in

[28]. Then, different diversity receptions such as SLC, SLS and SC are used in [29,

30]. Only, one case has been studied in [30] with i.n.d diversity branches which is

dual receivers over i.n.d Rayleigh fading channels. The analysis of an energy detector

over i.i.d Nakagami-m with various diversity schemes is repeated by [91, 92], but
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with simple analytic expressions. In [61], an extensive analysis for energy detector

over i.i.d Nakagami-m and Rician fading channels with MRC, SC and equal gain

combining (EGC) is investigated. Due to the intersection in a specific point when the

ROC is employed in the comparison between two systems, the AUC is suggested by

[41, 40, 93] as a single figure of merit.

To obtain on better fitting to the field measurements, the performance of an

energy detector over κ − µ, η − µ and α − µ fading channels is evaluated in [94-

96]. Since this chapter studies the behaviour of energy detector over η − µ fading

channel, the literature review for employing this channel is performed. In [93, 94],

the performance of energy detector over η − µ is studied by deriving the average

Pd and the AUC, receptively using the MGF of the received instantaneous SNR.

However, these expressions are limited by some conditions such as the MGF should

be a rational function and powers of the poles are integer numbers, i.e., the fading

parameters such as µ should be integer numbers. Although similar unified approach

is recently proposed by [97-102] to overcome this problem, it is still restricted with

the expression of the MGF which should be in closed-form. Furthermore, it produces

expressions with too complicated integral that can not be solved analytically. In

addition to that, in some cases, it is difficult to derive the exact expression of the

MGF such as SLS with i.n.d diversity branches. To cope with the aforementioned

problems, the PDF has been employed in [95, 96] to analyse the performance of

energy detector over κ− µ and α− µ fading channels. Therefore, the analysis of the

performance of energy detector over η − µ fading channel in this chapter is based on

using the PDF approach. Accordingly, this analysis has led to several contributions

which are summarized as follows:

• Deriving exact analytic expression for the average probability of detection, Pd,

over η − µ fading channel. Moreover, exact expressions for Pd with different

diversity reception approaches with i.n.d and i.i.d diversity branches are pro-

vided.

• Deriving exact analytic expression for the average AUC, Ā, over η − µ fading

channel. Similar to the contribution in the previous point, the expressions of Ā
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for different diversity reception techniques are given.

• Studying the general case of CSS over η − µ fading channel. The “k-out-of-

n” decision fusion rule with non-identically distributed SUs is used here. In

addition, the error rate at the reporting channel is calculated and reduced via

employing diversity combining at the FC.

3.2 Performance Analysis with No Diversity

3.2.1 Average Probability of Detection

The average probability of detection, Pd(λ), over η − µ fading channel can be

calculated by averaging the Pd(γ, λ) of (2.8) over the PDF of the instantaneous SNR

γ (2.26), i.e., [61]

Pd(λ) =

∫ ∞
0

Pd(γ, λ)fγ(γ)dγ (3.1)

After some mathematical manipulations, the exact analytic expression of Pd(λ)

over η − µ fading channel is given by

Pd(λ) =
2
√
πΓ(2µ)

Γ(µ)Γ(µ+ 1
2
)

(
µ2h

(γ̄ + 2µh)2

)µ[
H4

(
2µ, 1;µ+

1

2
, 1;

(
µH

2µh+ γ̄

)2

,
γ̄

2µh+ γ̄

)
− λu

2uu!
X15

(
2µ, u;u, 1 + u, µ+

1

2
;

(
µH

2µh+ γ̄

)2

,
γ̄λ

2(2µh+ γ̄)
,−λ

2

)]
(3.2)

where H4(.) and X15(.) denote the double variables Horn hypergeometric function

[44, eq. (1.3.12)] and the triple variables Exton hypergeometric function [44, eq.

(3.3.39a)], respectively.

Proof: See Appendix A.1.
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3.2.2 Average Area under the ROC (AUC) Curve

The average AUC curve, Ā, over η − µ fading channel can be evaluated by inte-

grating (2.21) over (2.26) as follows [41]

Ā =

∫ ∞
0

A(γ)fγ(γ)dγ (3.3)

After some mathematical operations, the Ā over η − µ fading is yielded as

Ā = 1− 2
√
πΓ(2µ)(µ2h)µ

Γ(µ)Γ(µ+ 1
2
)

[
22µ

(4µh+ γ̄)2µ

u−1∑
n=0

(2µ)n
n!

(
γ̄

4µh+ γ̄

)n
×2F1

(
µ+

n

2
, µ+

n

2
+

1

2
;µ+

1

2
;

(
2µH

4µh+ γ̄

)2)
− 1

2u(2µh+ γ̄)2µ

u−1∑
n=1−u

(u)n
n!

(
1

2

)n
×H4

(
2µ, u+ n;µ+

1

2
, 1 + n;

(
2µH

2µh+ γ̄

)2

,
γ̄

2(2µh+ γ̄)

)]
(3.4)

where (.)n is the Pochhammer symbol.

Proof: See Appendix A.2.

3.3 Performance Analysis with MRC

In spite of the MRC needs the instantaneous CSI between the PU and the SU

that makes the analysis of the ED’s performance with MRC is not desirable, many

efforts have been achieved to study this scenario as in [61, 41, 91, 92, 94, 99-101].

The PDF of the received SNR over i.n.d η−µ fading channels with MRC diversity

branches is given by [103]1

fMRC
γ,i.n.d(γ) =

( L∏
i=1

(
4µ2

ihi
γ̄2
i

)µi) γ
2
L∑
i=1

µi−1

Γ

(
2
L∑
i=1

µi

)Φ
(2L)
2

(
µ1, µ1, ..., µL, µL; 2

L∑
i=1

µi;

−2µ1(h1 −H1)γ

γ̄1

,−2µ1(h1 +H1)γ

γ̄1

, ...,−2µL(hL −HL)γ

γ̄L
,−2µL(hL +HL)γ

γ̄L

)
(3.5)

1It can be noted that the term
∏L
i=1

(
4µ2

ihi

γ̄2
i

)µi

is written in incorrect form in [103].
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where Φ
(M)
2 is the confluent multivariate Lauricella hypergeometric function [44, eq.

(1.4.8)].

When the variates of the η − µ fading channel are i.i.d with MRC diversity re-

ceivers, the PDF is easily deduced from (3.5) as follows

fMRC
γ,i.i.d (γ) =

(
4µ2h

γ̄2

)Lµ
γ2Lµ−1

Γ(2Lµ)
Φ2

(
Lµ,Lµ; 2Lµ;−2µ(h−H)γ

γ̄
,−2µ(h+H)γ

γ̄

)
(3.6)

3.3.1 Average Probability of Detection

The average probability of detection with MRC diversity combining, Pd
MRC

i.n.d (λ)

can be evaluated by substituting (2.8) and (3.5) into (3.1). Thus, after some mathe-

matical manipulations, this yields

Pd
MRC

i.n.d (λ) =

( L∏
i=1

(
4µ2

ihi
γ̄2
i

)µi)[
K1,i.n.d −

λu

u!2u
K2,i.n.d

]
(3.7)

with

K1,i.n.d = F 1:

2L+1︷ ︸︸ ︷
1; ...; 1; 0

1:0; ...; 0; 0

[2
L∑
i=1

µi : 1, ..., 1, 1] : [µ1 : 1]; [µ1 : 1]; ...; [µL : 1]; [µL : 1]; ;


[2
L∑
i=1

µi : 1, ..., 1, 0] : ; ; ...; ; ; ;

−2µ1(h1−H1)
γ̄1

,−2µ1(h1+H1)
γ̄1

, ...,−2µL(hL−HL)
γ̄L

,−2µL(hL+HL)
γ̄L

, 1


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and

K2,i.n.d = F 2:

2L+2︷ ︸︸ ︷
1; ...; 1; 0; 0

2:0; ...; 0; 0; 1

[2
L∑
i=1

µi : 1, ..., 1, 1, 0], [u : 0, ..., 0, 1, 1] : [µ1 : 1]; [µ1 : 1]; ...;


[2
L∑
i=1

µi : 1, ..., 1, 0, 0], [1 + u : 0, ..., 0, 1, 1] : ; ; ...;

[µL : 1]; [µL : 1]; ; ;

−2µ1(h1−H1)
γ̄1

,−2µ1(h1+H1)
γ̄1

, ...,

; ; ; [u : 1];

−2µL(hL−HL)
γ̄L

,−2µL(hL+HL)
γ̄L

,−λ
2
, λ

2


where FA:B1;...;B(n)

C:D1;...;D(n)

(
.

)
is the Srivastava and Daoust hypergeometric function defined

in [44, eq. (1.4.21)], [2
∑L

i=1 µi : 1, ..., 1, 1, 1] = (2
∑L

i=1 µi)k1+j1+...+kL+jL+n, [2
∑L

i=1 µi :

1, ..., 1, 1, 1] = (2
∑L

i=1 µi)k1+j1+...+kL+jL , [µ1 : 1] = (µ1)k1 , [µL : 1] = (µL)kL , = (.)0,

i.e, = 1 and it is used in the Srivastava and Daoust hypergeometric function to

make the number of terms in the dominator is equal to the number of terms in the

numerator and vice versa2.

Proof: See Appendix A.3.

Corollary 1 When the diversity branches are i.i.d, the average probability of detec-

tion Pd
MRC

i.i.d (λ) can be computed by inserting (2.8) and (3.6) into (3.1) to yield (3.8).

Pd
MRC

i.i.d (λ) =

(
4µ2h

γ̄2

)Lµ[
K1,i.i.d −

λu

u!2u
K2,i.i.d

]
(3.8)

where

K1,i.i.d = FG

(
2Lµ, 2Lµ, 2Lµ,Lµ, Lµ, 1; 1, 2Lµ, 2Lµ;−2µ(h−H)

γ̄
,−2µ(h+H)

γ̄
, 1

)
2For further details about all these notations, please refer to (A.13) and [44, eq. (1.4.21)].
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and

K2,i.i.d = F 2:1;1;0;0
2:0;0;1;0

[2Lµ : 1, 1, 1, 0], [u : 0, 0, 1, 1] : [Lµ : 1]; [Lµ : 1]; ; ;


[2Lµ : 1, 1, 0, 0], [1 + u : 0, 0, 1, 1] : ; ; [u : 1]; ;

−2µ(h−H)
γ̄

,−2µ(h+H)
γ̄

,−λ
2
, λ

2


where FG(.) is another form of the triple variables Saran hypergeometric function [44,

eq. (1.5.3)].

Proof: See Appendix A.3.

3.3.2 Average Area under the ROC (AUC) Curve

The average AUC over i.n.d η− µ fading channels with MRC diversity reception,

ĀMRC
i.n.d can be calculated by averaging (2.21) over (3.5) using (3.3). Accordingly, the

result is

ĀMRC
i.n.d = 1−

( L∏
i=1

(
4µ2

ihi
γ̄2
i

)µi)[u−1∑
n=0

2
2
L∑
i=1

µi

(
2

L∑
i=1

µi

)
n

n!
F1,i.n.d

−
u−1∑

n=1−u

(u)n
2(u+n)n!

F2,i.n.d

]
(3.9)

with

F1,i.n.d = F
(2L)
D

(
n+ 2

L∑
i=1

µi;µ1, µ1, ..., µL, µL; 2
L∑
i=1

µi;−
4µ1(h1 −H1)

γ̄1

,

−4µ1(h1 +H1)

γ̄1

, ...,−4µ1(hL −HL)

γ̄L
,−4µ1(hL +HL)

γ̄L

)
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and

F2,i.n.d = F 1:

2L+1︷ ︸︸ ︷
1; ...; 1; 1

1:0; ...; 0; 1

[2
L∑
i=1

µi : 1, ..., 1, 1] : [µ1 : 1]; [µ1 : 1]; ...; [µL : 1]; [µL : 1]; [u+ n : 1];


[2
L∑
i=1

µi : 1, ..., 1, 0] : ; ; ...; ; ; [1 + n : 1];

−4µ1(h1+H1)
γ̄1

,−4µ1(h1−H1)
γ̄1

, ...,−4µ1(hL−HL)
γ̄L

,−4µ1(hL+HL)
γ̄L

, 1
2


where F

(2L)
D (.) is the multivariate Lauricella hypergeometric function [44, eq. (1.4.4)].

Proof: See Appendix A.4.

Corollary 2 When the diversity branches are i.i.d, the AUC curve, ĀMRC
i.i.d , can be

evaluated by integrating (2.21) over the PDF in (2.6) to yield (3.10).

A
MRC

i.i.d = 1−
(

4µ2h

γ̄2

)Lµ[ u−1∑
n=0

22Lµ (2Lµ)n
n!

F1,i.i.d −
u−1∑

n=1−u

(u)n
2(u+n)n!

F2,i.i.d

]
(3.10)

with

F1,i.i.d = F
(2)
D

(
n+ 2Lµ;Lµ,Lµ; 2Lµ;−4µ(h−H)

γ̄
,−4µ(h+H)

γ̄

)
and

F2,i.i.d = FG

(
2Lµ, 2Lµ, 2Lµ,Lµ, Lµ, u+ n;n+ 1, 2Lµ, 2Lµ;

−2µ(h−H)

γ̄
,−2µ(h+H)

γ̄
,
1

2

)

where F
(2)
D is another model of the double variables Lauricella hypergeometric function

[43, eq. (9.180.1)] 3.

Proof: See Appendix A.4.

3It can be observed that F
(2)
D is a special case of F

(M)
D with M = 2.
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3.4 Performance Analysis with SLC

As mentioned in Subsection 2.7.2, the only difference between the MRC and the

SLC is in the time-bandwidth product. Thus, the average probability of detection

over η − µ fading channels with i.n.d and i.i.d SLC diversity receivers calculated by

(3.7) and (3.8), respectively after replacing u by Lu. Similarly, the average AUC curve

for i.n.d and i.i.d η−µ fading channels with SLC diversity receivers are obtained from

(3.9) and (3.10), respectively.

3.5 Performance Analysis with SLS

3.5.1 Average Detection Probability

The average probability of detection for i.n.d SLS diversity reception P
SLS

d,i.n.d(λ) is

given by [30]

P
SLS

d,i.n.d(λ) = 1−
L∏
i=1

∫ ∞
0

[
1−Qu(

√
2γi,
√
λ)

]
fγi(γi)dγi (3.11)

Similar to deriving (3.1) in Appendix A.1, the P
SLS

d,i.n.d(λ) over i.n.d η − µ fading

channels can be computed by substituting (2.26) in (3.11) to yield

Pd
SLS

i.n.d(λ) = 1−
L∏
i=1

[
1− 2

√
πΓ(2µi)

Γ(µi)Γ(µi + 1
2
)

(
µ2
ihi

(γ̄i + 2µihi)2

)µi
×
{

H4

(
2µi, 1;µi +

1

2
, 1;

(µiHi)
2

(2µihi + γ̄i)2
,

γ̄i
2µihi + γ̄i

)
− λu

u!2u
X15

(
2µi, u;u, 1 + u, µi +

1

2
;

(µiHi)
2

(2µihi + γ̄i)2
,

γ̄iλ

2(2µihi + γ̄i)
,−λ

2

)}]
(3.12)

For the case of i.i.d SLS diversity branches, the P
SLS

d,i.i.d(λ) over η−µ fading channels

53



can be deduced from (3.12) as follows

Pd
SLS

i.i.d (λ) = 1−
[
1− 2

√
πΓ(2µ)

Γ(µ)Γ(µ+ 1
2
)

(
µ2h

(γ̄ + 2µh)2

)µ
×
{

H4

(
2µ, 1;µ+

1

2
, 1;

(µH)2

(2µh+ γ̄)2
,

γ̄

2µh+ γ̄

)
− λu

u!2u
X15

(
2µ, u;u, 1 + u, µ+

1

2
;

(µH)2

(2µh+ γ̄)2
,

γ̄λ

2(2µh+ γ̄)
,−λ

2

)}]L
(3.13)

3.5.2 Average Area under the ROC (AUC)

It is obvious from (2.38) and (2.39) that the unfaded AUC curve for both i.i.d and

i.n.d SLS diversity scheme over any fading channel can not be calculated by using

(2.21). Accordingly, the exact analytic expression of the unfaded AUC curve for i.n.d

SLS diversity reception is firstly derived as shown in Appendix A.5. Then, the exact

expression for the AUC curve with i.n.d SLS diversity branches, ĀSLSi.n.d, over η − µ

fading channels is deduced as follows

ĀSLSi.n.d =
Γ(1 + Lu)

[Γ(1 + u)]L

F (L−1)
A (Lu;u, ..., u; 1 + u, ..., 1 + u;−1, ...,−1)− G(Lu)Lu

[Γ(1 + u)]L

×F 2L+1:

L︷ ︸︸ ︷
0; · · · ; 0;

L︷ ︸︸ ︷
1; · · · ; 1;

2L−1︷ ︸︸ ︷
0; · · · ; 0

L :2; . . . ; 2;1; . . . ; 1;1; . . . ;1

[P1 : ϑ
(1)
1 , ..., ϑ

(3L−1)
1 ], [P2 : ϑ

(1)
2 , ..., ϑ

(L)
2 ], [P3 : ϑ

(1)
3 , ..., ϑ

(L)
3 ] :


[C : ϑ

(1)
2 , ..., ϑ

(L)
2 ] :

; ...; ; [p
(1)
1 : φ

(1)
1 ] ; ...; [p

(2L−1)
1 : φ

(2L−1)
1 ]; ; ...; ;

[c
(1)
1 : ψ

(1)
1 ]; ...; [c

(L)
1 : ψ

(L)
1 ]; [c

(1)
2 : ψ

(1)
2 ]; ...; [c

(2L−1)
2 : ψ

(2L−1)
2 ]; [c

(1)
3 : ψ

(1)
3 ]; ...; [c

(L)
3 : ψ

(L)
3 ];

γ̄1

2µ1h1+γ̄1
, ..., γ̄L

2µLhL+γ̄L
, (µ1H1)2

(2µ1h1+γ̄1)2 , ...,
(µLHL)2

(2µLhL+γ̄L)2 ,−1, ...,−1




(3.14)
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where F
(L−1)
A (.) is another model of the multivariate Lauricella hypergeometric func-

tion defined in [44, eq. (1.4.1)], G =
L∏
i=1

2
√
πΓ(2µi)

Γ(µi)Γ(µi+
1
2

)

(
µ2
i hi

(2µihi+γ̄)2

)µi
, ϑ1 = [1, 1, · · · , 1],

P1 = 2Lu, P2 = [u, · · · , u], P3 = [2µ1, · · · , 2µL], and C = [1+u, · · · , 1+u]. Moreover,

ϑ2 = ϑ3 with L× L dimensions where

ϑ2 =


1 1 0 0 · · · 0 0

0 0 1 1 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 1 1


d

(i)
1 = φ

(i)
1 = 0 ∀ i ∈ {1, · · · , L}, d(i)

1 = u and φ
(i)
1 = 1 ∀ i ∈ {L + 1, · · · , 2L − 1},

c
(i)
1 = u and ψ

(i)
1 = 1 ∀ i ∈ {1, · · · , L}, c(i)

2 = ψ
(i)
2 = 0 ∀ i ∈ {1, · · · , L},

c
(i)
2 = 1 + u and ψ

(i)
2 = 1 ∀ i ∈ {L + 1, · · · , 2L− 1}, and c

(i)
3 = µi + 1

2
and ψ

(i)
3 = 1

∀ i ∈ {1, · · · , L}.
Proof: See Appendix A.5.

3.6 Numerical Results

This section provides the numerical results of the performance of energy detector

over η−µ fading channel4. These results are generated for different cases through the

complementary ROC (CROC) curves, i.e., Pmd against Pf and the complementary

AUC (CAUC), 1−A, versus average SNR, γ̄, curves using MATLAB software package.

Fig. 3.1 (top of the next page) illustrates the CROC curves of energy detector

over η−µ fading channel with γ = 5 dB and u = 1 and for different values of η and µ.

From this figure, it can be noticed that when η or/and µ increase, the performance of

energy detector becomes better. This is because higher η and µ correspond to high

power rate, i.e., the total power of the in-phase components is higher than the total

4In this thesis, Format 1 is employed and the results for Format 2 can be easily obtained from
Format 1 by applying the bilinear transformation as described in [51].
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Figure 3.1: Complementary ROC curves of energy detector over η−µ fading channel
with γ̄ = 5 dB and u = 1 and for different values of η and µ (Format 1).

power of the quadrature components and large number of the multipath clusters,

respectively. For example, when Pf = 0.1, η = 0.9 (fixed), the Pmd for µ = 3.5 is

nearly 10% less than for µ = 1.5. In the same context, when η increases from 0.1 to

0.9 with µ is fixed at 1.5, the Pmd reduces for about 8% from its original value. From

previous results, one can observe that µ has higher impact on the energy detector

performance than η.

Fig. 3.2 (top of the next page) shows the CAUC of energy detector over η − µ
fading channel versus the average SNR, γ̄, with u = 1 and for different values of η and

µ. The results in this figure confirm the results of Fig. 3.1. However, the differences

between the compared curves in Fig. 3.2 are clearer than Fig. 3.1. This case explains

one of the AUC curve’s advantages. For example, for the case of γ̄ = 7 dB, η = 0.9
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Figure 3.2: Complementary AUC of energy detector over η−µ fading channel versus
the average SNR, γ̄, with u = 1 and for different values of η and µ (Format 1).

(fixed), the CAUC for µ = 3.5 is roughly 27% less than for µ = 1.5. In the same

context, when µ = 1.5 (fixed), the CAUC for η = 0.9 is about 20% less than for the

case of η = 0.1.

Fig. 3.3 (top of the next page) depicts the CROC curves of energy detector for

different diversity schemes over i.n.d η−µ fading channels with u = 1. In this figure,

three diversity scenarios which are single-branch, three-branches and five-branches

for MRC, SLC and SLS diversity reception are employed. In all these scenarios, the

simulation parameters for each branch are set to (η1, µ1, γ̄1) = (0.5, 0.7, 0 dB), (η2,

µ2, γ̄2) = (1.2, 1.5, 1 dB), (η3, µ3, γ̄3) = (2.3, 3.1, 2 dB), (η4, µ4, γ̄4) = (3.4, 4.6, 5 dB)

and (η5, µ5, γ̄5) = (4.7, 5.2, 10 dB). As expected, the overall detection capability of

energy detector with diversity reception is better than the case of no-diversity. This
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Figure 3.3: Complementary ROC curves of energy detector for different diversity
receptions over i.n.d η − µ fading channels with (η1, µ1, γ̄1) = (0.5, 0.7, 0 dB), (η2,
µ2, γ̄2) = (1.2, 1.5, 1 dB), (η3, µ3, γ̄3) = (2.3, 3.1, 2 dB), (η4, µ4, γ̄4) = (3.4, 4.6, 5
dB), (η5, µ5, γ̄5) = (4.7, 5.2, 10 dB) (Format 1) and u = 1.

refers to the increase in either the average SNR (in MRC diversity receivers) or the

calculated energy (in both SLC and SLS diversity receivers) at the SU side which

increases the test statistic Ξ. For example, the value of Pmd for Pf = 0.1 (fixed) and

L = 1 is nearly 34%, 44% and 66% larger than for SLS, SLC and MRC, respectively

with L = 3. Obviously, these gains rise when L = 5 due to the increase in all fading

parameters for the fourth and the fifth branches as well as the number of the diversity

branches, i.e., the total average SNR or the evaluated energy.

The results in Fig. 3.3 are also confirmed by Fig. 3.4 (top of the next page) which

explains the CAUC for different SNR values and for the same scenarios of Fig. 3.3.
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Figure 3.4: Complementary AUC versus average SNR, γ̄, for different diversity re-
ceptions over i.n.d η − µ fading channels with (η1, µ1) = (0.5, 0.7), (η2, µ2) = (1.2,
1.5), (η3, µ3) = (2.3, 3.1), (η4, µ4) = (3.4, 4.6), (η5, µ5) = (4.7, 5.2) (Format 1) and
u = 1.

The results in Fig. 3.4 show different gains between the performed scenarios than

in Fig. 3.3. For instance, when γ̄ = 5 dB (fixed) and L = 1, the value of CAUC is

roughly 73%, 83% and 93% higher compared with the corresponding cases of SLS,

SLC and MRC, respectively with L = 3.

Fig. 3.5 (top of the next page) demonstrates the effect of the number of diversity

branches, L, on the behaviour of energy detector over i.i.d η − µ fading channels.

The simulation parameters are set to η = 0.7, µ = 1.2, γ̄ = 3 dB, Pf = 0.01 and u

= 3. One can observe a significant effect for L on both the Pd and the Ā and for all

diversity techniques. For example, for L = 7, it can be seen that the amplitudes of Pd
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Figure 3.5: Average probability of detection, Pd and average AUC curves, Ā, versus
the number of diversity branches for different i.i.d combining schemes with η = 0.7,
µ = 1.2 (Format 1), γ̄ = 3 dB, Pf = 0.01 and u = 3.

are approximately 41%, 56% and 26% higher compared with the corresponding case

of L = 4 for MRC, SLC and SLS, respectively. In the same context, the values of Ā

for L = 4 are lower by about 4%, 6% and 9% for MRC, SLC and SLS respectively

than for L = 7.

Fig. 3.6 (top of the next page) portrays the CROC curves of energy detector

for different CSS scenarios with non-identical SUs over η − µ fading channels. The

simulation parameters for each user are chosen as (η3, µ3, γ̄3, Pf3) = (0.1, 0.8, 5 dB,

[0.01, 0.99] with ∆ = 0.035), (η4, µ4, γ̄4, Pf4) = (0.3, 1.5, 4 dB, [0.01, 0.99], with

∆ = 0.035), (η5, µ5, γ̄5, Pf5) = (0.6, 1.9, 3 dB, [0.02, 1], with ∆ = 0.035), (η6, µ6,

γ̄6, Pf6) = (0.9, 2.6, 2 dB, [0.025, 0.99], with ∆ = 0.034), (η7, µ7, γ̄7, Pf7) = (1.3,
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Figure 3.6: Complementary ROC curves for different CSS scenarios with non-identical
SUs over η − µ fading channels (Format 1).

3.5, 1.5 dB, [0.026, 0.99], with ∆ = 0.034) and (ηFC , µFC , γ̄FC) = (0.5, 3.5, 2.5

dB)5. Furthermore, the reporting channel is assumed to be error-rate channel. This

error is evaluated as an ABEP over η − µ fading channel by using [56, eq. (10)] for

a signal with binary phase shift keying (BPSK) modulation. As explained in Fig.

3.6, substantial enhancements in the behaviour of energy detector occur when the

number of collaborated SUs increases. This refers to decreasing in the sensing error

probabilities (missed-detection and false alarm probabilities) at the FC. However, a

large number of participant SUs makes the sensing time high in comparison with

small number of SUs. For example, for the case with no-diversity at the FC and the

5The notations [, ] and ∆ indicate for the closed interval and step size, respectively.
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reporting channel with free error-rate, i.e., Pe = 0, the value of Qmd (Qmd = 1−Qd) for

4-out-of-5 is larger than for 3-out-of-5 by 66% at Qf = 0.1. In the same context, the

Qmd for 6-out-of-7 is higher than for 4-out-of-5 by 37%. When the reporting channel

is assumed to be error-rate channel, the value of Qmd increases by 20% for 6-out-of-7

with Qf = 0.1 and no-diversity at the FC. This is because the Pe increases both the

missed-detection and false alarm probabilities and makes their increase faster than

for error-free channel. This impact can be minimized by employing one of diversity

combining techniques at the FC. Since the reporting channel case is known by the

FC, the MRC scheme is the best choice to reduce Pe. For simplicity, dual diversity

receivers over i.n.d η−µ fading channels are employed. For both branches, the channel

parameters are set to (ηFC1 , µFC1 , γ̄FC1) = (0.5, 3.5, 2.5 dB) and (ηFC2 , µFC2 , γ̄FC2) =

(0.7, 2.1, 0.8 dB). As expected, an improvement in the detection capability of energy

detector is obtained by using the diversity technique. For instance, for the case of

6-out-of-7 and Qf = 0.1, the value of Qmd is degraded by 13% when the diversity

reception is utilised.

3.7 Conclusions

In this chapter, the behaviour of the energy detector over η − µ fading channels

was analysed by deriving exact analytic expressions for both the average probability

of detection and the average AUC by using the PDF approach. The analysis was also

carried out over i.n.d η − µ fading channels with MRC, SLC, SLS diversity schemes

and CSS scenarios. From the provided results, it was noticed that the performance of

the energy detector improves when η or/and µ increase. Furthermore, the parameter

µ has a higher impact on the detectability of energy detector in comparison with η.

This superiority becomes more clear by using the average CAUC versus the average

SNR rather than the CROC curves. Moreover, the MRC was better than the SLC and

the SLS diversity receivers. However, it requires for a CSI between the PU and the SU,

i.e., information about the sensing channel. It was also observed that an improvement

in the performance of energy detector in CSS is achieved when the number of SUs

who participate in the decision increases. The reason is as follows, when Qf is fixed,
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Pe = 0 and by using (2.41), one can see that Qk-out-of-n
md = Qk+1-out-of-n

md −
(
n
k

)
P k
dk

(1 −
Pdk)

n−k. Moreover, when the reporting channel is assumed to be an error channel, the

performance of CSS is degraded due to the increase in the total error rate probability,

i.e., Qmd +Qf at the FC.
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Chapter 4

Performance Analysis of an Energy

Detector over κ− µ Shadowed

This chapter analyses the performance of an energy detector over κ−µ shadowed

fading channel. Exact analytic expressions for the average detection probability and

the average AUC curve are derived first. Thereafter, different diversity reception tech-

niques such as MRC, SLC, and SLS schemes are employed to improve the detectability

of the SU. Two cases of diversity branches which are fully i.i.d and fully i.n.d κ− µ
shadowed fading channels are investigated. Moreover, different CSS scenarios over

κ − µ shadowed fading for both the sensing and the reporting channels are shown.

The case of FC with MRC diversity receivers to reduce the error rate probability is

analysed. Finally, the behaviour of an energy detector over κ− µ extreme shadowed

fading channel which is a special case of the κ− µ shadowed fading is explained.

4.1 Introduction

The wireless signal is also affected by shadowing which is a part of fading that

can not be ignored. This impact has been studied, in the open technical literature,

by few works with limited contributions [104-110]. In [104-107], the performance of

energy detector over K and KG which are mixture of Rayleigh/gamma distributions

and Nakagami-m/gamma distributions, respectively is analysed. The authors in [104]
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have assumed the multipath fading parameters are identical for all branches whereas

the shadowing parameters are supposed to be identical and non-identical over MRC

and SC diversity receptions. In contrast to [104], the behaviour of energy detector over

KG is investigated in [105] by using closed-from expression for the average probability

of detection. The study in [106] is based on deriving the average AUC curves over

fully i.i.d KG fading channels with MRC, SLC and SC diversity schemes. A learning

approach is proposed by [107] to provide spectrum sensing over KG fading with i.i.d

branches for both MRC and SLC systems. In [108], the approximated MGF expression

for the Nakagami-lognormal is employed to derive the average probability of detection

for both SLC and SLS receivers with i.i.d branches. Both the average probability of

detection and the average AUC curves over gamma shadowed Rician fading channel

are given in [109] for no diversity scheme. The previous work is then extended by

the same authors in [110] to include MRC, EGC, and SC schemes under condition of

i.i.d diversity receivers.

Recently, the so-called κ − µ shadowed fading distribution is introduced in [111]

as a composite generalised distribution which includes both multipath fading and

shadowing. In this distribution, the κ− µ and Nakagami-m distributions are utilised

to model the multipath fading and shadowing, respectively. As explained in Section

2.5 regarding the features of the generalised distributions, the κ−µ shadowed fading

channel gives better fitting to the experimental data of realistic communications than

composite conventional channel models that are used in the literature. Furthermore,

this channel includes special cases of previously used composite fading channel, such

as Rician fading channel with Nakagami-m shadowing [109]. Thus, this channel is

very useful to obtain practical comprehensive analysis for the performance of energy

detector over fading channel with both multipath and shadowing. From aforemen-

tioned advantages for the κ − µ shadowed fading channel as well as from the open

technical literature that shows this channel has not been yet employed in studying

the behaviour of energy detector, this channel is used in this chapter. This study has

led to several novel contributions which are summarized as follows:

• Providing exact analytic expression for both the average probability of detection
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and the average AUC curve over κ− µ shadowed fading channel.

• Extending the expressions in the previous point to include MRC, SLC, and SLS

schemes with i.n.d and i.i.d diversity branches.

• Studying the behaviour of energy detector over κ−µ extreme shadowed fading

channel which is a special case of κ− µ shadowed fading channel to model the

wireless channels of the communication scenarios in enclosed environments.

• Analysing different general scenarios of CSS with non-identical SUs using en-

ergy detector over κ−µ shadowed fading channel for both sensing and reporting

channels. Similar to Chapter 3, the error rate at the reporting channel is eval-

uated and reduced by employing MRC scheme with dual branches.

4.2 κ− µ Shadowed Fading Channel

In the κ−µ shadowed fading channel, the shadowing is represented by Nakagami-

m distribution because it provides simple statistical characteristics expressions, i.e.,

PDF, CDF, and MGF in comparison with other distributions such as lognormal

distribution. Therefore, this channel has three parameters which are: κ, µ, and m

which stands for the shadowing severity parameter.

The PDF of the instantaneous SNR, γ, over κ − µ shadowed fading channel is

expressed by [111],

fγ(γ) =
µµmm(1 + κ)µγµ−1

Γ(µ)γ̄µ(µκ+m)m
e−

µ(1+κ)γ
γ̄

1F1

(
m;µ;

µ2κ(1 + κ)

(µκ+m)

γ

γ̄

)
(4.1)

where 1F1(.; .; .) is another model of the confluent hypergeometric function defined in

[44, eq. (1.2.23)]
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4.3 Performance Analysis with No Diversity

4.3.1 Average Probability of Detection

The average probability of detection, Pd(λ), over κ− µ shadowed fading channel

can be computed by inserting Pd(γ, λ) of (2.8) and the PDF of the instantaneous

SNR γ of (4.1) in (3.1). After some mathematical operations, the exact expression

for Pd(λ) is given as follows

Pd(λ) =
µµmm(1 + κ)µ

(µ(1 + κ) + γ̄)µ(µκ+m)m

×
[
F2

(
µ,m, 1;µ, 1;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)
,

γ̄

(µ(1 + κ) + γ̄)

)
− λu

u!2u
FM

(
m,u, u, µ, u, µ;µ, 1 + u, 1 + u;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)
,

γ̄λ

2(µ(1 + κ) + γ̄)
,−λ

2

)]
(4.2)

where F2(.) and FM(.) denote the double variables Appell hypergeometric function

[43, eq. (9.180.2)] and the triple variables Saran hypergeometric function [44, eq.

(1.5.5)], respectively.

Proof: See Appendix B.1.

It is noted that, for the special case of κ − µ shadowed fading channel, when

m → ∞ and after some mathematical operations, (4.2) becomes identical to the

previously derived expression [95, eq. (15)]. Moreover, when m → ∞ and κ → 0,

(4.2) is identical to the Pd(λ) over Nakagami-m fading channel [30, eq. (7)], [61, eq.

(8)] and Rayleigh fading channel [30, eq. (9)] with µ = m and m = 1, respectively.

The Rician shadowed fading channel is obtained by setting the channel parameters

as follows: m → ∞ and κ = K where K is the Rician factor. Accordingly, (4.2) is

equivalent to [109, eq. (12)].
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4.3.2 Average Area under the ROC (AUC)

The average AUC, Ā, can be calculated by averaging the unfaded AUC of (2.21)

over the PDF of the received SNR γ of (4.1) using (3.3). Accordingly, this yields

Ā = 1− µµmm(1 + κ)µ

(µκ+m)m

[
2µ

(2µ(1 + κ) + γ̄)µ

u−1∑
n=0

(µ)n
n!

(
γ̄

(2µ(1 + κ) + γ̄)

)n
×2F1

(
m,µ+ n;µ;

2µ2κ(1 + κ)

(µκ+m)(2µ(1 + κ) + γ̄)

)
− 1

2u(µ(1 + κ) + γ̄)µ

u−1∑
n=1−u

(u)n
n!

(
1

2

)n
×F2

(
µ,m, u+ n;µ, 1 + n;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)
,

γ̄

2(µ(1 + κ) + γ̄)

)]
(4.3)

Proof: See Appendix B.2.

It is noted that, when m → ∞ and κ → 0 (Nakagami-m fading channel) with

some straightforward mathematical operations, (4.3) becomes equal to [41, eq. (13)]

with µ = m. In addition, when µ = 1, (4.3) is identical to expression of Ā over Rician

shadowed fading channel [109, eq. (20)].

4.4 Performance Analysis with MRC

The PDF of the sum of i.n.d κ−µ shadowed fading variates that can be employed

for MRC is given by [111]

fMRC
γ,i.n.d(γ) =

( L∏
i=1

µµii m
mi
i (1 + κi)

µi

(µiκi +mi)mi

(
1

γ̄i

)µi) γ

L∑
i=1

µi−1

Γ

(
L∑
i=1

µi

)
×Φ

(2L)
2

(
µ1 −m1, ..., µL −mL,m1, ...,mL;

L∑
i=1

µi;−
µ1(1 + κ1)γ

γ̄1

, ...,−µL(1 + κL)γ

γ̄L
,

−µ1(1 + κ1)

γ̄1

m1γ

µ1κ1 +m1

, ...,−µL(1 + κL)

γ̄L

mLγ

µLκL +mL

)
(4.4)
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When the κ− µ shadowed fading variates are i.i.d, the PDF is expressed by [111]

fMRC
γ,i.i.d (γ) =

1

Γ(Lµ)

µLµmLm(1 + κ)Lµ

(µκ+m)Lm

(
1

γ̄

)Lµ
γLµ−1

×Φ2

(
Lµ− Lm,Lm;Lµ;−µ(1 + κ)γ

γ̄
,−µ(1 + κ)

γ̄

mγ

µκ+m

)
(4.5)

4.4.1 Average Probability of Detection

The average probability of detection over i.n.d κ−µ shadowed fading channels with

MRC receivers, Pd
MRC

i.n.d (λ), that is given in (4.6) can be computed through averaging

(2.8) by the PDF of SNR in (4.4) with some mathematical manipulations.

Pd
MRC

i.n.d (λ) =

( L∏
i=1

µµii m
mi
i (1 + κi)

µi

(µiκi +mi)mi

(
1

γ̄i

)µi)[
I1,i.n.d −

λu

u!2u
I2,i.n.d

]
(4.6)

where

I1,i.n.d =

F 1:

2L+1︷ ︸︸ ︷
1; ...; 1; 0

1:0; ...; 0; 0

[
L∑
i=1

µi : 1, ..., 1, 1] : [µ1 −m1 : 1]; ...; [µL −mL : 1]; [m1 : 1]; ...; [mL : 1]; ;


[
L∑
i=1

µi : 1, ..., 1, 0] : ; ...; ; ; ...; ; ;

−µ1(1+κ1)
γ̄1

, ...,−µL(1+κL)
γ̄L

,− µ1(1+κ1)m1

γ̄1(µ1κ1+m1)
, ...,− µL(1+κL)mL

γ̄L(µLκL+mL)
, 1


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and

I2,i.n.d =

F 2:

2L+2︷ ︸︸ ︷
1; ...; 1; 0; 0

2:0; ...; 0; 0; 1

[
L∑
i=1

µi : 1, ..., 1, 1, 0], [u : 0, ..., 0, 1, 1] : [µ1 −m1 : 1]; ...; [µL −mL : 1];


[
L∑
i=1

µi : 1, ..., 1, 0, 0], [1 + u : 0, ..., 0, 1, 1] : ; ...; ;

[m1 : 1]; ...; [mL : 1]; ; ;

−µ1(1+κ1)
γ̄1

, ...,−µL(1+κL)
γ̄L

,

; ...; ; ; [u : 1];

−µ1(1+κ1)
γ̄1

m1

µ1κ1+m1
, · · · ,−µL(1+κL)

γ̄L

mL
µLκL+mL

,−λ
2
, λ

2


Proof: See Appendix B.3.

Corollary 3 Substituting (2.8) and (4.5) in (3.1) and doing some mathematical cal-

culations, the average probability of detection over i.i.d κ−µ shadowed fading channels

with MRC branches, Pd
MRC

i.i.d , is calculated as follows

Pd
MRC

i.i.d (λ) =
µLµmLm(1 + κ)Lµ

γ̄Lµ(µκ+m)Lm

[
I1,i.i.d −

λu

u!2u
I2,i.i.d

]
(4.7)

where

I1,i.i.d = FG

(
Lµ,Lµ, Lµ, Lµ− Lm,Lm, 1; 1, Lµ, Lµ;

−µ(1 + κ)

γ̄
,− m

(µκ+m)

µ(1 + κ)

γ̄
, 1

)
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and

I2,i.i.d = F 2:1;1;0;0
2:0;0;1;0

[Lµ : 1, 1, 1, 0], [u : 0, 0, 1, 1] : [Lµ− Lm : 1]; [Lm : 1]; ; ;


[Lµ : 1, 1, 0, 0], [1 + u : 0, 0, 1, 1] : ; ; [u : 1]; ;

−µ(1+κ)
γ̄

,− m
(µκ+m)

µ(1+κ)
γ̄

,−λ
2
, λ

2


Proof: See Appendix B.3.

4.4.2 Average Area under the ROC (AUC)

Similar to (3.9) in Subsection 3.3.2, the average AUC over i.n.d κ − µ shadowed

fading channels with MRC diversity reception, ĀMRC
i.n.d , can be evaluated by substitut-

ing (2.21) and (4.4) into (3.3) and doing some calculations. Accordingly, this yields

ĀMRC
i.n.d = 1−

( L∏
i=1

µµii m
mi
i (1 + κi)

µi

(µiκi +mi)mi

(
1

γ̄i

)µi)
[
u−1∑
n=0

2

L∑
i=1

µi

(
L∑
i=1

µi

)
n

n!
B1,i.n.d −

u−1∑
n=1−u

(u)n
2(u+n)n!

B2,i.n.d

]
(4.8)

with

B1,i.n.d =

F
(2L)
D

(
n+

L∑
i=1

µi;µ1 −m1, ..., µL −mL,m1, ...,mL;
L∑
i=1

µi;−
2µ1(1 + κ1)

γ̄1

,

...,−2µL(1 + κL)

γ̄L
,−2µ1(1 + κ1)

γ̄1

m1

µ1κ1 +m1

, ...,−2µL(1 + κL)

γ̄L

mL

µLκL +mL

)
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and

B2,i.n.d =

F 1:

2L+1︷ ︸︸ ︷
1; ...; 1; 1

1:0; ...; 0; 1

[
L∑
i=1

µi : 1, ..., 1, 1] : [µ1 −m1 : 1]; ...; [µL −mL : 1];


[
L∑
i=1

µi : 1, ..., 1, 0] : ; ...; ;

[m1 : 1]; ...; [mL : 1]; [u+ n : 1];

−µ1(1+κ1)
γ̄1

, ...,−µL(1+κL)
γ̄L

,

; ...; ; [1 + n : 1];

−µ1(1+κ1)
γ̄1

m1

µ1κ1+m1
, · · · ,−µL(1+κL)

γ̄L

mL
µLκL+mL

, 1
2


Proof: See Appendix B.4.

Corollary 4 When the MRC receivers are i.i.d, the average AUC over κ−µ shadowed

fading channels, ĀMRC
i.i.d , can be computed by averaging (2.21) over (4.5) utilising (3.3).

Consequently, ĀMRC
i.i.d is given by

A
MRC

i.i.d = 1− µLµmLm(1 + κ)Lµ

γ̄Lµ(µκ+m)Lm

[
u−1∑
n=0

2Lµ
(Lµ)n
n!
B1,i.i.d −

u−1∑
n=1−u

(u)n
2(u+n)n!

B2,i.i.d

]
(4.9)

with

B1,i.i.d = F
(2)
D

(
n+ Lµ;Lµ− Lm,Lm;Lµ;−2µ(1 + κ)

γ̄
,−2µ(1 + κ)

γ̄

m

µκ+m

)
and

B2,i.i.d = FG

(
Lµ,Lµ, Lµ, Lµ− Lm,Lm, u+ n;n+ 1, Lµ, Lµ;

−µ(1 + κ)

γ̄
,−µ(1 + κ)

γ̄

m

µκ+m
,
1

2

)
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Proof: See Appendix B.4.

4.5 Performance Analysis with SLC

Similar to Section 3.4, the average probability of detection with i.n.d and i.i.d

SLC branches over κ− µ shadowed fading channels can be evaluated by substituting

Lu rather than u in (4.6) and (4.7), respectively. In similar manner, the average AUC

for i.n.d and i.i.d κ−µ shadowed fading channels with SLC branches can be deduced

from (4.8) and (4.9), respectively.

4.6 Performance Analysis with SLS

4.6.1 Average Detection Probability

The average probability of detection for SLS over i.n.d κ − µ shadowed fading

channels, P
SLS

d,i.n.d(λ), can be evaluated by inserting (4.1) in (3.2) and following the

same steps in Appendix B.1. Accordingly, this produces:

P
SLS

d,i.n.d(λ) = 1−
L∏
i=1

[
1− µi

µimi
mi(1 + κi)

µi

(µi(1 + κi) + γ̄i)µi(µiκi +mi)
mi

×
{
F2

(
µi,mi, 1;µi, 1;

µi
2κi(1 + κi)

(µiκi +mi)(µi(1 + κi) + γ̄i)
,

γ̄i
(µi(1 + κi) + γ̄i)

)
− λu

u!2u
FM
(
mi, u, u, µi, u, µi;µi, 1 + u, 1 + u;

µi
2κi(1 + κi)

(µiκi +mi)(µi(1 + κi) + γ̄i)
,

γ̄iλ

2(µi(1 + κi) + γ̄i)
,−λ

2

)}]
(4.10)

When the diversity receivers are i.i.d, P
SLS

d,i.i.d(λ) over κ−µ shadowed fading chan-
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nels can be obtained from (4.10) as follows

Pd
SLS

i.i.d (λ) = 1−
[
1− µµmm(1 + κ)µ

(µ(1 + κ) + γ̄)µ(µκ+m)m

×
{
F2

(
µ,m, 1;µ, 1;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)
,

γ̄

(µ(1 + κ) + γ̄)

)
− λu

u!2u
FM

(
m,u, u, µ, u, µ;µ, 1 + u, 1 + u;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)
,

γ̄λ

2(µ(1 + κ) + γ̄)
,−λ

2

)}]L
(4.11)

4.6.2 Average Area under the ROC (AUC)

The exact representation for the AUC with i.n.d SLS diversity branches, ĀSLSi.n.d,

over κ−µ shadowed fading channels can be computed by averaging ĀSLS(γ) of (A.30)

over (4.1). The final result is as follows

ĀSLSi.n.d =
Γ(1 + Lu)

[Γ(1 + u)]L

F (L−1)
A (Lu;u, ..., u; 1 + u, ..., 1 + u;−1, ...,−1)− G(Lu)Lu

[Γ(1 + u)]L

×F 2L+1:

L︷ ︸︸ ︷
0; · · · ; 0;

L︷ ︸︸ ︷
1; · · · ; 1;

2L−1︷ ︸︸ ︷
1; · · · ; 1

L :2; . . . ; 2;1; . . . ; 1;1; . . . ;1

[B1 : θ
(1)
1 , ..., θ

(3L−1)
1 ], [B2 : θ

(1)
2 , ..., θ

(L)
2 ], [B3 : θ

(1)
3 , ..., θ

(L)
3 ] :


[C : θ

(1)
2 , ..., θ

(L)
2 ] :

; ...; ; [b
(1)
1 : φ

(1)
1 ] ; ...; [b

(2L−1)
1 : φ

(2L−1)
1 ]; [b

(1)
2 : φ

(1)
2 ]; ...; [b

(L)
2 : φ

(L)
2 ];

[c
(1)
1 : ϕ

(1)
1 ]; ...; [c

(L)
1 : ϕ

(L)
1 ]; [c

(1)
2 : ϕ

(1)
2 ]; ...; [c

(2L−1)
2 : ϕ

(2L−1)
2 ]; [c

(1)
3 : ϕ

(1)
3 ]; ...; [c

(L)
3 : ϕ

(L)
3 ];

γ̄1

µ1(1+κ1)+γ̄1
, ..., γ̄L

µL(1+κL)+γ̄L
,

µ2
1κ1(1+κ1)

(µ1κ1+m1)(µ1(1+κ1)+γ̄1)
, ...,

µ2
LκL(1+κL)

(µLκL+mL)(µL(1+κL)+γ̄L)
,−1, ...,−1




(4.12)
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where G =
L∏
i=1

µi
µimi

mi (1+κi)
µi

(µi(1+κi)+γ̄i)µi (µiκi+mi)
mi , B1 = 2Lu, B2 = [u, · · · , u], B3 = [µ1, · · · , µL],

θ1 = [1, 1, · · · , 1] and C = [1+u, · · · , 1+u]. Moreover, θ2 = θ3 with L×L dimensions

where

θ2 =


1 1 0 0 · · · 0 0

0 0 1 1 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 1 1


b

(i)
1 = φ

(i)
1 = 0 ∀ i ∈ {1, · · · , L}, b(i)

1 = u and φ
(i)
1 = 1 ∀ i ∈ {L + 1, · · · , 2L − 1},

b
(i)
2 = mi and φ

(i)
2 = 1 ∀ i ∈ {1, · · · , L}, c(i)

1 = [u µi] and ϕ
(i)
1 = [1 1] ∀

i ∈ {1, · · · , L}, c(i)
2 = ϕ

(i)
2 = 0 ∀ i ∈ {1, · · · , L}, c(i)

2 = 1 + u and ϕ
(i)
2 = 1 ∀

i ∈ {L+ 1, · · · , 2L− 1}, and c
(i)
3 = µi and ϕ

(i)
3 = 1 ∀ i ∈ {1, · · · , L}.

Proof: See Appendix B.5.

4.7 κ− µ Extreme Shadowed Fading Channel

The κ− µ shadowed fading channel converts to another case which is called κ−
µ extreme shadowed fading when its parameters arrive at the extreme value, i.e.,

the power of the dominant components is very high (κ → ∞) and the number of

the multipaths is too small (µ → 0) [112]. The κ − µ extreme shadowed fading

channel describes the harsh channel conditions that occur in enclosed areas. Thus, this

channel can be utilized to model the wireless fading channel for indoor communication

scenarios. The fading severity index for κ − µ extreme shadowed fading channel is

represented by Nakagami-m parameter as follows, [113]1.

m =
µ(1 + κ)2

1 + 2κ
(4.13)

Using (4.13), κ→∞ and µ→ 0, we can express κµ ≈ 2m. Thus, the performance

1Bold m is used here to distinguish between the severity index of κ−µ extreme shadowed fading
channel and the shadowing severity index m.
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analysis of energy detector over κ−µ extreme shadowed fading channel can be found

by applying the previously mentioned assumptions on all derived expressions of the

κ− µ shadowed fading channel.

4.8 Numerical Results

In this section, the numerical results that show the behaviour of energy detector

over κ − µ shadowed fading channel are presented. These results that include the

CROC curves and the average complementary CAUC versus average SNR for differ-

ent scenarios are obtained by using MATLAB software package. The impact of the

shadowing severity index m on the values of Pd and A is explained. The impacts of

κ, µ and m on Pd are given in [95].

Fig. 4.1 (top of the next page) shows the CROC curves of energy detector over

κ−µ shadowed fading channel with SNR = 10 dB and u = 1 and for various values of

κ, µ and m. One can see an improvement in the behaviour of energy detector when

κ, µ or/and m increase. This is because higher κ, µ and m refer to the power rate is

high, i.e., the total power of the scattered waves is less than the total power of the

dominant components, the average number of the multipath clusters is large and the

shadowing has low effects, respectively. For example, when Pf = 0.1, κ = 1 and m =

2.5 (κ and m are fixed), the Pmd for µ = 0.5 is approximately 72% higher than for µ

= 2.5. In the same context, when κ decreases from 3 to 1 with µ and m are constant

at 0.8 and 2.5, respectively, the Pmd increases by 23% from its original value. It can

be noted that the previous two cases are consistent with the results in [96, Fig. 1].

Furthermore, the increase in m from 0.5 to 2.5 at Pf = 0.1, µ = 2.5 and κ =1 (µ and

κ are fixed) leads to nearly 31% dropping in the Pmd.
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µ → 0,m = 0.5, κ →∞
µ = 0.5,m = 2.5, κ = 1

µ = 0.8,m = 2.5, κ = 1

µ = 0.8,m = 2.5, κ = 3

µ = 0.8,m = 2.5, κ = 7

µ = 2.5,m = 0.5, κ = 1

µ = 2.5,m = 2.5, κ = 1

Figure 4.1: Complementary ROC curves of energy detector over κ − µ shadowed
fading channel with γ̄ = 10 dB and u = 1 and for different values of κ, µ and m.

Fig. 4.2 (top of the next page) illustrates the CAUC of energy detector over κ−µ
shadowed fading channel versus the average SNR, γ̄, with u = 1 and for the same

scenarios of Fig. 4.1. Similar to Chapter 3, the results in Fig. 4.1 are affirmed by Fig

4.2 and for wide range of SNR regardless of values of the Pf . For example, when γ̄ =

10 dB, κ = 1 and m = 2.5 (κ and m are fixed), the CAUC for µ = 2.5 is roughly 77%

less than for µ = 0.5. In the same context, when µ = 0.8 and m = 2.5 (µ and m are

fixed), the CAUC for κ = 3 is about 20% less than for the case κ = 1. In addition

to that, the CAUC reduces by 32% from its original value when the value of m rises

from 0.5 to 2.5 with µ = 2.5 and κ = 1 (µ and κ are fixed).
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µ → 0,m = 0.5, κ →∞
µ = 0.5,m = 2.5, κ = 1

µ = 0.8,m = 2.5, κ = 1

µ = 0.8,m = 2.5, κ = 3

µ = 0.8,m = 2.5, κ = 7

µ = 2.5,m = 0.5, κ = 1

µ = 2.5,m = 2.5, κ = 1

Figure 4.2: Complementary AUC of energy detector over η−µ fading channel versus
the average SNR, γ̄, with u = 1 and for different values of κ, µ and m.

Fig. 4.3 (top of the next page) and Fig. 4.4 (top of the page 80) repeat Fig. 4.1

and Fig. 4.2, respectively for various combining techniques over i.n.d κ−µ shadowed

fading channels with u = 1. In these figures, MRC, SLC and SLS are employed with

single receiver (no-diversity), three receivers and five receivers for each scheme. The

simulation parameters for each receiver set to (κ1, µ1, m1, γ̄1) = (0.9, 0.5, 0.6, 5 dB),

(κ2, µ2, m2, γ̄2) = (1.4, 1.2, 0.6, 7 dB), (κ3, µ3, m3, γ̄3) = (2.3, 1.7, 1.1, 10 dB), (κ4,

µ4, m4, γ̄4) = (2.5, 1.9, 1.5, 11 dB) and (κ5, µ5, m5, γ̄5) = (2.8, 2.1, 1.6, 12 dB). The

results in these figures are consistent with the results in Fig 3.3 and Fig 3.4 and for

the same reasons. For instance, when γ̄ = 5 dB (fixed), the values of CAUC for SLS,

SLC and MRC with L = 5 are approximately 99%, 96% and 86%, respectively lower

than L = 1.
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L = 3

L = 5

κ− µ Extreme Shadowed

No Diversity

MRC

SLC

SLS

Figure 4.3: Complementary ROC curves of energy detector for different diversity
reception over i.n.d η − µ fading channels with (κ1, µ1, m1, γ̄1) = (0.9, 0.5, 0.6, 5
dB), (κ2, µ2, m2, γ̄2) = (1.4, 1.2, 0.6, 7 dB), (κ3, µ3, m3, γ̄3) = (2.3, 1.7, 1.1, 10 dB),
(κ4, µ4, m4, γ̄4) = (2.5, 1.9, 1.5, 11 dB), (κ5, µ5, m5, γ̄5) = (2.8, 2.1, 1.6, 12 dB) and
u = 1.

Fig. 4.5 (top of the page 81) demonstrates the CROC curves of energy detector

for different CSS scenarios with non-identically distributed SUs over κ− µ shadowed

fading channels. The simulation parameters for each user are set to (κ4, µ4, m4, γ̄4,

Pf4) = (3.9, 0.8, 0.6, 4 dB, [0.01, 0.99] with ∆ = 0.035), (κ5, µ5, m5, γ̄5, Pf5) = (4.4,

1.2, 1.1, 3 dB, [0.02, 1], with ∆ = 0.035), (κ6, µ6, m6, γ̄6, Pf6) = ( 6.3, 1.9, 1.9,

2 dB, [0.025, 0.99] with ∆ = 0.034), (κ7, µ7, m7, γ̄7, Pf7) = (8.5, 2.6, 3.3, 1.5 dB,

[0.026, 0.99] with ∆ = 0.034) and (κFC , µFC , mFC , γ̄FC) = (5, 2.9, 1.7, 3 dB). The

BER probability for the reporting channel is calculated over κ − µ shadowed fading
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L = 5

κ− µ Extreme Shadowed

L = 3

No Diversity

SLS

SLC
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Figure 4.4: Complementary AUC curves versus average SNR, γ̄, over i.n.d κ − µ
shadowed fading channels with (κ1, µ1, m1) = (0.9, 0.5, 0.6), (κ2, µ2, m2) = (1.4, 1.2,
0.6), (κ3, µ3, m3) = (2.3, 1.7, 1.1), (κ4, µ4, m4) = (2.5, 1.9, 1.5), (κ5, µ5, m5)= (2.8,
2.1, 1.6) and u = 1.

channel by using [111, eq. (21)] for a signal with BPSK modulation. As expected, the

performance of energy detector becomes better when the number of secondary users

who participate in the final decision at the FC increases. For example, for the case

of κ − µ shadowed, no-diversity at the FC, Qf = 0.01 and the reporting channel is

an error rate channel (i.e., Pe is calculated), the value of Qmd for 5-out-of-7 is higher

than for 4-out-of-7 by 15%. Furthermore, when the reporting channel is free error-rate

channel, the value of Qmd for 4-out-of-7 at Qf = 0.01 drops by 21% in comparison

with the evaluated error rate case.

Similar to Fig. 3.6, the effect of error at the reporting channel can be reduced by
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Figure 4.5: Complementary ROC curves for different CSS scenarios with non-identical
SUs over κ− µ shadowed fading channels.

utilising dual MRC branches at the FC. For both branches, the channel parameters

set to (κFC1 , µFC1 , mFC1 , γ̄FC1) = (0.9, 0.5, 0.6, 1 dB) and (κFC2 , µFC2 , mFC2 , γ̄FC2)

= (1.4, 1.2, 0.8, 3 dB).

One can see that Figures 4.1 - 4.5 also explain the behaviour of energy detector over

κ−µ extreme shadowed fading channel. Clearly, this channel gives good explanation

about the performance of energy detector in enclosed area where κ→∞ and µ→ 0.

It can be noted that µ has higher impact on the behaviour of energy detector than κ

at constant m. This is due to very few number (roughly 0) of clusters that arrive to

the receiver (SU or FC).

In Fig. 4.6 (top of the next page), Pd and Ā versus m for different average SNR,

γ̄ values with κ = 2, µ = 0.7, Pf = 0.1 and u = 1 are presented. As it can be noticed,
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Figure 4.6: Average probability of detection, Pd and average AUC, Ā, versus the
severity of shadowing index, m, for different SNR, γ̄, with κ = 2, µ = 0.7, Pf = 0.1
and u = 1.

when m increases, a substantial enhancement in the performance of energy detector

is achieved. For instance, when γ̄ = 5 dB and m = 0.1, Pd = 0.4314 and Ā = 0.7222.

But, when m = 0.2 and in the same context, Pd = 0.4719 and A = 0.7443.

4.9 Conclusions

The behaviour of an energy detector over κ − µ shadowed fading channel was

studied in this chapter. Exact analytic expressions for both the average probability

of detection and the average AUC were derived. This study also included MRC,

SLC and SLS schemes over over i.n.d κ−µ shadowed fading channels. Different CSS
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scenarios over κ−µ shadowed fading channels for both sensing and reporting channels

were analysed. The given results explained that the parameters κ and m have lower

impacts on the performance of energy detector than µ as in κ− µ extreme shadowed

fading channel. In all results, the effects of reaching the multipath fading parameters

for their extreme values were also demonstrated.

83



Chapter 5

Diversity Combining over

Composite α− µ/Gamma Fading

Channels using MG Distribution

This chapter evaluates the performance of communications systems with different

diversity combining schemes over fully i.n.d composite α − µ/gamma fading chan-

nels. A MG distribution is employed to approximate with high accuracy the SNR of

composite α− µ/gamma fading channel. The equivalent parameters of MG distribu-

tion for α− µ/gamma fading are calculated first. The statistics for the sum and the

maximum of i.n.d MG variates are then derived. Thereafter, analytic expressions of

the OP, the ABEP and the average channel capacity for MRC and SC schemes are

provided. Moreover, the performance of an energy detector is analysed by deriving

the average detection probability and the average AUC.

5.1 Introduction

The α − µ fading channel has been widely employed to model the non-linearity

of medium propagation. The statistical characterizations for single RV of the α − µ
fading are introduced in [53, 58] with applications to the OP and ABEP.

Several efforts have been dedicated, in the open technical literature, to derive
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the statistics of the multivariate α − µ fading channels which are used to study

the performance of communications systems with diversity reception. In [114], highly

accurate approximation to the sum of i.i.d α−µ variates by using another α−µ variate

is proposed and used to calculate the OP and the ABEP for MRC, SC and EGC

systems. However, this approximation is solely applicable under specific conditions,

e.g., when the sum of α − µ RVs is another α − µ variate. The joint PDF and the

joint CDF for i.n.d multivariate α − µ fading are approximately derived by [115]

using gamma distribution. These statistics are expressed in infinite series, general

and exact form and employed to evaluate the OP of the SC for different scenarios.

Another work is achieved by [116] to simplify the joint PDF and the joint CDF of

[115]. But, they are also included an infinite series. In [117], the CDF for the sum of

two α− µ variates is presented in simple formulation with finite series.

Based on the statistical properties in [114-117] and the references therein, different

performance metrics of communications systems in α−µ fading channels and diversity

reception have been derived. In [118], the average capacity of SC diversity receivers

over α − µ fading channel with i.i.d branches is presented. The average channel

capacity and the ABEP for multi-user MIMO systems over i.i.d α−µ fading scenario

is given in [119]. Closed-form exact analytic expressions for the average symbol error-

rate probability (ASEP) of MRC and EGC schemes for different digital modulation

schemes over α− µ fading channel with i.n.d branches have been recently derived in

[120] using Mellin transform.

The performance analysis of energy detector over i.i.d α−µ fading channels with

SC reception is analysed in [96, 121] with infinite series representation for the average

probability of detection. A unified approach is proposed by [102] to derive the average

probability of detection for many diversity combining techniques over different i.n.d

fading channels. But, the derived expressions are in integral form that needs to be

solved numerically.

Since wireless channels that are modelled by the α − µ fading channel undergo

shadowing at the same time, this case is recently studied by [122] for single diversity

receiver. Although the shadowing effect which is also represented by the α−µ fading

to perform immense amount of composite fading models, the provided results are
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based on assuming that α of both multipath and shadowing are co-prime integer

numbers.

In this chapter, different performance metrics for both the MRC and the SC over

i.n.d composite α − µ/gamma fading channels are derived using a MG distribution.

This distribution is recently utilised in [123] to compute the ASEP and the average

channel capacity over i.i.d KG fading channels with MRC and SC receivers. However,

there are some issues that are not addressed by [123]. Motivated by these as well as

by the aforementioned problems in [96, 102, 114-122], the main contributions of this

chapter are summarized as follows:

• In contrast to [123], the sum and the maximum of MG variates are derived under

condition i.n.d RVs. Thus, these expressions can be employed in analysing the

performance of communications systems with i.n.d diversity receivers. In [123,

eq. (9)] and [123, eq. (14)], the derived results are for KG with i.i.d branches for

both MRC and SC. Furthermore, one case which is the SC with dual branches

over i.n.d KG variates is introduced in [123, eq. (19)].

• In [123], the derived results can be only used for KG fading channel. On the

other side, the provided expressions in this chapter can be applied to a variety of

distributions after substituting the equivalent parameters of MG distribution.

Hence, the composite α−µ/gamma fading channel is used as an example because

it has not been yet studied.

• The ABEP expressions in [123] are given in an integral form that can not be

calculated analytically. However, this chapter provides these expressions in

exact and closed-form.

5.2 MG Distribution for Composite α− µ/gamma

Fading Channel

The PDF of the instantaneous SNR, γ, over composite α − µ/gamma fading

channel can be calculated by averaging (2.29) over gamma distribution [104, eq. (4)]
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as follows

fγ(γ) =
αµµγ

αµ
2
−1

2Γ(µ)Γ(k)Ωk

∫ ∞
0

yk−
αµ
2
−1e
−µγ

α/2

yα/2
− y

Ωdy (5.1)

where k is the shaping parameter, Ω = γ̄
kEs/N0

is the mean power.

Substituting x = µγα/2

yα/2
in (5.1), this yields

fγ(γ) = ϑα−µγ
k−1

∫ ∞
0

e−xg(x)dx (5.2)

where ϑα−µ = − µ2k/α

Γ(µ)Γ(k)Ωk
and g(x) = xµ−

2
α
k−1e

− µ2/α

x2/αΩ
γ
.

The integral in (5.2), S =
∫∞

0
e−xg(x)dx, can be approximated as a Gaussian-

Laguerre quadrature sum as S ≈∑N
i=1wig(xi) where xi and wi are the abscissas and

weight factors at ith point, respectively for the Gaussian-Laguerre integration [124,

pp. 923]. Accordingly, the MG distribution parameters for composite α− µ/gamma

fading channel are expressed by

αi =
θi∑N

l=1θlΓ(βl)ζl
−βl

, βi = k, ζi =
µ2/α

Ωx
2/α
i

, θi = ϑα−µwix
µ− 2k

α
−1

i (5.3)

5.3 Statistics of The MG Distribution with I.N.D

Variates

In this section, the statistics, namely, PDF, CDF and MGF of the sum and the

maximum of i.n.d MG variates are derived. These functions are then employed to

study the performance of wireless communications systems and the energy detector

with MRC and SC schemes over composite α− µ/gamma fading channels.

5.3.1 Statistics of the Sum of i.n.d MG Variates

The statistics of the sum of variates that represent the instantaneous SNRs in

a fading channel is very important in analysing the performance of MRC diversity

reception and space-time block code system.
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Assume γj to be a MG variate with average γ̄j and shaping parameters αij , βij

and ζij for j = 1, · · · , L, where L is the number of the RVs which are i.n.d. The MGF

of the sum γSum =
∑L

j=1γj of i.n.d MG variates, MγSum(s), can be expressed by

MγSum(s) =
L∏
j=1

Mγj(s) =
L∏
j=1

[ Nj∑
ij=1

αijΓ(βij)

(s+ ζij)
βij

]
(5.4)

It can be noted that (5.4) can be written in multiple summations form as follows,

MγSum(s) =

N1∑
i1=1

· · ·
NL∑
iL=1

L∏
j=1

αijΓ(βij)

(s+ ζij)
βij

(5.5)

Assuming all values of βij , i.e., k in composite α − µ/gamma fading are integer

numbers and following the same steps in [125, Appendix C] and [126, Appendix C],

an exact closed-form analytic expression for fγSum(γ) is yielded

fγSum(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

) L∑
j=1

βij∑
r=1

bjrγ
r−1

(r − 1)!
e−ζij γ (5.6)

where

bjr =

[ βij−r−1∑
n1=0

(
βij − r − 1

n1

)
C(βij−r−1−n1)

j

n1−1∑
n2=0

(
n1 − 1

n2

)
C(n1−1−n2)
j · · ·

nL−1−1∑
nL=0

(
nL−1 − 1

nL

)
C(nL−1−1−nL)
j

]
∆j

(βij − r)!
(5.7)

with

C(m)
j = (−1)m+1m!

L∑
k=1
k 6=j

βik(ζik − ζij)−(m+1) and ∆j =
L∏
k=1
k 6=j

(ζik − ζij)−βik

The CDF, FγSum(γ), for γSum can be evaluated by inserting (5.6) into Fγ(γ) =
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∫ γ
0
fγ(γ)dγ with the aid of [127, eq. (3.381.1)]. Thus, this yields

FγSum(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

) L∑
j=1

βij∑
r=1

bjr
ζrij(r − 1)!

G(r, ζijγ) (5.8)

Substituting (5.6) inMγ(s) =
∫∞

0
fγ(γ)e−sγdγ with the help of [127, eq. (3.478.1)],

the MGF for γSum, MγSum(s), in (5.5) can be rewritten in another form as follows

Mγ(s) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

) L∑
j=1

βij∑
r=1

bjr
(s+ ζij)

r
(5.9)

5.3.2 Statistics of the Maximum of i.n.d MG Variates

The statistics of the maximum of the SNRs in a fading channel are used in studying

the behaviour of wireless communications systems with SC techniques.

By using the same assumptions in Subsection 5.3.1, the CDF of the maximum

γMax = max{γ1, γ2, · · · , γL} of i.n.d MG variates, FγMax(γ), is given by

FγMax(γ) =
L∑
j=1

fγj(γ)
L∏
k=1
k 6=j

Fγj(γ) =
L∑
j=1

Nj∑
ij=1

αijγ
βij−1e−ζij γ

L∏
k=1
k 6=j

Nk∑
ik=1

αikζ
−βik
ik

G(βik , ζikγ)

(5.10)

Supposing all values of βij are integer numbers and invoking the identity [127, eq.

(8.352.1)], (5.10) can be expressed by

FγMax(γ) =
L∑
j=1

Nj∑
ij=1

αijγ
βj−1e−ζjγ

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)



×
L∏
k=1
k 6=j

(
1− e−ζkγ

βk−1∑
r=0

(ζkγ)r

r!

)
(5.11)

where β = βi and ζ = ζi.

Now, by following a similar procedure in [128, Appendix I], the PDF of γMax,
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fγMax(γ), is given by

fγMax(γ) =
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)


L∑

n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
γψ−1e−ργ (5.12)

where

ψ =
l∑

t=1

rt + βj, and ρ =
l∑

t=1

ζnt + ζj (5.13)

Substituting (5.12) into Fγ(γ) =
∫ γ

0
fγ(γ)dγ with the aid of [127, eq. (3.381.1)],

the CDF of γMax in (5.10) can be represented in another form as follows

FγMax(γ) =
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)


L∑

n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
G(ψ, ργ)

ρψ
(5.14)

The MGF of γMax,MγMax(s), can be evaluated by usingMγ(s) =
∫∞

0
fγ(γ)e−sγdγ

and (5.12) with the help of [127, eq. (3.478.1)]. Thus, this yields

MγMax(s) =
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)


L∑

n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
Γ(ψ)

(s+ ρ)ψ
(5.15)
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5.4 Applications of MG Channel Model to Diver-

sity Combining in Communications Systems

5.4.1 Outage Probability

The outage probability, Po, is one of the most important performance criterion

characteristic of wireless communications systems over fading channels. It is defined

as the probability of exceeding the instantaneous error rate for a specified value or it

is defined as the probability of crossing the output SNR, γ, for a certain predefined

threshold, Υ. Consequently, the Po is computed by Po =
∫ Υ

0
fγ(γ)dγ = Fγ(Υ) [47].

Maximal Ratio Combining (MRC)

As demonstrated in Subsection 2.7.1, the received instantaneous SNR at the out-

put of the MRC combiner is the sum of all received instantaneous SNRs by the

branches. Therefore, the outage probability of MRC scheme over a variety of i.n.d

fading channels using MG distribution can be evaluated by (5.8).

Selection Combining (SC)

As explained in Subsection 2.7.4, the combiner in SC selects the receiver with

largest SNR among all diversity receivers. Consequently, the outage probability for

SC reception over any i.n.d fading channels using MG distribution can be calculated

by (5.10) or (5.14).

5.4.2 Average Bit Error Rate Probability

The ABEP, Pe can be computed by using the PDF of the received instantaneous

SNR, γ, as follows [129, eq. (9)]

Pe =
1

2Γ(p)

∫ ∞
0

Γ(p, qγ)fγ(γ)dγ (5.16)
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The parameters p and q represent the modulation dependent constants. Specifically,

p = 0.5 and q = 0.5 for coherent binary frequency-shift keying (FSK), p = 0.5 and q

= 1 for coherent BPSK, and p = 1 and q = 1 for binary differential phase-shift keying

(DPSK).

Maximal Ratio Combining (MRC)

The ABEP for MRC, PeMRC
, can be computed by inserting (5.6) into (5.16) with

the aid of [127, eq. (6.455.1)] and performing some mathematical straightforward

simplifications. Thus, this yields

PeMRC
=

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

) L∑
j=1

βij∑
r=1

bjr(p)r
2qrΓ(1 + r)(1 + ζij/q)

p+r

×2F1

(
1, p+ r; 1 + r;

ζij
q + ζij

)
(5.17)

Selection Combining (SC)

The ABEP for SC, PeSC , can be evaluated by substituting (5.12) in (5.16) and

invoking [127, eq. (6.455.1)]. Accordingly, the result is

PeSC =
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)

 L∑
n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
(p)ψ

2ψqψ(1 + ρ/q)p+ψ
2F1

(
1, p+ ψ; 1 + ψ;

ρ

q + ρ

)
(5.18)

5.4.3 Average Channel Capacity

According to Shannon’s theorem, the average channel capacity, C, is given by

C = B

∫ ∞
0

log2(1 + γ)fγ(γ)dγ (5.19)
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where B is the channel bandwidth.

Maximal Ratio Combining (MRC)

Plugging (5.6) in (5.19) and invoking [123, eq. (47)], the average channel capacity

for MRC, CMRC , is obtained as follows

CMRC =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

) L∑
j=1

βij∑
r=1

bjre
ζij

r∑
a=1

Γ(a− r, ζij)
ζaij

(5.20)

Selection Combining (SC)

The average channel capacity for the SC, CSC , can be evaluated by inserting (5.12)

into (5.19) and employing [123, eq. (47)]. Thus, this yields

CSC =
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)


L∑

n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
(ψ − 1)!eρ

ψ∑
a=1

Γ(a− ψ, ρ)

ρa
(5.21)

5.5 Applications of MG Channel Model to Diver-

sity Combining in Energy Detector

5.5.1 Average Probability of Detection

No Diversity Reception

Substituting Pd(γ, λ) of (2.11) and (2.31) in (3.1) and recalling the identity [127,

eq. (8.354.2)], yielding

Pd(λ) =
1

Γ(u)

∫ ∞
0

(
Γ(u)−

∞∑
m=0

(−1)m
(
λ
2

)u+m

(u+m)(1 + γ)(u+m)m!

) N∑
i=1

αiγ
βi−1e−ζiγdγ (5.22)
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Employing the fact that
∫∞

0
fγ(γ)dγ , 1 and [127, eq. (3.383.5)] to evaluate the

integral in (5.22), the Pd(λ) is obtained as follows

Pd(λ) = 1−
N∑
i=1

αiΓ(βi)

Γ(u)

∞∑
m=0

(−1)m
(
λ
2

)u+m

(u+m)m!
U
(
βi; 1 + βi − u−m; ζi

)
(5.23)

where U(.; .; .) is the confluent hypergeometric function of the second kind defined in

[124, eq. (13.1.3)].

It can be noticed that (5.23) includes an infinite series that requires a convergence

by limited number of terms, R, with truncation error, |EPd(λ)
R | as follows

|EPd(λ)
R | =

N∑
i=1

αiΓ(βi)

Γ(u)

∞∑
m=R

(−1)m
(
λ
2

)u+m

(u+m)m!
U
(
βi; 1 + βi − u−m; ζi

)
(5.24)

It can be observed that U(.; .; .) in (5.24) is monotonically decreasing with m.

Accordingly, after doing similar mathematical operations to [130], yielding

|EPd(λ)
R | ≤

N∑
i=1

αiΓ(βi)

Γ(u)
U
(
βi; 1 + βi − u−R; ζi

) ∞∑
m=0

(−1)m+R
(
λ
2

)u+m+R

(u+m+R)(m+R)!
(5.25)

Using the identities [39, eq. (1.2.1)] and [39, eq. (1.2.3)] with some mathematical

straightforward simplifications, this yields

|EPd(λ)
R | ≤

N∑
i=1

αiΓ(βi)(−1)R
(
λ
2

)u+R

Γ(u)(u+R)R!
U
(
βi; 1 + βi − u−R; ζi

)
∞∑
m=0

(1)m(u+R)m
(1 +R)m(1 + u+R)mm!

(
− λ

2

)m
=

N∑
i=1

αiΓ(βi)(−1)R
(
λ
2

)u+R

Γ(u)(u+R)R!
U
(
βi; 1 + βi − u−R; ζi

)
×2F2

(
1, u+R; 1 +R, 1 + u+R;−λ

2

)
(5.26)

where 2F2(., .; ., .; .) is another form of the confluent hypergeometric function defined

in [127, eq. (9.14.1)].
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Similarly, the number of terms R that needs to truncate the infinite series in all

next equations with |ER| can be obtained.

Maximal Ratio Combining (MRC)

The average probability of detection for i.n.d MRC receivers, Pd
MRC

(λ), over

MG distribution can be computed by plugging Pd(γ, λ) of (2.11) and (5.6) into (3.1)

and following a similar procedure for no-diversity case. Consequently, Pd
MRC

(λ) is

expressed by

Pd
MRC

(λ) = 1−
N1∑
i1=1

· · ·
NL∑
iL=1

∏L
j=1 αijΓ(βij)

Γ(u)

L∑
j=1

βij∑
r=1

∞∑
m=0

(−1)m
(
λ
2

)u+m
bjr

(u+m)m!

×U
(
r; 1 + r − u−m; ζij

)
(5.27)

The truncation error of an infinite series in (5.27), |EPd
MRC

(λ)
R |, is given by

|EPd
MRC

(λ)
R | ≤

N1∑
i1=1

· · ·
NL∑
iL=1

∏L
j=1 αijΓ(βij)

Γ(u)

L∑
j=1

βij∑
r=1

(−1)R
(
λ
2

)u+R
bjr

(u+R)R!

×U
(
r; 1 + r − u−R; ζij

)
2F2

(
1, u+R; 1 +R, 1 + u+R;−λ

2

)
(5.28)

Selection Combining (SC)

The average probability of detection for SC with i.n.d branches, Pd
SC

(λ), over

MG distribution can be evaluated by inserting Pd(γ, λ) of (2.11) and (5.12) into (3.1)

and doing the same steps of no-diversity case. Accordingly, this yields

Pd
SC

(λ) = 1−
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)

 L∑
n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

) ∞∑
m=0

(−1)m
(
λ
2

)u+m
Γ(ψ)

Γ(u)(u+m)m!
U
(
ψ; 1 + ψ − u−m; ρ

)
(5.29)
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The error of truncation the infinite series in (5.29), |EPd
SC

(λ)
R |, can be evaluated

by

|EPd
SC

(λ)
R | ≤

L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)

 L∑
n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
(−1)R

(
λ
2

)u+R
Γ(ψ)

Γ(u)(u+R)R!
U
(
ψ; 1 + ψ − u−R; ρ

)
×2F2

(
1, u+R; 1 +R, 1 + u+R;−λ

2

)
(5.30)

5.5.2 Average Area under the ROC (AUC)

In this chapter, the average AUC, Ā, is computed by [110, eq. (33)]

Ā =
1

2uΓ(u)

∫ ∞
0

λu−1e−
λ
2Pd(λ)dλ (5.31)

No Diversity Reception

The average area under the receiver operating characteristics curve, Ā, over MG

distribution with no diversity, can be evaluated by plugging (5.23) into (5.31) with

the aid of [127, eq. (3.351.3)] as follows

Ā = 1−
N∑
i=1

αiΓ(βi)

[Γ(u)]2

∞∑
m=0

(−1)mΓ(2u+m)

(u+m)m!
U
(
βi; 1 + βi − u−m; ζi

)
(5.32)

The truncation error, |EĀ
R |, for an infinite series in (5.32) is expressed by

|EĀ
R | ≤

N∑
i=1

αiΓ(βi)(−1)RΓ(2u+R)

[Γ(u)]2(u+R)R!
U
(
βi; 1 + βi − u−R; ζi

)
×3F2

(
1, u+R, 2u+R; 1 +R, 1 + u+R;−1

)
(5.33)

where 3F2(., ., .; ., .; .) is another model of the confluent hypergeometric function de-

fined in [127, eq. (9.14.1)].
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Maximal Ratio Combining (MRC)

Replacing (5.23) with (5.27) in no diversity case and following the same procedure,

the average area under the receiver operating characteristics curve for MRC, ĀMRC ,

using MG distribution can be obtained as follows

ĀMRC = 1−
N1∑
i1=1

· · ·
NL∑
iL=1

∏L
j=1 αijΓ(βij)

[Γ(u)]2

L∑
j=1

βij∑
r=1

∞∑
m=0

(−1)mΓ(2u+m)bjr
(u+m)m!

U
(
r; 1 + r − u−m; ζij

)
(5.34)

The infinite series in (5.34) can be truncated by R terms and error, |EĀMRC

R |, as

follows

|EĀMRC

R | ≤
N1∑
i1=1

· · ·
NL∑
iL=1

∏L
j=1 αijΓ(βij)

[Γ(u)]2

L∑
j=1

βij∑
r=1

(−1)RΓ(2u+R)bjr
(u+R)R!

×U
(
r; 1 + r − u−R; ζij

)
3F2

(
1, u+R, 2u+R; 1 +R, 1 + u+R;−1

)
(5.35)

Selection Combining (SC)

Similar to no diversity, the average area under the receiver operating character-

istics curve for SC, ĀMRC , over MG distribution can be calculated after employing

(5.29) instead of (5.23) as follows

ĀSC = 1−
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)

 L∑
n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

) ∞∑
m=0

(−1)mΓ(2u+m)Γ(ψ)

[Γ(u)]2(u+m)m!
U
(
ψ; 1 + ψ − u−m; ρ

)
(5.36)
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The truncation error of an infinite series in (5.36), |EĀSC

R |, is given by

|EĀSC

R | ≤
L−1∑
l=0

(−1)l

l!

L∑
j=1

Nj∑
ij=1

αij

N1∑
i1=1

· · ·
NL∑
iL=1︸ ︷︷ ︸

i1 6=i2 6=···6=iL 6=j

 L∏
k=1
k 6=j

αikζ
−βk
k Γ(βk)

 L∑
n1=1

· · ·
L∑

nl=1︸ ︷︷ ︸
n1 6=n2 6=···6=nl 6=j

βn1
−1∑

r1=0

· · ·
βnl
−1∑

rl=0

( l∏
t=1

ζrtnt
rt!

)
(−1)RΓ(2u+R)Γ(ψ)

[Γ(u)]2(u+R)R!
U
(
ψ; 1 + ψ − u−R; ρ

)
×3F2

(
1, u+R, 2u+R; 1 +R, 1 + u+R;−1

)
(5.37)

5.6 Numerical Results

The numerical results for different performance metrics over i.n.d composite α−
µ/gamma fading channels of no diversity, MRC and SC schemes with dual and triple

diversity branches that are given in this section, are numerically calculated using

MATLAB. The simulation parameters are set to (α1, µ1, k1, N1) = (3.2, 1.5, 2, 15),

(α2, µ2, k2, N2) = (0.9, 0.5, 3, 15) and (α3, µ3, k3, N3) = (2.1, 2.4, 1, 15).

Fig. 5.1 (top of the next page) illustrates the OP of single, MRC, and SC di-

versity receptions over i.n.d composite α − µ/gamma fading channels for Υ = −5

dB. As seen, the MRC has less OP than the SC and no-diversity schemes. This is

because the total received SNR in MRC is higher than the received SNR in both

SC and no diversity. In addition to that, the increase in α, µ or/and k correspond

to less non-linearity impact, high number of multipath clusters and less shadowing

effect, respectively. For instance, when γ̄ = 5 dB (fixed), the Po for the MRC with

L = 3 is approximately 74% and 99% less than the corresponding case of the SC and

L = 1, respectively. It can be observed that in Fig. 5.1, when the number of diversity

receivers increases, the diversity gain improves and thus, the OP reduces.

98



0 5 10 15 20 25 30
10

−10

10
−9

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Average SNR per Branch γ (dB)

O
u
ta
g
e
P
ro
b
a
b
il
it
y
P
o

 

 

L = 2

L = 3

No Diversity

SC

MRC

Figure 5.1: Comparison between the OP, Po, of no-diversity, MRC, and SC schemes
over i.n.d composite α− µ/gamma fading channels for Υ = −5 dB.

Fig. 5.2 (top of the next page) demonstrates the ABEP for single, MRC, and

SC diversity receptions over i.n.d composite α−µ/gamma fading channels for BPSK

modulation. As expected, the results in Fig. 5.1 are affirmed by Fig. 5.2. For ex-

ample, at γ̄ = 15 dB (fixed), the ABEP for the MRC with triple receivers is roughly

90% and 99% lower than the SC with L = 3 and L = 1, respectively.
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Figure 5.2: Comparison between the ABEP, Pe, of no-diversity, MRC, and SC schemes
over i.n.d composite α− µ/gamma fading channels for BPSK.

Fig. 5.3 (top of the next page) shows the normalized average channel capacity,

C, for single, MRC, and SC diversity receptions over i.n.d composite α − µ/gamma

fading channels. In this figure, the values of C for the MRC and the SC with dual

branches are nearly 2.561 b/s/Hz and 2.414 b/s/Hz whereas the C for no diversity is

approximately 1.702 b/s/Hz at constant γ̄ = 5 dB.

100



−10 −8 −6 −4 −2 0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

3.5

4

Average SNR per Branch γ (dB)

N
o
rm

a
li
ze
d
A
v
er
a
g
e
C
h
a
n
n
el

C
a
p
a
ci
ty

C
(b
/
s/
H
z)

 

 

L = 3

L = 2

No Diversity

SC

MRC

Figure 5.3: Comparison between the average channel capacity, C, of no-diversity,
MRC, and SC schemes over i.n.d composite α− µ/gamma fading channels.

Fig. 5.4 (top of the next page) depicts the complementary ROC of the energy

detector with single, MRC, and SC schemes over i.n.d composite α−µ/gamma fading

channels with u = 1.5. The average SNR, γ̄1, γ̄2 and γ̄3 are set to 10 dB, 5 dB and

1 dB, respectively. Some examples that explain the required number of terms, R,

to satisfy seven figure of accuracy for series convergences in (5.26), (5.28) and (5.30)

are given in Table 5.1. As explained in Fig. 5.4, a substantial improvement in the

performance of the energy detector can be noticed when the diversity reception is

employed. For instance, the value of Pmd for MRC with L = 3 and Pf = 0.1 (fixed)

is approximately 78% and 99% smaller than the Pmd of the corresponding SC and L

= 1. In the same context, Fig. 5.5 (top of the page 103) portrays the complementary

AUC curves of the energy detector.
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Figure 5.4: Comparison between the complementary ROC curves of the ED with no-
diversity, MRC, and SC schemes over i.n.d composite α− µ/gamma fading channels
with u = 1.5.

Table 5.1: Number Of Terms, R, in (5.26), (5.28) and (5.30) for Evaluating (5.23),
(5.27) and (5.29), Respectively With Accuracy of Seven Figure.

Pf i R in (5.26) R in (5.28) R in (5.30)

L = 2 L = 3 L = 2 L = 3

0.1 1 17 23 18 18 19

0.01 1 25 31 26 26 27

0.1 2 16 16 21 14 18

0.01 4 23 13 30 29 36
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Figure 5.5: Comparison between the complementary AUC curves, 1 − Ā, of the ED
with no-diversity, MRC, and SC schemes over i.n.d composite α − µ/gamma fading
channels with u = 1.5.

5.7 Conclusions

In this chapter, different performance metrics for communications systems and

the energy detector with MRC and SC over i.n.d composite α − µ/gamma fading

channels were derived using a MG distribution. The parameters of MG distribution

for the composite α − µ/gamma fading were evaluated first. Exact, closed-form and

unified expressions for the PDF, the CDF and the MGF of the sum and the maximum

of i.n.d MG variates were then derived. The provided expressions can be employed

to study the behaviour of communications systems and the energy detector with

i.n.d MRC and SC diversity receivers over any composite fading channel that has

103



intractable mathematical statistics. Furthermore, a great number of fading channels

can be obtained from the composite α − µ/gamma fading channels by setting the

fading parameters for a specific value, e.g., the statistical characterisations of i.n.d

α − µ fading can be derived from i.n.d composite α − µ/gamma fading by inserting

k →∞.
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Chapter 6

Statistical Characterizations of the

Sum and the Maximum of I.N.D

MG Random Variables

This chapter derives another model of the statistical characterizations of the sum

and the maximum of i.n.d MG RVs. In contrast to Chapter 5 in which the expres-

sions are applicable when the shadowing factor is an integer number, the models of

the PDF, the CDF and the MGF in this chapter are not limited by any condition.

The analytic expressions of the OP, the average channel capacity, the ABEP, the

average probability of detection and the average AUC curves for MRC and SC di-

versity receptions are then derived. The η − µ fading channel shadowed by gamma

distribution is employed in this chapter.

6.1 Introduction

Diversity reception has been extensively employed to improve the performance of

communications systems over different channel models. In [47], the OP and the ABEP

for various diversity schemes such as MRC and SC over i.n.d Rayleigh, Nakagami-

m and Nakagami-n fading channels are derived. The average channel capacity over

correlated Rician fading channels with MRC is analysed in [131].
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Since wireless channels may undergo multipath fading and shadowing simultane-

ously, many studies for different communication systems have been investigated over

composite fading channels. In [132], the statistical characterizations of i.n.d KG fad-

ing channels with MRC, SC and other diversity schemes are given with applications

on performance analysis of communications systems. The generalized selection com-

bining (GSC) with three receivers is employed in [133] to evaluate the OP and the

ASEP over i.n.d KG fading channels. In [134], the analysis is based on the MGF of

the SNR with GSC over i.i.d K fading channels. In [135], the OP over exponentially

correlated K fading channel with SC is calculated. A closed-form analytic expression

to compute the ABEP for different binary modulation formats with dual SC receivers

over i.n.d KG fading channels is derived by [129]. Two different formats for the sum

of the squared i.n.d Rician-shadowed RVs are provided in [136, 137] with different

applications to performance evaluation of communication systems.

Recently, the κ−µ and the η−µ distributions have been given special attention to

model the multipath fading channels. The use of the κ−µ shadowed fading in different

applications with various diversity combining is newly achieved in the open technical

literature. For example, the statistical characterizations of the sum and the maximum

of i.n.d and i.i.d κ− µ shadowed RVs with applications to diversity receptions using

MRC and SC are investigated by [111]. Moreover, the average channel capacity

over composite κ − µ/Nakagami-m and κ − µ/gamma fading channels with single

receiver are derived in [138, 139], respectively. On the other hand, the performance

of communication systems with diversity reception over η − µ fading channel with

shadowing impact has not been yet studied in the literature. Thus, the previous works

that are related to using the diversity combining with the η − µ fading channels as

well as the composite η − µ fading and shadowing for no-diversity case are reviewed.

In [140], the ASEP for various digital modulation schemes over i.n.d η − µ random

variables with MRC diversity reception is derived by using the MGF approach. The

OP, the channel capacity and the ABEP are calculated by [103] to study the behaviour

of DS-CDMA systems using the PDF of i.n.d η−µ fading channels. Different studies of

the performance of communication systems with MRC technique over correlated and

co-channel interference in η − µ fading channels are given in [141, 142], respectively.
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The expressions of the OP over α − µ, η − µ and κ − µ fading channels with EGC

receivers in presence of co-channel interference are derived by [143]. In [144, 145],

analytic expressions for the ABEP, the average channel capacity and the OP (in both

[144, 145]) of digital communication systems over composite η − µ/gamma fading

channels are derived. Even though these expressions are for no-diversity, they are

either limited by the values of fading parameters, i.e., µ should be an integer number

or they are not closed form, i.e., with infinite series in [144] and with integrals in

[145].

In this chapter, to overcome the previous problems in [144, 145] as well as to

study the performance of communication systems over composite η − µ/shadowing

fading channels with diversity reception, a MG distribution is employed. The main

contributions of this chapter are summarized as follows:

• In Chapter 5, the derived equations are applied to special cases i.e., the shadow-

ing index should be an integer number. On the other hand, this chapter provides

general closed-form expressions that are applicable to integer and non-integer

values of the shadowing factor.

• The statistical properties of the sum and the maximum of composite η −
µ/gamma fading channels are not available in the open technical literature.

Thus, the statistical characterizations of the MG can be used efficiently for this

purpose.

6.2 MG Distribution for Composite η − µ/gamma

Fading Channel

The PDF of the instantaneous SNR γ over composite η−µ/gamma fading channels

can be evaluated by integrating the η− µ fading channel (2.26) over [104, eq. (4)] to

yield

fγ(γ) =
2
√
πhµµµ+ 1

2γµ−
1
2

Γ(µ)Γ(k)ΩkHµ− 1
2

∫ ∞
0

yk−µ−
3
2 e−

2µhγ
y
− y

Ω Iµ− 1
2

(
2µHγ

y

)
dy (6.1)
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By substituting x = 2µhγ
y

in (6.1), this yields

fγ(γ) = ϑη−µγ
k−1

∫ ∞
0

e−xg(x)dx (6.2)

where ϑη−µ = −
√
π2k−µ+ 1

2 hk−
1
2

Γ(µ)Γ(k)Hµ− 1
2

(
µ
Ω

)k
and g(x) = xµ−k−

1
2 e−

2µh
Ωx Iµ− 1

2

(
H
h
x
)
.

Similar to (5.2), the integration in (6.2), S =
∫∞

0
e−xg(x)dx, can be approximately

expressed as a Gaussian-Laguerre quadrature sum. Thus, (6.2) can be represented

by the MG distribution with parameters

αi =
θi∑N

l=1θlΓ(βl)ζl
−βl

, βi = k, ζi =
2µh

Ωxi
, θi = ϑη−µwix

µ−k− 1
2

i Iµ− 1
2

(
H

h
xi

)
(6.3)

6.3 Statistical Characterizations of MG Distribu-

tion with I.N.D RVs

In this section, the PDF, the CDF and the MGF of the sum and the maximum of

i.n.d MG random variables are derived. These functions are then used to study the

performance of wireless communication systems over composite η− µ/gamma fading

channels.

6.3.1 Statistical Characterizations of the Sum of i.n.d MG

RVs

By using the same assumptions in Subsection 5.3.1, the MGF of the sum γSum =∑L
j=1γj of i.n.d MG RVs, MγSum(s), can be evaluated by

MγSum(s) =
L∏
j=1

Mγj(s) =
L∏
j=1

[ Nj∑
ij=1

αijΓ(βij)

(s+ ζij)
βij

]
(6.4)

The right hand side expression in (6.4) can be rewritten in another form as follows
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MγSum(s) =

N1∑
i1=1

· · ·
NL∑
iL=1

L∏
j=1

αijΓ(βij)

(s+ ζij)
βij

(6.5)

By plugging (6.5) into fγSum(γ) = L−1
[
MγSum(s); γ

]
1 where fγSum(γ) is the PDF

of γSum, this yields

fγSum(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

)
×L−1

[
(s+ ζi1)−βi1 (s+ ζi2)−βi2 · · · (s+ ζiL)−βiL ; γ

]
(6.6)

The inverse Laplace transform of (6.6) is available in [44, eq. (9.4.55)]. Accord-

ingly, fγSum(γ) is expressed by

fγSum(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

)
γ

L∑
j=1

βij−1

Γ
(∑L

j=1βij
)

×Φ
(L)
2

(
βi1 , · · · , βiL ;

L∑
j=1

βij ;−ζi1γ, · · · ,−ζiLγ
)

(6.7)

The CDF of γSum can be computed by using FγSum(γ) = L−1
[
MγSum(s)/s; γ

]
and

[44, eq. (9.4.55)] to yield

Fγsum(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

)
γ

L∑
j=1

βij

Γ
(
1 +

∑L
j=1βij

)
×Φ

(L)
2

(
βi1 , · · · , βiL ; 1 +

L∑
j=1

βij ;−ζi1γ, · · · ,−ζiLγ
)

(6.8)

1Here L−1 stands for inverse Laplace transform.
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6.3.2 Statistical Characterizations of the Maximum of i.n.d

MG RVs

The CDF of the maximum γMax = max{γ1, γ2, · · · , γL} of i.n.d MG variates,

FγMax(γ), is given by

FγMax(γ) =
L∏
j=1

Fγj(γ) =
L∏
j=1

[ Nj∑
ij=1

αijζ
−βij
ij

G(βij , ζijγ)

]
(6.9)

Using [124, eq. (6.5.12)] with some mathematical manipulations, the CDF of

γMax, FγMax(γ), in (6.9) is rewritten as follows,

FγMax(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

)( L∏
j=1

γβij 1F1(βij ; 1 + βij ;−ζijγ)

)
(6.10)

The MGF of γMax can be computed by invokingMγMax(s) = sL[FγMax(γ); s] with

the aid of [44, eq. (9.4.35)]. Accordingly, the desired result is

MγMax(s) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

)
Γ
(
1 +

∑L
j=1βij

)
s
∑L
j=1 βij

×F (L)
A

(
1 +

L∑
j=1

βij ; βi1 , · · · , βiL ; 1 + βi1 , · · · , 1 + βiL ;−ζi1
s
, · · · ,−ζiL

s

)
(6.11)

Using fγMax(γ) = L−1
[
MγMax(s); γ

]
and [44, eq. (1.4.1)] with the help of the

identity [123, eq. (12)], the following expression for the PDF of γMax, fγMax(γ), is

obtained

fγMax(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

) ∑L
j=1βij

γ1−
∑L
j=1 βij

∞∑
n1,...,nL=0

(
1 +

∑L
j=1 βij

)
n1+n2+...+nL(∑L

j=1 βij

)
n1+n2+...+nL

× (βi1)n1 ...(βiL)nL
(1 + βi1)n1 ...(1 + βiL)nLn1!...nL!

(−ζi1γ)n1 ...(−ζiLγ)nL (6.12)
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It can be noticed that (6.12) can be exactly expressed as follows

fγMax(γ) =

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

) ∑L
j=1βij

γ1−
∑L
j=1 βij

×F 1:

L︷ ︸︸ ︷
1; · · · ; 1

1:1; . . . ; 1

(1+
L∑
j=1

βij ): (βi1 ) ;··· ; (βiL ) ;

(
L∑
j=1

βij ) :(1+βi1 );··· ;(1+βiL );

− ζi1γ, · · · ,−ζiLγ

 (6.13)

where F 1:1;··· ;1
1:1;··· ;1[.] is the Kampé de Fériet function [44, eq. (1.4.24)].

6.4 Performance Analysis of Communications Sys-

tems with Diversity Reception Using MG

6.4.1 Outage Probability

Maximal Ratio Combining (MRC)

The outage probability for MRC scheme can be calculated by (6.8).

Selection Combining (SC)

The outage probability for SC diversity reception can be computed by (6.9).

6.4.2 Average Bit Error Probability

The ABEP, Pe, can be expressed by the CDF of the received instantaneous SNR,

γ, as follows [129, eq.(12)]

Pe =
qp

2Γ(p)

∫ ∞
0

γp−1e−qγFγ(γ)dγ (6.14)
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Maximal Ratio Combining (MRC)

The ABEP for MRC, PeMRC
, can be evaluated by substituting (6.8) into (6.14) as

follows

PeMRC
=

qp

2Γ(p)

N1∑
i1=1

· · ·
NL∑
iL=1

(∏L
j=1 αijΓ(βij)

)
Γ
(
1 +

∑L
j=1βij

)
×
∫ ∞

0

γ
p+

L∑
j=1

βij−1

e−qγΦ
(L)
2

(
βi1 , · · · , βiL ; 1 +

L∑
j=1

βij ;−ζi1γ, · · · ,−ζiLγ
)
dγ (6.15)

The integral in (6.15) is given in [44, eq. (9.4.43)]. Accordingly, after some

straightforward mathematical manipulations, this yields

PeMRC
=

1

2Γ(p)

N1∑
i1=1

· · ·
NL∑
iL=1

(∏L
j=1 αijΓ(βij)

)
Γ
(
p+

∑L
j=1βij

)
q
∑L
j=1 βijΓ

(
1 +

∑L
j=1βij

)
×F (L)

D

(
p+

L∑
j=1

βij ; βi1 , · · · , βiL ; 1 +
L∑
j=1

βij ;−
ζi1
q
, · · · ,−ζiL

q

)
(6.16)

Selection Combining (SC)

The ABEP of SC, PeSC , can be calculated by inserting (6.10) in (6.14) as follows

PeSC =
qp

2Γ(p)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

)

×
∫ ∞

0

γ
p+

L∑
j=1

βij−1

e−qγ
L∏
j=1

1F1(βij ; 1 + βij ;−ζijγ)dγ (6.17)

By invoking [44, eq. (9.4.35)] to compute the integral in (6.17), this obtains

PeSC =
1

2Γ(p)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

)
Γ(p+

∑L
j=1 βij)

q
∑L
j=1 βij

×F (L)
A

(
p+

L∑
j=1

βij ; βi1 , · · · , βiL ; 1 + βi1 , · · · , 1 + βiL ;−ζi1
q
, · · · ,−ζiL

q

)
(6.18)
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6.4.3 Average Channel Capacity

It can be noticed that (5.19) can not be employed in evaluating the channel ca-

pacity of both the MRC and the SC diversity receptions in this chapter. This is

because the expressions of the PDF for both MRC and SC do not contain an expo-

nential function that facilitates the integration process. Therefore, in this chapter,

an approximated method in computing the average channel capacity is utilised. In

this method, the average channel capacity is expressed in terms of the MGF of the

received SNR as follows [131, eq. (8)],

C =
B

ln2

∫ ∞
0

1−Mγ(z)

z
e−zdz (6.19)

The integral in (6.19) can be computed approximately by using the Gauss Legen-

dre quadrature approach as follows

C ≈ B

ln2

M∑
l=1

wl
1−Mγ(xl)

xl
(6.20)

where wl and xl are the weights and the abscissas at l point, respectively.

6.5 Performance of Energy Detector with Diver-

sity Reception Using MG

In this subsection, the expressions of the Pd(λ) and the Ā with MRC and SC

diversity receptions over i.n.d MG fading channels are given.

6.5.1 Average Detection Probability

When u ∈ R, i.e., u is a real number, Pd(γ, λ) of (2.8) can be expressed by [146,

eq. (34)] as follows

Pd(γ, λ) = 1−
(λ

2

)u
e−

2γ+λ
2 Φ̃3

(
1; 1 + u;

λ

2
,
γλ

2

)
(6.21)
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where Φ̃3(.; .; ., .) is the regularized bivariate confluent hypergeometric function de-

fined in [146, eq. (4)].

Maximal Ratio Combining (MRC)

The average detection probability over MG fading channels with MRC diversity

reception, Pd
MRC

(λ), can be evaluated by plugging (6.7) and (6.21) into (3.1) to give

Pd
MRC

(λ) = 1− λu2−ue−
λ
2

Γ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

)
ΨMRC

1 (6.22)

where

ΨMRC
1 =

F 1:

L+2︷ ︸︸ ︷
1; ...; 1; 0

2:0; ...; 0; 0

[
L∑
i=1

βij : 1, ..., 1, 1, 0] : [βi1 : 1]; ...; [βiL : 1]; [1 : 1]; ;


[
L∑
i=1

βij : 1, ..., 1, 0, 0], [1 + u : 0, ..., 0, 1, 1] : ; ...; ; ; ;

−ζi1 , ...,−ζiL , λ2 , λ2


Proof: See Appendix C.1.

Selection Combining (SC)

Under the condition u ∈ R, the average detection probability over MG based

channel modelling with SC diversity reception, Pd
SC

(λ), can be calculated by inserting

(6.13) and (6.21) into (3.1) and following the same procedure for (6.22). Accordingly,

this yields

Pd
SC

(λ) = 1− λu2−ue−
λ
2

Γ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

Γ(βij)

)
Γ

(
1 +

L∑
i=1

βij

)
ΨSC

1 (6.23)
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where

ΨSC
1 = F 2:

L+2︷ ︸︸ ︷
1; ...; 1; 1; 0

2:1; ...; 1; 1; 0

[
L∑
i=1

βij : 1, ..., 1, 1, 0], [1 +
L∑
i=1

βij : 1, ..., 1, 0, 0] :


[
L∑
i=1

βij : 1, ..., 1, 0, 0] , [1 + u : 0, ..., 0, 1, 1] :

[βi1 : 1] ; ...; [βiL : 1] ; [1 : 1] ; ;

−ζij , ...,−ζiL , λ2 , λ2


[1 + βi1 : 1]; ...; [1 + βiL : 1]; ; ;

6.5.2 Average Area under the ROC (AUC)

Maximal Ratio Combining (MRC)

The average AUC under the MG distribution based channel representation with

MRC receivers, ĀMRC , for u ∈ R can be computed by inserting (6.22) into (5.31)

with the help of [43, eq. (3.351.3)]. Accordingly, this yields

ĀMRC = 1− Γ(2u)

u[2uΓ(u)]2

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)

)
ΛMRC

1 (6.24)

where

ΛMRC
1 =

F 2:

L+2︷ ︸︸ ︷
1; ...; 1; 0

2:0; ...; 0; 0

[
L∑
i=1

βij : 1, ..., 1, 1, 0], [2u : 0, ..., 0, 1, 1] : [βi1 : 1]; ...; [βiL : 1]; [1 : 1]; ;


[
L∑
i=1

βij : 1, ..., 1, 0, 0], [1 + u : 0, ..., 0, 1, 1] : ; ...; ; ; ;

−ζi1 , ...,−ζiL , 1
2
, 1

2


Proof: See Appendix C.2.
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Selection Combining (SC)

The average AUC under composite fading channel modelled by MG distribution

with SC diversity reception, ĀSC , and u ∈ R can be evaluated by

ĀSC = 1− Γ(2u)

u[2uΓ(u)]2

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αij

βij

)
Γ

(
1 +

L∑
i=1

βij

)
ΛSC

1 (6.25)

where

ΛSC
1 = F 3:

L+2︷ ︸︸ ︷
1; ...; 1; 1; 0

2:1; ...; 1; 0; 0

[
L∑
i=1

βij : 1, ..., 1, 1, 0], [1 +
L∑
i=1

βij : 1, ..., 1, 0, 0], [2u : 0, ..., 0, 1, 1] :


[
L∑
i=1

βij : 1, ..., 1, 0, 0] , [1 + u : 0, ..., 0, 1, 1] :

[βi1 : 1] ; ...; [βiL : 1] ; [1 : 1] ; ;

−ζij , ...,−ζiL , 1
2
, 1

2


[1 + βi1 : 1]; ...; [1 + βiL : 1]; ; ;

The expression in (6.25) is calculated by plugging (6.23) into (5.31) with the aid

of [43, eq. (3.35.3)] and doing some mathematical manipulations.

6.6 Numerical Results

In this section, the OP, the ABEP, the average channel capacity, the average prob-

ability of detection, and the average AUC for MRC and SC diversity receivers over

i.n.d composite η−µ/gamma fading channels are numerically computed using MAT-

LAB software2. These results are given for single, dual and triple diversity branches.

The set up parameters are (η1, µ1, k1, N1) = (0.1, 0.5, 1.5, 15), (η2, µ2, k2, N2) =

(0.3, 1.5, 1.5, 15), and (η3, µ3, k3, N3) = (0.9, 2.5, 1.5, 15).

2In this chapter, Format 1 of the η − µ is used.
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Fig. 6.1 shows the OP for single, MRC and SC diversity receptions with Υ = 0

dB over i.n.d composite η − µ/gamma fading channels. As expected, the OP of the

MRC is less than the OP of the SC and no-diversity cases. This is because the total

received SNR in MRC scheme is based on summing of the SNR of all branches while

in SC, the total received SNR is the largest SNR among all receivers. For example, in

Fig. 6.1, when γ̄ = 15 dB (fixed), the Po for the MRC with L = 2 is nearly 73% and

99% lower than the SC with L = 2 and L = 1, respectively. Furthermore, one can see

that the value of the OP reduces when the number of diversity branches increases.

This also refers to increase in the total received SNR.
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Figure 6.1: Comparison between the OP, Po, of no-diversity, MRC, and SC schemes
over i.n.d composite η − µ/gamma fading channels for Υ = 0 dB.
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Fig. 6.2 illustrates the ABEP for single, MRC and SC diversity receptions with

BPSK modulation over i.n.d composite η − µ/gamma fading channels. The results

in this figure confirm the results that are given in Fig. 6.1. For instance, in Fig. 6.2

at γ̄ = 10 dB (fixed), the ABEP for the MRC with double branches is approximately

48% and 95% less than the corresponding case of the SC and L = 1, respectively.

Fig. 6.3 (top of the next page) explains the normalized average channel capacity

for single, MRC and SC diversity receptions over i.n.d composite η−µ/gamma fading

channel. The number of terms, M , in (6.20) is chosen to be 15. The results in this

figure show the superiority of the MRC over the SC and no-diversity schemes and for

the same reasons that are mentioned for the previous figures. For example, in Fig.
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Figure 6.2: Comparison between the ABEP, Pe, of no-diversity, MRC, and SC schemes
over i.n.d composite η − µ/gamma fading channels for BPSK.
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Figure 6.3: Comparison between the average channel capacity, C, of no-diversity,
MRC, and SC schemes over i.n.d composite η − µ/gamma fading channels.

6.3, when γ̄ = 0 dB (fixed), the C for MRC with triple receivers is roughly 1.805

b/s/Hz whereas the C for the corresponding SC and L = 1 are nearly 1.433 b/s/Hz

and 0.6762 b/s/Hz, respectively.

Fig. 6.4 (top of the next page) depicts the CROC of energy detector with single,

MRC and SC diversity receptions over i.n.d composite η−µ/gamma fading channels.

The values of the average SNR, γ1, γ2 and γ3 are set to be 5 dB, 10 dB and 15 dB,

respectively. Furthermore, u is equal to 1.5. As shown in Fig. 6.4, the performance

of ED becomes better when the diversity reception is used. For instance, the value of

Pmd for MRC with L = 2 at Pf = 0.01 (fixed) is approximately 41% and 80% smaller

than the Pmd of the corresponding SC and L = 1. In the same context, Fig. 6.5 (top

of the page 121) explains the CAUC of energy detector by using the same scenarios of
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Figure 6.4: Comparison between the complementary ROC curves of the energy de-
tector with no-diversity, MRC and SC schemes over i.n.d composite η − µ/gamma
fading channels with u = 1.5.

Fig. 6.4. Clearly, the CAUC demonstrates the behaviour of the ED over wide range

of the SNR regardless the value of the Pf .
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Figure 6.5: Comparison between the complementary AUC, 1 − Ā, of the energy
detector with no-diversity, MRC and SC schemes over i.n.d composite η− µ/gamma
fading channels with u = 1.5.

6.7 Conclusions

In this chapter, the sum and the maximum of i.n.d MG variates were statistically

characterized. General exact analytic expressions for the PDF, the CDF and the

MGF were derived. These expressions were employed as unified models in analysing

the performance of communication systems with diversity reception. In particular,

the outage probability, the average bit error probability and the average channel

capacity with MRC and SC schemes were investigated. The composite η−µ/gamma

was utilised in the study of the performance of these systems. The analysis of various

communication scenarios with diversity receivers can be easily obtained from the
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derived expressions. For example, the performance of communication systems over

η − µ fading channels with MRC and SC can be deduced from η − µ/gamma fading

channels by setting k →∞. Moreover, these expressions can be used to evaluate the

performance of different communication systems over any composite fading that is

intractable to be studied by exact channel models.
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Chapter 7

Filter bank Transforms Based

Performance Enhancement of an

Energy Detector

In this chapter, an improvement for energy detector performance is achieved by

using DSP for the PU signal before taking the final decision by the SU. Firstly, signal

denoising technique based on HST is applied on the noisy PU signal to reduce the

noise effect on the ED technique. Secondly, the uncertain noise power is estimated

by the SU using SPT to find the quantity of the noise that is included in the PU sig-

nal. Simulation results compare the detection performance of the proposed approach

with wavelet transform based approaches. The results show the obvious superiority

for proposed SPT-HST approach in comparison with wavelet approach in terms of

improving the detection probability and reducing the computational complexity .

7.1 Introduction

The accuracy of energy detector is strongly influenced by the fluctuation of the

noise power and would lead to degrading of the detection performance and especially

at low SNR values. In addition, it suffers from the incorrect selection of the threshold

value, which depends on the noise floor, for detecting PUs and cannot differentiate
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interference from the PUs and noise [25]. Hence, many approaches have been proposed

to minimize the effect of the noise on the detectability of energy detector. One

of these techniques is based on employing tree-structured filter bank transforms to

estimate the noise power. In [80, 82, 147], the performance of non-cooperative and

CSS scenarios with DWT to reduce the noise impact at the SU and the FC is analysed.

The behaviour of the energy detector based CSS under noise uncertainty condition is

studied by [81] using DWT for signal denoising. In [85], an algorithm based on DWT

is proposed to predict the noise variance of energy detector before calculating of the

test statistic.

Other applications for wavelet transform using DWPT are implemented to im-

prove the accuracy of energy detector. For example, in [86, 87, 148], a certain band-

width is selected and then divided into several sub-bands by DWPT to check which

sub-band is unoccupied by the PU. The DWPT is employed in [88] to estimate the

noise power as well as to calculate the signal power for energy detector based SS. A

combined DWPT and different infinite impulse response polyphase filtering schemes

are proposed by [149, 150] to increase the accuracy of energy detector and to reduce

the computational complexity.

As mentioned in Subsection 2.10, to achieve high degree of detection accuracy

in the IEEE 802.22 WRAN, the number of samples should be large enough. Hence,

DWPT and DWT that also require a large number of samples of PU can be used to

improve the performance of ED based SS in the IEEE 802.22 WRAN standard. How-

ever, the computational complexity of ED with DWPT-DWT becomes higher than

the conventional ED which would lead to an increase in the sensing time. Therefore,

this chapter proposes a combined approach to provide SS in IEEE 802.22 WRAN

with good detection sensitivity at both low SNR and acceptable number of samples.

The main contributions of this chapter are summarized as follows:

• The signal denoising technique based on HST is employed to reduce the noise

impact on the detection performance of energy detector. A HST which is a set

of digital filters is used rather than iterated DWT to enhance the performance

of ED with less computational complexity.
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• SPT is proposed as a tree-structure filter bank transform and then utilised to

estimate the unknown noise power with higher detection accuracy and lower

computational complexity in comparison with the iterated DWPT.

7.2 Hybrid Slantlet Transform

HST is a mixed transform between DWT and slantlet transform (ST) [151]. More-

over, it is an enhanced version of orthogonal iterated DWT using D2 wavelet basis

function by improving the time localization of the analysed signal with filters shorter

than the iterated DWT filters. Therefore, HST is appropriate for analysing and

processing the non-stationary PU signal with low computational complexity in com-

parison with the iterated DWT [152-154]. The two-levels of filter bank structures of

iterated DWT and HST are explained in Fig. 7.1 and Fig. 7.2, respectively.

Figure 7.1: Filter-bank structure of iterated discrete wavelet transform [151].

Figure 7.2: Filter-bank structure of hybrid slantlet transform.
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Figure 7.3: Comparison the number of filters’ samples of iterated DWT and HST
[151].

Fig. 7.3 and Fig 7.4 show comparisons between samples values and the filters

response for two-level of iterated DWT and HST, respectively. From Fig 7.4, it is clear

that the filters’ response for both transforms are approximately similar. However, the

number of samples for the first and second filters of the HST is less than the number

of samples of the corresponding filters of the iterated DWT as depicted in Fig. 7.3.

7.3 Slantlet Packet Transform

SPT is an improved version of the DWPT as well as it is an extended version of

the ST. In other words, SPT mixes some of the ST and DWPT features. Since there

is a relation between SPT and DWPT, a brief information about the principle work

of the DWPT is firstly provided.

DWPT is an extended version for the DWT by analyzing both the detailed and ap-
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Figure 7.4: Comparison between the response of iterated DWT filters and HST filters
[151].

proximation coefficients at each level. Thus, the DWPT gives more details about the

analysing signal in comparison with the DWT. Moreover, it is appropriate to identify

the signal information in both low and high frequency bands [79, 155]. The equivalent

structure for the two-level decomposition of the DWPT filter banks (iterated DWPT)

is demonstrated in Fig. 7.5.

As the DWPT is considered as an expanded version for the DWT, the SPT can

also be suggested as an extended version for the ST. Therefore, SPT decomposes

both the approximation and detailed coefficients in a complete tree structure, but

with filters shorter than the iterated DWPT filters. Moreover, SPT enhances the

time localization and the orthogonality of the DWPT. In other words, SPT is derived

by using the same principle of deriving the ST from the DWT which it depends on the

iterated form of the filter banks that result in the higher levels of the decompositions

(two levels and above). Fig. 7.6 illustrates the two-levels of filter banks of the SPT.
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Figure 7.5: Filter-bank structure of iterated discrete wavelet packet transform.

Figure 7.6: Filter-bank structure of slantlet packet transform.

The coefficients’ amplitudes of the F(z) of the DWPT can be computed from the

coefficients’ amplitudes of the H(z), as follows [156]:

F (ejw) = −ejdwH∗(ej(w−π)) (7.1)

Or by using:

f(m) = (−1)mh(d−m) m = 0, 1, · · · , d (7.2)

where d is an odd integer number (for D2, d = 3 for first level).

By using (7.1) or (7.2) and d = 7, the coefficients’ amplitudes of the B2(z) and

A2(z) can be evaluated from the coefficients’ amplitudes of the H2(z) and F2(z),

respectively.
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Figure 7.7: Block diagram of the proposed energy detector with signal denoising and
noise estimation approaches using HST and SPT, respectively.

7.4 Hybrid Slantlet Transform Based Signal De-

noising for Energy Detector

In the AWGN channel, the noise effects lead to an incorrect decision by the SU

for the PU case. This degrades the accuracy of energy detection and thus a mutual

interference between the PU and SU signals occurs. Therefore, the noisy PU signal

should be manipulated at SU receiver before computing the test statistic, Ξ. In this

thesis, a signal denoising approach based on HST is proposed to alleviate the noise

impact on the energy detection technique as illustrated in Fig. 7.7 (top of this page).

As shown in Fig. 7.7, the input noisy PU signal is firstly limited by the BPF.

Secondly, the band limited signal is converted from analog to digital using ADC.

After that, the digital signal is processed by HST based signal denoising approach to

reduce the noise. In this approach, the following steps that are explained in Fig. 7.8

are carried out on the PU signal:

1. The received PU signal is firstly decomposed by HST to convert the signal into

a set of coefficients. These coefficients represent the scaling coefficients and

hybrid slantlet coefficients. It should be noted that the highpass subbands are

Figure 7.8: Block diagram of the proposed signal denoising using HST or DWT.
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called the hybrid slantlet coefficients instead of wavelet coefficients because the

HST is used here.

2. The hybrid slantlet coefficients are used to eliminate the noise effect by thresh-

olding. In this thresholding process, the data point value that is less than the

threshold value is zeroed out. But, it is still without any change if the value is

greater than this threshold. This type of thresholding is called hard threshold-

ing and it allows for greater noise reduction in comparison with the other types

of thresholding which is used in signal denoising approach such as soft thresh-

olding. In this thesis, Stein’s unbiased risk estimate (SURE) [157] approach has

been employed to select a threshold value.

3. The denoisy hybrid slantlet coefficients together with the scaling coefficients are

utilised as input to IHST to reconstruct the PU signal with very low noise.

Finally, the new signal that includes low noise impact is squared and summed to

calculate the decision statistic, Ξ.

7.5 Slantlet Packet Transform Based Noise Power

Estimation for Energy Detector

In the noise estimation part of Fig. 7.7, the SPT is used to estimate the unknown

noise power by analysing the PU signal for the scaling coefficients and the slantlet

coefficients. The slantlet coefficients are produced by decomposing the PU signal with

the A2(z) and B2(z) filters. On the other hand, the scaling coefficients are already

produced from the signal denoising by HST. Consequently, the power, P , of an analog

PU signal can be computed by the SPT as follows [158, 159]

P =
1

M

2i−1∑
k=1

(c2
i,k + s2

i,k) (7.3)

where i, ci,k and si,k are the number of the decomposition levels, scaling coefficients

and slantlet coefficients at ith level, respectively.
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It can be noted that the slantlet coefficients represent the transmitted signal with

low noise whereas the scaling coefficients refer to the noise signal that is included in

the received signal [80, 85, 158, 159]. Thus, the power of the transmitted signal, Pt,

and the noise, Pn, can be evaluated as follows

Pt =
1

M

2i−1∑
k=1

s2
i,k (7.4)

and

Pn =
1

M

2i−1∑
k=1

c2
i,k (7.5)

By using (7.4) and (7.5), the SNR can be estimated.

Since, in this chapter, the model P2 of energy detector is utilised to perform the

SS for IEEE 802.22 WRAN at very low SNR, the Pd(γ, λ) for this model can be

further approximated by assuming
√

1 + γ ≈ 1. Thus, the Pd(γ, λ) in (2.18) can be

expressed by

Pd(γ, λ) ≈ Q

(
λ− σ2

w(1 + γ)M√
2Mσ2

w

)
(7.6)

It can be noted (7.6) is equal to [160, eq. (3)]. However, the approximated term

in [161, eq. (3)] is
√

1 + 2γ ≈ 1 which is larger than
√

1 + γ ≈ 1 at the same SNR.

In another meaning, the approximation framework in this chapter is more acceptable

than that given in [160] at very low SNR.

7.6 Computational Complexity of Iterated DWPT-

DWT and SPT-HST Approaches

As mentioned previously, the lengths of HST and SPT filters are shorter than the

lengths of iterated DWT and iterated DWPT filters respectively. Accordingly, the

total number of real multiplications, M, and additions, A, in HST-SPT approach are
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less than the iterated DWT-DWPT approach. This reduction leads to lower the TCC,

T, which depends on the number of addition and multiplication operations that are

carried out between the signal, analysis and reconstructing filters. Consequently, the

SU with HST-SPT approach has less system complexity, sensing time and handset

power consumption in comparison with the SU who uses the iterated DWT-DWPT

approach. Since the slantlet and wavelet coefficients that are employed in iterated

DWPT and SPT are taken from iterated DWT and HST, respectively, the number of

operations for evaluating these coefficients are computed for one time. Furthermore,

the number of operations in thresholding stage of signal denoising part in both iterated

DWT and HST is neglected.

7.6.1 Number of Multiplications

The number of real multiplications for any filter in filter bank transform is given

by [150] 1

M = M × LF (7.7)

where LF is the length of the filter.

Number of Multiplications of Iterated DWPT-DWT Approach

As given in [151], the length of H(z)H(z2), H(z)F(z2), F(z)H(z2) and F(z)F(z2) of

Fig. 7.5 (a) can be calculated by 3.2i − 2. Thus, the number of real multiplications

for iterated DWPT, MDWPT , based signal analysis can be expressed by:

MDWPT = 8(3.2i−1 − 1)M (7.8)

The length of F(z) in Fig. 7.2 is 4 coefficients, i.e., LF = 4 for F(z). Accordingly,

the number of real multiplications for iterated DWT, MDWT , based signal analysis

1It can be noted that M in all filter bank transforms should be power of 2.
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and synthesis in Fig. 7.8 can be given by

MDWT = 4(3.2i−1 + 1)M (7.9)

By summing (7.8) and (7.9) and substituting i = 2, the total number of real

multiplications for DWPT-DWT approach, MDWPT−DWT , is obtained as follows

MDWPT−DWT = 4M(9.2i−1 − 1) (7.10)

Number of Multiplications of SPT-HST Approach

The length of H2(z) and F2(z) of Fig 7.6 (a) can be computed by 2i+1 [151].

Consequently, the number of real multiplications for SPT, MSPT , based signal analysis

is given by

MSPT = 2i+3M (7.11)

The number of real multiplications for HST, MHST , based signal analysis and

synthesis in Fig. 7.8 can be evaluated by

MHST = 8(2i−1 + 1)M (7.12)

The total real multiplications for SPT-HST approach at i = 2, MSPT−HST can be

obtained from (7.11) and (7.12) as follows

MSPT−HST = 8M(2i + 2i−1 + 1) (7.13)

7.6.2 Number of Additions

The number of real additions for any filter in filter bank transform can be evaluated

by

A = M × LF − (M + LF − 1) (7.14)
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Number of Additions of Iterated DWPT-DWT Approach

By inserting LF = 3.2i − 2 into (7.14), the number of real additions for iterated

DWPT, ADWPT , can be deduced as follows

ADWPT = 12(2i − 1)(M − 1) (7.15)

The number of real additions for iterated DWT, ADWT , that is utilised for signal

denoising in Fig. 7.8 can be computed by

ADWT = 3.2i+1(M − 1) (7.16)

From (7.15) and (7.16), the number of real additions for iterated DWPT-DWT

approach, ADWPT−DWT , can be calculated as follows

ADWPT−DWT = 12(3.2i−1 − 1)(M − 1) (7.17)

Number of Additions of SPT-HST Approach

The number of real additions for SPT, ASPT , can be evaluated by plugging LF =

2i+1 into (7.14). Thus, this yields

ASPT = 4(2i+1 − 1)(M − 1) (7.18)

Using LF = 4 for F(z) and IF(z) that are employed for signal analysis and synthesis

in signal denoising of HST, the number of real additions for HST, AHST , in Fig. 7.8

can be expressed by

AHST = 4(2i + 1)(M − 1) (7.19)

The total number of real additions for SPT-HST approach, MSPT−HST , can be

computed by using (7.18) and (7.19) as follows

ASPT−HST = 12.2i(M − 1) (7.20)
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7.7 Analytical Results

This section provides different comparisons between iterated DWPT-DWT ap-

proach and SPT-HST Approach. In Fig. 7.9 and Fig. 7.10, comparisons between

the coefficients amplitude and the filters response of the iterated DWPT and SPT,

respectively are given. From Fig. 7.10, it is clear that there is no huge difference
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Figure 7.9: Comparison the number of filters’ samples of iterated DWPT and SPT.

between the filters response of the iterated DWPT and SPT. However, it can be ob-

served from Fig. 7.9 that the number of the coefficients of the SPT filters is less than

its corresponding in the iterated DWPT. This minimization in the filters’ length leads

to reduce both M and A which lead to minimize the TCC, T.

Fig. 7.11 (top of the next page) shows a comparison between the CROC of iterated

135



0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

4

w (rad)

F
il
te
r
re
sp
o
n
se

 

 

H(z)H(z2)

H(z)F(z2)

F(z)H(z2)

F(z)F(z2)

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

4

w (rad)

F
il
te
r
re
sp
o
n
se

 

 

H2(z)

F2(z)

A2(z)

B2(z)

Figure 7.10: Comparison between the response of iterated DWPT and SPT filters

DWPT-DWT approach and SPT-HST approach for various γ. The input PU signal

is chosen as quadrature phase shift keying (QPSK) signal with M = 512 and carrier

frequency 3 kHz. The sampling frequency (fs) is equal to 62.5 kHz which is a typical

fast Fourier transform (FFT) bin resolution of an experimental ED implementation

[161]. From Fig 7.11, it is clear that the performance of the SPT-HST approach is

better than the iterated DWPT-DWT approach at the same Pf . This is because the

orthogonality of the filters for both SPT and HST is better than the orthogonality

of corresponding filters in both DWPT and DWT, respectively. For example, when

Pf = 0.01 dB (fixed), the Pmd for SPT-HST is roughly smaller than the Pmd for

iterated DWPT-DWT by 97% at γ = −5 dB. One can see that the proposed SPT-

HST can provide the SS at very low SNR with enough number of samples which is a

critical case in IEEE 802.22 WRAN.
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Figure 7.11: Comparison between the CROC of iterated DWPT-DWT approach and
SPT-HST approach for various γ and M = 512.

Fig. 7.12 (top of the next page) illustrates a comparison between the CROC of

iterated DWPT-DWT approach and SPT-HST approach for various M and γ = −8

dB. Similar to Fig. 7.11, Fig. 7.12 explains the superiority of SPT-HST approach

over iterated DWPT-DWT approach for SS using the energy detector. For instance,

when M = 256 and Pf = 0.1 dB (fixed), the Pmd for SPT-HST approach is nearly

less by 97% than the Pmd for iterated DWPT-DWT approach. As it can be seen from

Fig 7.12, when M increases, a substantial degradation in the Pmd is noticed. This is

because both the Pmd and the Pf decrease when M increases. But, the Pmd decreases

faster than the Pf , thus causing an improvement in the performance of the energy

detector.
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Figure 7.12: Comparison between the CROC of iterated DWPT-DWT approach and
SPT-HST approach for various M and γ = −8 dB.

Fig. 7.13 (top of the next page) highlights a comparison between the TCC, T, of it-

erated DWPT-DWT approach and SPT-HST approach versus the number of the sam-

ples, M . The TCC for iterated DWPT-DWT approach, TDWPT−DWT , is computed

by TDWPT−DWT = MDWPT−DWT + ADWPT−DWT . On the other side, the TCC for

SPT-HST approach, TSPT−HST , is evaluated by TSPT−HST = MSPT−HST+ASPT−HST .

Hence, when i = 2, the total complexity order for DWPT-DWT and SPT-HST ap-

proaches are O(128M − 60), and O(104M − 48), respectively. Accordingly, the dif-

ference between both the total complexity orders is O(24M − 12). As expected, the

iterated DWPT-DWT approach has higher TCC (i.e., complexity order) than SPT-

HST approach. For example, at M = 512, the TDWPT−DWT and the TSPT−HST are

65476 operations and 53200 operations, respectively. In other words, the TSPT−HST
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Figure 7.13: Comparison between the total computational complexity, T, of iterated
DWPT-DWT approach and SPT-HST approach versus number of samples, M .

is approximately 19% lower than TDWPT−DWT . This decrease in the number of oper-

ations leads to reduce the sensing time for cascaded SS framework. Consequently, the

sensing time, T , which is obtained from T ≈M/fs + τ where τ is the consumed time

by T of SPT-HST approach is less than the sensing time of iterated DWPT-DWT

approach.

7.8 Conclusions

A combined approach using both SPT and HST was employed in this chapter to

enhance the performance of energy detector. Signal denoising was applied by using

HST to alleviate the impact of noise. Thereafter, the SPT was proposed and utilised
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to estimate the noise power. The main advantage of the SPT-HST approach against

the iterated DWPT-DWT approach, which was greatly employed in the literature,

is improving the detectability of energy detector at minimum total computational

complexity. The validation for possibility of using the SPT-HST for SS in IEEE 802.22

WRAN standard was verified. Different simulation results were shown to compare

between iterated DWPT-DWT and SPT-HST approaches for different values of Pf , γ

and M . In all results, the SPT-HST approach has exceeded the iterated DWPT-DWT

in detecting the case of the PU by the SU receiver with low computational complexity.

This reduction in the TCC leads to reducing the total system complexity, sensing time

and consumed handset power by the SU.
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Chapter 8

Conclusion and Future Work

This chapter is divided into two sections. In the first section, the conclusions of the

whole thesis are highlighted while in the second section, some non-treated problems

that are related to this thesis are suggested as future works.

8.1 Conclusion

The main conclusions of this thesis are summarised as follows:

• Chapter 3 studies the behaviour of an energy detector over η−µ fading channel

without and with i.n.d diversity receptions using PDF approach. This study

reveals that a degradation in the detectability of energy detector happens when

η and/or µ decrease. Furthermore, the diversity combining schemes such as

MRC, SLC and SLS can help to reduce the impacts of the multipath fading

parameters.

• Chapter 4 analyses the performance of an energy detector over κ−µ shadowed

fading channel without and with i.n.d diversity receptions. This analysis finds

out that the increasing in the multipath and/or shadowing severity indices leads

to improved detection performance. Similar to Chapter 3, different diversity

receptions can assist to alleviate the dropping of the performance of energy

detector at low values for multipath and/or shadowing severity indices.
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• Chapter 5 provides the statistical characterisations for the sum and the maxi-

mum i.n.d composite α − µ/gamma variates using MG distribution. The MG

distribution close approximation of the α−µ/gamma distribution, helps to over-

come the intractability of mathematical expressions of exact composite fading

model. Therefore, the performance of an energy detector as well as the com-

munications systems are evaluated with MRC and SC under i.n.d receivers.

• Although Chapter 5 derives the PDF, the CDF and the MGF for the sum and

the maximum i.n.d composite α − µ/gamma variates using MG distribution,

these expressions are limited by some conditions, e.g., the shadowing index for

α − µ/gamma should be an integer number. Thus, Chapter 6 provides other

statistical properties for the sum and the maximum of i.n.d MG RVs. The

derived expressions are employed to analyse performance of an energy detector

and the communication systems over composite η− µ/gamma fading channels.

The κ−µ shadowed, α−µ/gamma, and η−µ/gamma fading channel models do

not have clear relationships among each other. However, a comparison between

the performance of energy detector over κ − µ shadowed, α − µ/gamma, and

η − µ/gamma fading channels can be achieved by using Nakagami-m/gamma,

Nakagami-m and Rayleigh fading channels which are common fading channels

between these channels. As mentioned in Chapter 4, Chapter 5, and Chapter

6, Nakagami-m/gamma is obtained from κ − µ shadowed, α − µ/gamma, and

η−µ/gamma by using κ→ 0, α = 2, and η →∞, respectively. Moreover, when

m → ∞ (shadowing index in κ − µ shadowed) and k → ∞ (shadowing index

in both α − µ/gamma, and η − µ/gamma), Nakagami-m/gamma is converted

to Nakagami-m. Furthermore, Nakagami-m fading channel becomes Rayleigh

fading channel when m = 1 as explained in Table 2.1, Table 2.2, and Table 2.3.

Fig. 8.1 shows a comparison between the performance of energy detector over

κ − µ shadowed, α − µ/gamma, and η − µ/gamma fading channels with u =

1.5, γ̄ = 15, m = 0.5 (for Nakagami-m/gamma and Nakagami-m),α = 2.5,

η = 0.9, and κ = 1.5. In this figure, it can be observed that when κ − µ

shadowed, α− µ/gamma, and η− µ/gamma fading channels are used to model
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Figure 8.1: Comparison between the complementary ROC of the energy detector over
composite κ− µ shadowed, α− µ/gamma, and η− µ/gamma fading channels with u
= 1.5, γ̄ = 15 dB, m = 0.5 (for Nakagami-m/gamma and Nakagami-m), α = 2.5, η
= 0.9, and κ = 1.5.

the composite Nakagami-m/gamma fading channel, the performances of the

energy detector are similar. Similarly, when these generalised fading channels

are employed to model Nakagami-m and Rayleigh fading channels. Moreover,

one can see that the performance of the energy detector over Rayleigh fading is

better than the Nakagami-m. This is because m = 1 in Rayleigh fading while

m = 0.5 in Nakagami-m fading channel.

• Chapter 7 proposes a constructed approach from SPT and HST to predict

the noise power and to reduce the noise effects, respectively for IEEE 802.22
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WRAN standard. From the provided comparisons with iterated DWPT-DWT

approach, the results demonstrate that the energy detector with SPT-HST ap-

proach outperforms the DWPT-DWT approach in enhancing the performance

with low total computational complexity.

8.2 Future Work

Even though this thesis has addressed different problems that are related to energy

detector based spectrum sensing for cognitive radio, there are still some issues that

need to be studied in future work.

• Use real data sets for u (i.e., T and W ) and other parameters to compare the

performance of an energy detector over composite κ−µ/gamma, η−µ/gamma,

and α− µ/gamma fading channels.

• The behaviour of an energy detector over generalised multipath/shadowing fad-

ing channels was extensively analysed in this thesis. Further analysis for the per-

formance of an energy detector over composite generalised multipath/shadowing

fading with co-channel interference can be considered.

• The average AUC curve has been widely used in this thesis and in the open

technical literature as single figure of merit for studying the performance of

an energy detector. Nevertheless, this performance metric has not been yet

derived for other SS techniques such as cyclostationary detection as well as for

CSS scenarios.

• The statistics of the MG random variables can be derived and employed to

evaluate different performance metrics with EGC scheme. Moreover, these ex-

pressions can be utilised to evaluate the performance of energy detector over

composite α− κ− µ/gamma fading channel.

• In this thesis, the SPT was derived for two-level of signal decomposition and has

provided good results in energy detection. Therefore, higher level of signal de-
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composition by SPT is necessary to achieve better performance. Moreover, the

SPT can be employed in other applications such as image denoising technique.
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Appendix A

Proofs for Chapter 3

A.1 Derivation of Pd(λ) in (3.2)

After using (2.9) and [43, eq. (8.445)] to express Pd(γ, λ) of (2.8) and Iµ− 1
2

(
2µH
γ̄
γ

)
of (2.26), respectively into a series form and substituting that in (3.1), this yields

Pd(λ) =
2
√
πµµ+ 1

2hµ

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2
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j,n=0

Γ(u+ n, λ
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2
)j!

×
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0

γ2µ+n+2j−1e−
2µh+γ̄
γ̄

γdγ (A.1)

The integral in (A.1) can be evaluated by [43, eq. (3.351.3)] as follows,

Pd(λ) =
2
√
πµµ+ 1

2hµ

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2
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j,n=0

Γ(u+ n, λ
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2
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)2µ+n+2j

(A.2)

By invoking Γ(a, b) = Γ(a)−∑∞k=0
(−1)k

(a+k)k!
(b)a+k [43, eq. (8.354.2)] and Γ(a+ b) =

(a)bΓ(a) [44, eq. (1.2.3)], the following expression is deduced
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With the aid of the identities (a + b)c = (a)b+c
(a)b

[44, eq. (1.2.9)] and a + b + c =

a (1+a)b+c
(a)b+c

1, (A.3) can be further simplified to become
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After some mathematical simplifications and employing the multiple variables

hypergeometric functions, the desired result in (3.2) is deduced from (A.4).

A.2 Derivation of Ā in (3.4)

Substituting (2.21) into (3.3), this yields

Ā =

I1︷ ︸︸ ︷∫ ∞
0

fγ(γ)dγ−
u−1∑
n=0

1

2nn!

I2︷ ︸︸ ︷∫ ∞
0

γne−
γ
2 fγ(γ)dγ+

u−1∑
n=1−u

(u)n
2u+n

I3︷ ︸︸ ︷∫ ∞
0

e−γ1F̃1

(
u+ n; 1 + n;

γ

2

)
fγ(γ)dγ (A.5)

1This identity can be easily calculated by using [44, eq. (1.2.1)], [44, eq. (1.2.3)] and [44, eq.
(1.2.9)].
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Since
∫∞

0
fγ(γ)dγ , 1, I1 = 1.

By plugging (2.26) in (A.5) and employing [43, eq.(3.351.3)], I2 in (A.5) can be

evaluated as follows

I2 =
2
√
πµµ+ 1

2hµ

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2

∞∑
j=0

Γ(2µ+ 2j + n)

Γ(j + µ+ 1
2
)j!

(
2γ̄

4µh+ γ̄

)2µ+2j+n(
µH

γ̄

)µ+2j− 1
2

(A.6)

Now, recalling the identity Γ(a+b) = (a)bΓ(a) and then using the identity (a)2b =

22b(a
2
)b(

a+1
2

)b [44, eq. (1.2.13)] to rewrite I2 in (A.6) in the following form

I2 =
2
√
πµµ+ 1

2hµΓ(2µ+ n)

Γ(µ)Γ(µ+ 1
2
)Hµ− 1

2 γ̄µ+ 1
2

( √
µHγ̄

2µh+ γ̄

)2µ(√
γ̄

µH

)(
2γ̄

4µh+ γ̄

)n
×
∞∑
j=0

(µ+ n
2
)j(µ+ n

2
+ 1

2
)j

(µ+ 1
2
)j!

(
(2µH)2

(4µh+ γ̄)2

)j
(A.7)

Utilising [44, eq. (1.2.23)] to express (A.7) in exact form as in (3.4).

Substituting (2.26) in (A.5) and using [41, eq. (27)], and [43, eq. (8.445)], I3

becomes

I3 =
2
√
πµµ+ 1

2hµ

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2

∞∑
l=0

1

Γ(l + µ+ 1
2
)n!l!

(
µH

γ̄

)µ+2l− 1
2

×
∫ ∞

0

γ2µ+2l−1e−
2µh+γ̄
γ̄

γ
1F1

(
u+ n; 1 + n;

γ

2

)
dγ (A.8)

The integral in (A.8) can be computed by [43, eq. (7.522.9)] as follows

I3 =
2
√
πµµ+ 1

2hµ

Γ(µ)Hµ− 1
2 γ̄µ+ 1

2

∞∑
l=0

Γ(2µ+ 2l)

Γ(l + µ+ 1
2
)n!l!

(
µH

γ̄

)µ+2l− 1
2
(

γ̄

2µhγ̄

)2µ+2l

×2F1

(
u+ n; 1 + n;

γ

2

)
(A.9)

After invoking [44, eq. (1.2.23)] to rewrite 2F1(.) into series form, a + b + c =

a (1+a)b+c
(a)b+c

and (a+ b)2c = 22c(a+b
2

)c(
a+b+2

2
)c, this yields
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I3 =
2
√
πΓ(u+ n)Γ(2µ)µµ+ 1

2hµ

Γ(µ)Γ(u)Γ(µ+ 1
2
)Hµ− 1

2 γ̄µ+ 1
2n!

( √
µHγ̄

2µh+ γ̄

)2µ(√
γ̄

µH

)
×

∞∑
l,k=0

(2µ)2l+k(u+ n)k
(µ+ 1

2
)l(1 + n)kl!k!

(
(µH)2

(2µh+ γ̄)2

)l(
γ̄

2(2µh+ γ̄)

)k
(A.10)

After putting I1 = 1, (A.7) and (A.10) in (A.5) and performing some mathemat-

ical straightforward simplifications, the final expression for Ā is deduced as given in

(3.4).

A.3 Derivation of Pd
MRC
i.n.d (λ) in (3.7) and Proof of

Corollary 1

Substitute Pd(γ, λ) of (2.8) and (3.5) in (3.1) with the help of (2.9), yielding

Pd
MRC

i.n.d (λ) =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ

(
2
L∑
i=1

µi

) ∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)

×
∫ ∞

0

γ
2
L∑
i=1

µi+n−1
e−γΦ

(2L)
2

(
µ1, µ1, ..., µL, µL; 2

L∑
i=1

µi;−
2µ1(h1 −H1)γ

γ̄1

,

−2µ1(h1 +H1)γ

γ̄1

, ...,−2µL(hL −HL)γ

γ̄L
,−2µL(hL +HL)γ

γ̄L

)
dγ

(A.11)
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The integral in (A.11) can be evaluated by [44, eq. (9.4.43)] as follows

Pd
MRC

i.n.d (λ) =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ

(
2
L∑
i=1

µi

) ∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)
Γ

(
2

L∑
i=1

µi + n

)

×F (2L)
D

(
2

L∑
i=1

µi + n;µ1, µ1, ..., µL, µL; 2
L∑
i=1

µi;−
2µ1(h1 −H1)

γ̄1

,

−2µ1(h1 +H1)

γ̄1

, ...,−2µL(hL −HL)

γ̄L
,−2µL(hL +HL)

γ̄L

)
(A.12)

By using [44, eq. (1.4.4)] and following the same procedure for (A.2) and (A.3),

(A.12) can be rewritten as follows

Pd
MRC

i.n.d (λ) =

( L∏
i=1

(
4µ2

ihi
γ̄2
i

)µi)[ ∞∑
j1,··· ,jL,k1,··· ,kL,n=0

(
2

L∑
i=1

µi

)
k1+j1···+kL+jL+n(

2
L∑
i=1

µi

)
k1+j1···+kL+jL

(µ1)k1(µ1)j1 ...(µL)kL(µL)jL
k1!...kL!j1!...jL!n!

(
− 2µ1(h1 −H1)

γ̄1

)k1
(
− 2µ1(h1 +H1)

γ̄1

)j1

...

(
− 2µL(hL −HL)

γ̄L

)kL
(
− 2µL(hL +HL)

γ̄L

)jL

− λu

u!2u

∞∑
j1,··· ,jL,k1,··· ,kL,n,l=0

(
2

L∑
i=1

µi

)
k1+j1···+kL+jL+n(

2
L∑
i=1

µi

)
k1+j1···+kL+jL

(u)n+l(µ1)j1(µ1)k1 ...(µL)jL(µL)kL
(1 + u)n+l(u)nj1!...jL!k1!...kL!n!l!

×
(
− 2µ1(h1 −H1)

γ̄1

)k1
(
− 2µ1(h1 +H1)

γ̄1

)j1

...

(
− 2µL(hL −HL)

γ̄L

)kL
(
− 2µL(hL +HL)

γ̄L

)jL
(
λ

2

)n(
− λ

2

)l]
(A.13)

The Pd
MRC

i.n.d (λ) in (A.13) can be expressed exactly as in (3.7).

Corollary 1 can be proved by substituting (2.8) and (3.6) in (3.1) with the aid of
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(2.9). Accordingly, this yields

Pd
MRC

i.i.d (λ) =

(
4µ2h
γ̄2

)Lµ
Γ(2Lµ)

∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)

×
∫ ∞

0

γ2Lµ+n−1e−γΦ2

(
Lµ,Lµ; 2Lµ;−2µ(h−H)γ

γ̄
,−2µ(h+H)γ

γ̄

)
dγ (A.14)

The integral in (A.14) can be computed by [162, eq. (4.24.4)], as follows

Pd
MRC

i.i.d (λ) =

(
4µ2h
γ̄2

)Lµ
Γ(2Lµ)

∞∑
n=0

Γ(u+ n, λ
2
)Γ(2Lµ+ n)

Γ(n+ 1)Γ(u+ n)

×F1

(
2Lµ+ n, Lµ, Lµ; 2Lµ;−µ(h−H)

γ̄
,−2µ(h+H)

γ̄

)
(A.15)

where F1(.) is the double variables Appell hypergeometric function [43, eq. (9.180.1)]2.

By using [43, eq. (9.180.1)] and following a similar procedure for (A.12) with some

mathematical operations, this yields

Pd
MRC

i.i.d (λ) =

(
4µ2h

γ̄2

)Lµ[ ∞∑
n,k,j=0

(2Lµ)n+k+j(Lµ)k(Lµ)j
(2Lµ)k+jn!k!j!

(
− 2µ(h−H)

γ̄

)k

(
− 2µ(h+H)

γ̄

)j

− λu

u!2u

∞∑
n,k,j,l=0

(2Lµ)n+k+j(u)n+l(Lµ)k(Lm)j
(2Lµ)k+j(1 + u)n+l(u)nn!k!j!l!

(
− 2µ(h−H)

γ̄

)k

×
(
− 2µ(h+H)

γ̄

)j(
λ

2

)n(
− λ

2

)l]
(A.16)

The Pd
MRC

i.i.d (λ) in (A.16) can be expressed in exact form as given in (3.8).

2It can be noted that F1(.) is a special case of F
(M)
D (.) where F1(.) = F

(2)
D (.)
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A.4 Derivation of ĀMRC
i.n.d in (3.9) and Proof of Corol-

lary 2

Plugging (3.5) in (3.3), the result is

Ā =

I1,i.n.d︷ ︸︸ ︷∫ ∞
0

fMRC
γ,i.n.d(γ)dγ−

u−1∑
n=0

1

2nn!

I2,i.n.d︷ ︸︸ ︷∫ ∞
0

γne−
γ
2 fMRC

γ,i.n.d(γ)dγ+
u−1∑

n=1−u

(u)n
2u+n

I3,i.n.d︷ ︸︸ ︷∫ ∞
0

e−γ1F̃1

(
u+ n; 1 + n;

γ

2

)
fMRC
γ,i.n.d(γ)dγ (A.17)

Similar to I1 in Appendix A.2, I1,i.n.d = 1. Moreover, I2,i.n.d can be evaluated by

employing (3.5) and [44, eq. (9.4.43)] as follows

I2,i.n.d =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ

(
2

L∑
i=1

µi

) 2
n+2

L∑
i=1

µi
Γ

(
n+ 2

L∑
i=1

µi

)
F

(2L)
D

(
n+ 2

L∑
i=1

µi;µ1, µ1, ..., µL,

µL; 2
L∑
i=1

µi;−
4µ1(h1 −H1)

γ̄1

,−4µ1(h1 +H1)

γ̄1

, ...,−4µL(hL −HL)

γ̄L
,−4µL(hL +HL)

γ̄L

)
(A.18)

Using (3.5) and [44, eq. (9.4.43)] and following a similar procedure for I3 in

Appendix A.2, I3,i.n.d of (A.17) becomes

I3,i.n.d =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ

(
2

L∑
i=1

µi

)
Γ(1 + n)

∞∑
j=0

(u+ n)j
(1 + n)jj!

(
1

2

)j
Γ

(
2

L∑
i=1

µi + j

)

×F (2L)
D

(
j + 2

L∑
i=1

µi;µ1, µ1, ..., µL, µL; 2
L∑
i=1

µi;−
2µ1(h1 −H1)

γ̄1

,−2µ1(h1 +H1)

γ̄1

, ...,

−2µL(hL −HL)

γ̄L
,−2µL(hL +HL)

γ̄L

)
(A.19)
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Invoking [44, eq. (1.4.4)] and utilizing the same steps for (A.2) and (A.3) with

some mathematical operations, (A.19) can be written as follows

I3,i.n.d =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ(1 + n)

∞∑
k1,··· ,kL,l1,··· ,lL,j=0

(
2

L∑
i=1

µi

)
k1+l1...+kL+lL+j(

2
L∑
i=1

µi

)
k1+l1···+kL+lL

(u+ n)j
(1 + n)j

×(µ1)k1(µ1)l1 ...(µL)kL(µL)lL
k1!...kL!l1!...lL!j!

(
− 2µ1(h1 −H1)

γ̄1

)k1
(
− 2µ1(h1 +H1)

γ̄1

)l1

...(
− 2µL(hL −HL)

γ̄L

)kL
(
− 2µL(hL +HL)

γ̄L

)lL

(A.20)

Using the exact form for (A.20) that is recorded in [44, eq. (1.4.21)] and inserting

that together with I1,i.n.d = 1 and (A.18) in (A.17), the desired result in (3.9) is

obtained.

The expression that is given in Corollary 2 can be derived from (A.18) and (A.20).

Consequently, this yields

I2,i.i.d =

(
4µ2h
γ̄2

)Lµ
Γ(2Lµ)

2n+2LµΓ(n+ 2Lµ)

×F (2)
D

(
n+ 2Lµ,Lµ, Lµ; 2Lµ;−4µ(h−H)

γ̄
,−4µ(h+H)

γ̄

)
(A.21)

and

I3,i.i.d =

(
L∏
i=1

(
4µ2
i hi
γ̄2
i

)µi)
Γ(1 + n)

∞∑
k,l,j=0

(2Lµ)j+k+l(Lµ)k(Lµ)l(u+ n)j
(2Lµ)j+k(1 + n)jk!l!j!

×
(
− 2µ(h−H)

γ̄

)k(
− 2µ(h+H)

γ̄

)l(
1

2

)j
(A.22)

Substituting I1,i.i.d = 1, (A.21) and (A.22) instead of I1,i.n.d, I2,i.n.d and I3,i.3.d,

respectively into (A.17), the expression in (3.10) is obtained.
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A.5 Derivation of ĀSLS
i.n.d in (3.14)

To compute the average AUC for SLS diversity reception, the unfaded AUC for

SLS should be firstly derived. Accordingly, from (2.38), the derivative of the proba-

bility of false alarm P SLS
f (λ) is expressed by

∂P SLS
f (λ)

∂λ
= −Lλ

u−1e−
λ
2

2u[Γ(u)]L
[G(u, λ/2)]L−1 (A.23)

Substituting (A.23) and (2.39) in (2.19), this yields

ASLS(γ) =
L

2u[Γ(u)]L

[ ξ1︷ ︸︸ ︷∫ ∞
0

λu−1e−
λ
2 [G(u, λ/2)]L−1dλ

−

ξ2︷ ︸︸ ︷∫ ∞
0

λu−1e−
λ
2 [G(u, λ/2)]L−1

L∏
i=1

(1−Qu(
√

2γi,
√
λ))dλ

]
(A.24)

Using [124, eq. (6.5.12)], ξ1 can be represented as follows

ξ1 =
1

[u2u]L−1

∫ ∞
0

λuL−1e−
λ
2

L−1∏
i=1

1F1

(
u; 1 + u;−λ

2

)
dλ (A.25)

Recalling [44, eq. (9.4.35)] to evaluate the integral in (A.25), ξ1 becomes

ξ1 =
2uΓ(Lu)

uL−1
F

(L−1)
A (Lu;u, ..., u; 1 + u, ..., 1 + u;−1, ...,−1) (A.26)

By invoking [124, eq. (6.5.12)] and [91, eq. (6)], the following series form for ξ2

yields,

ξ2 =
2u(1−2L)

uL−1

∞∑
n1,...,nL=0

γn1
1 ...γnLL e−(γ1+···+γL)

(n1 + u)...(nL + u)Γ(n1 + u)...Γ(nL + u)n1!...nL!

(
1

2

)n1+...+nL

×
∫ ∞

0

λn1+···+nL+2Lu−1e−
λ
2

L∏
i=1

1F1(ni + u, ni + 1 + u,−λ
2

)
L−1∏
i=1

1F1(u, 1 + u,−λ
2

)dλ

(A.27)
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By employing [44, eq. (9.4.35)] to calculate the integral in (A.27) with some

mathematical manipulations, the following expression yields,

ξ2 =
2

uL−1

∞∑
n1,...,nL=0

γn1
1 ...γnLL e−(γ1+...+γL)

(n1 + u)...(nL + u)Γ(n1 + u)...Γ(nL + u)n1!...nL!

×Γ(n1 + ...+ nL + 2Lu)F
(2L−1)
A (n1 + ...+ nL + 2Lu;u, ..., u, n1 + u, ..., nL + u;

1 + u, ..., 1 + u, n1 + 1 + u, ..., nL + 1 + u;−1, ...,−1) (A.28)

Using [44, eq. (1.4.1)] and then employing the identities Γ(a + b) = (a)bΓ(a),

(a+ b)c = (a)b+c
(a)b

and a+ b+ c = a (1+a)b+c
(a)b+c

, (A.28) can be expressed as follows

ξ2 =
2uΓ(2Lu)e

−
L∑
i=1

γi

u(L−1)[Γ(1 + u)]L

∞∑
n1,...,nL,l1,...,l2L−1=0

(2Lu)n1+...+nL+l1+...+l2L−1
(u)n1+l1 ...(u)nL+lL

(1 + u)n1+l1 ...(1 + u)nL+lL(u)n1 ...(u)nL

(u)lL+1
...(u)l2L−1

(1 + u)lL+1
...(1 + u)l2L−1

n1!...nL!l1!...l2L−1!
γn1

1 ...γnLL (−1)l1 ...(−1)l2L−1 (A.29)

Substituting (A.26) and (A.29) in (A.24) with some mathematical manipulations,

ASLS(γ) can be exactly expressed as follows
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ASLS(γ) =
Γ(1 + Lu)

[Γ(1 + u)]L

F (L−1)
A (Lu;u, ..., u; 1 + u, ..., 1 + u;−1, ...,−1)− (Lu)Lu

[Γ(1 + u)]L

×e
−

L∑
i=1

γi
FL+1:

3L−1︷ ︸︸ ︷
L︷ ︸︸ ︷

0; · · · ; 0;

L︷ ︸︸ ︷
0; · · · ; 0;

L−1︷ ︸︸ ︷
1; · · · ; 1

L :1; . . . ; 1; 0; . . . ; 0; 1; . . . ; 1

[u : 1, 1, 0, 0, ..., 0, 0] , [u : 0, 0, 1, 1, ..., 0, 0] ,


[1 + u : 1, 1, 0, 0, ..., 0, 0], [1 + u : 0, 0, 1, 1, ..., 0, 0],

..., [u : 0, 0, ..., 0, 0, 1, 1], [2Lu : 1, 1, ..., 1, 1] : ; ...; ; ; ...; ;

..., [1 + u : 0, 0, ..., 0, 0, 1, 1] : [u : 1]; ...; [u : 1]; ; ...; ;

[u : 1] ; ...; [u : 1] ;

γ1, ..., γL,−1, ...,−1




[1 + u : 1]; ...; [1 + u : 1];

(A.30)

To calculate the average AUC for i.n.d SLS diversity over η − µ fading channels,

ĀSLSi.n.d, A
SLS(γ) should be averaged over (2.26) for L times, i.e.,

ĀSLSi.n.d =

L︷ ︸︸ ︷∫ ∞
0

...

∫ ∞
0

ASLS(γ)fγ1(γ1)dγ1 · · · fγL(γL)dγL (A.31)

It can be noted that the integral in (A.31) is applied on the second term only.

Hence, the average of ξ can be called ξ̄ that can be computed from integrating (A.29)

over (2.26) for ith diversity branch. Accordingly, this yields

Λi =
2
√
πµ

µi+
1
2

i hi
µi

Γ(µi)Hi
µi− 1

2 γ̄i
µi+

1
2

∫ ∞
0

γ
ni+µi− 1

2
i e

− 2µihi+γ̄i
γ̄i

γiIµi− 1
2

(2µiHi

γ̄i
γi

)
dγi (A.32)

With the aid of [43, eq. (8.445)], the integral in (A.32) can be evaluated by [43,
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eq. (3.351.3)] as follows,

Λi =
2
√
πΓ(2µi)µ

2µi
i hµii γ̄

ni
i

Γ(µi)Γ(µi + 1
2
)(2µihi + γ̄i)ni+2µi

∞∑
j=0

(2µi)ni+2j

(µi + 1
2
)jj!

(
(µiHi)

2

(2µihi + γ̄i)2

)j
(A.33)

Plugging (A.33) for i = 1, ...., L in (A.29) with the aid of the identities Γ(a+ b) =

(a)bΓ(a) and Γ(a+ b) = (a)bΓ(a), ξ̄ is deduced as follows

ξ2 =
2uΓ(2Lu)

u(L−1)[Γ(1 + u)]L

(
L∏
i=1

2
√
πΓ(2µi)µ

2µi
i hµii

Γ(µi)Γ(µi + 1
2
)(2µihi + γ̄)2µi

)
∞∑

n1,...,nL,j1,...,jL,l1,...,l2L−1=0

(2Lu)n1+...+nL+l1+...+l2L−1
(u)n1+l1 ...(u)nL+lL(2µ1)n1+2j1 ...(2µL)nL+2jL

(1 + u)n1+l1 ...(1 + u)nL+lL(u)n1 ...(u)nL(1 + u)lL+1
...(1 + u)l2L−1

(µ1 + 1
2
)j1 ...(µL + 1

2
)jL

× (u)lL+1
...(u)l2L−1

n1!...nL!l1!...l2L−1!j1!...jL!

(
γ̄1

2µ1h1 + γ̄1

)n1

...

(
γ̄L

2µLhL + γ̄L

)nL
(

(µ1H1)2

(2µ1h1 + γ̄1)2

)j1

...

(
(µLHL)2

(2µLhL + γ̄L)2

)jL

(−1)l1 ...(−1)l2L−1 (A.34)

Using [44, eq. (1.4.21)] to express (A.34) in exact form and then inserting (A.34)

into (A.30), ĀSLSi.n.d is obtained as given in (3.14).
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Appendix B

Proofs for Chapter 4

B.1 Derivation of Pd(λ) in (4.2)

Substituting (2.8) and (4.1) in (3.1) with the aid of (2.9), this yields

Pd(λ) =
µµmm(1 + κ)µ

Γ(µ)γ̄µ(µκ+m)m

∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)

×
∫ ∞

0

γµ+n−1e−
µ(1+κ)+γ̄

γ̄
γ

1F1

(
m;µ;

µ2κ(1 + κ)

(µκ+m)

γ

γ̄

)
dγ (B.1)

Employing [163, eq. (3.35.1.2)] to calculate the integral in (B.1), Pd(λ) can be

obtained as

Pd(λ) =
µµmm(1 + κ)µ

Γ(µ)γ̄µ(µκ+m)m

∞∑
n=0

Γ(u+ n, λ
2
)Γ(µ+ n)

Γ(n+ 1)Γ(u+ n)

(
γ̄

µ(1 + κ) + γ̄

)µ+n

×2F1

(
m,µ+ n;µ;

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)

)
(B.2)

By recalling [44, eq. (1.2.23)] to express 2F1(.) of (B.2) in a series form and

following the same steps for (A.2) and (A.3) in Appendix A.1, the following expression

for Pd(λ) is deduced
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Pd(λ) =
µµmm(1 + κ)µ

γ̄µ(µκ+m)m

[ ∞∑
n,j=0

(µ)n+j(m)j
(µ)jn!j!

(
µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)

)j
×
(

γ̄

(µ(1 + κ) + γ̄)

)n
− λu

uΓ(u)2u

∞∑
n,j,i=0

(m)j(u)i+n(µ)j+n
(1 + u)n+i(u)n(µ)jn!j!i!(

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)

)j(
γ̄λ

2(µ(1 + κ) + γ̄)

)n(
−λ

2

)i]
(B.3)

Using multivariate hypergeometric functions, the exact representation for Pd(λ)

is obtained as in (4.2).

B.2 Derivation of Ā in (4.3)

Similarly to (A.5) in Appendix A.2, the Ā can be computed by inserting (4.1) into

(A.5). Accordingly, I1 = 1.

The exact solution for I2 can be evaluated by invoking [163, eq. (3.35.1.2)] as

follows

I2 =
Γ(µ+ n)µµmm(1 + κ)µ

Γ(µ)γ̄µ(µκ+m)m

(
2γ̄

2µ(1 + κ) + γ̄

)µ+n

×2F1

(
m,µ+ n;µ;

2µ2κ(1 + κ)

(µκ+m)(2µ(1 + κ) + γ̄)

)
(B.4)

With the aid of [41, eq. (27)], I3 can be expressed as follows

I3 =
µµmm(1 + κ)µ

Γ(µ)(µκ+m)mγ̄µ

∞∑
l=0

(u+ n)l
2l(1 + n)ln!l!

×
∫ ∞

0

γµ+l−1e−
µ(1+κ)+γ̄

γ̄
γ

1F1

(
m;µ;

µ2κ(1 + κ)

(µκ+m)γ̄
γ

)
dγ (B.5)

Using [163, eq. (3.35.1.2)] to calculate (B.5) and following a similar procedure for

(A.9) in Appendix A.2, this yields
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I3 =
µµmm(1 + κ)µ

(µκ+m)mγ̄µ

(
γ̄

µ(1 + κ) + γ̄

)µ ∞∑
l,j=0

(µ)j+l(m)j(u+ n)l
(µ)j(1 + n)lj!l!

×
(

µ2κ(1 + κ)

(µκ+m)(µ(1 + κ) + γ̄)

)j(
γ̄

2(µ(1 + κ) + γ̄)

)l
(B.6)

By plugging I1 = 1, (B.4) and (B.6) in (A.5) and doing some mathematical

manipulations, the exact representation for Ā over κ − µ shadowed fading channels

is obtained as in (4.3).

B.3 Derivation of Pd
MRC
i.n.d (λ) in (4.6) and Proof of

Corollary 3

After utilising (2.9) to express Pd(γ, λ) of (2.8) into series form and substituting

that together with (4.1) in (3.1), this yields

Pd
MRC

i.n.d (λ) =
Ψ

Γ

(
L∑
i=1

µi

) ∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)

×
∫ ∞

0

γ

L∑
i=1

µi+n−1
e−γΦ

(2L)
2

(
µ1 −m1, ..., µL −mL,m1, ...,mL;

L∑
i=1

µi;−
µ1(1 + κ1)γ

γ̄1

, ...,

−µL(1 + κL)γ

γ̄L
,−µ1(1 + κ1)

γ̄1

m1γ

µ1κ1 +m1

, ...,−µL(1 + κL)

γ̄L

mLγ

µLκL +mL

)
dγ

(B.7)

where Ψ =
L∏
i=1

µ
µi
i m

mi
i (1+κi)

µi

(µiκi+mi)mi γ̄
µi
i

.

Clearly, the integral in (B.7) is similar to (A.11). Thus, by using the same steps

for (A.13) in Appendix A.3, the following expression for Pd
MRC

i.n.d (λ) is deduced
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Pd
MRC

i.n.d (λ) = Ψ

×
[

∞∑
j1,··· ,jL,k1,··· ,kL,n=0

(
L∑
i=1

µi

)
k1+j1···+kL+jL+n(

L∑
i=1

µi

)
k1+j1···+kL+jL

(µ1 −m1)k1 ...(µL −mL)kL(m1)j1 ...(mL)jL
k1!...kL!j1!...jL!n!

×
(
− µ1(1 + κ1)

γ̄1

)k1

...

(
− µL(1 + κL)

γ̄L

)kL

×
(
− µ1(1 + κ1)

γ̄1

m1

µ1κ1 +m1

)j1

...

(
− µL(1 + κL)

γ̄L

mL

µLκL +mL

)jL

− λu

u!2u

∞∑
j1,··· ,jL,k1,··· ,kL,n,l=0

(
L∑
i=1

µi

)
k1+j1···+kL+jL+n(

L∑
i=1

µi

)
k1+j1···+kL+jL

(u)n+l(µ1 −m1)k1 ...(µL −mL)kL
(1 + u)n+l(u)nn!k1!...kL!

×(m1)j1 · · · (mL)jL
j1!...jL!

(
− µ1(1 + κ1)

γ̄1

)k1

...

(
− µL(1 + κL)

γ̄L

)kL

×
(
− µ1(1 + κ1)

γ̄1

m1

µ1κ1 +m1

)j1

...

(
− µL(1 + κL)

γ̄L

mL

µLκL +mL

)jL
(
λ

2

)n(
− λ

2

)l]
(B.8)

It can be noticed, (B.8) can be expressed in similar form for (A.13) as given in

(4.6).

To derive the Pd
MRC

i.i.d (λ) that is given in corollary 3, (2.8) and (4.5) are substituted

in (3.1) with the aid of (2.9). Accordingly, the result is as follows

Pd
MRC

i.i.d (λ) =
µLµmLm(1 + κ)Lµ

Γ(Lµ)γ̄Lµ(µκ+m)Lm

∞∑
n=0

Γ(u+ n, λ
2
)

Γ(n+ 1)Γ(u+ n)

×
∫ ∞

0

γLµ+n−1e−γΦ2

(
Lµ− Lm,Lm;Lµ;−µ(1 + κ)γ

γ̄
,−µ(1 + κ)

γ̄

mγ

µκ+m

)
dγ (B.9)

Now, by following the same procedure for corollary 1 in Appendix A.3, the

Pd
MRC

i.i.d (λ) becomes
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Pd
MRC

i.i.d (λ) =

(
µµmm(1 + κ)µ

γ̄µ(µκ+m)m

)L
×
[

∞∑
n,k,j=0

(Lµ)n+k+j(Lµ− Lm)k(Lm)j
(Lµ)k+jn!k!j!

(
− µ(1 + κ)

γ̄

)k(
− µ(1 + κ)

γ̄

m

µκ+m

)j

− λu

u!2u

∞∑
n,k,j,l=0

(Lµ)n+k+j(u)n+l(Lµ− Lm)k(Lm)j
(Lµ)k+j(1 + u)n+l(u)nn!k!j!l!

(
− µ(1 + κ)

γ̄

)k

×
(
− µ(1 + κ)

γ̄

m

µκ+m

)j(
λ

2

)n(
− λ

2

)l]
(B.10)

Using [44, eq. (1.4.21)] and [44, eq. (1.5.3)], the desired expression in (4.7) is

obtained.

B.4 Derivation of ĀMRC
i.n.d in (4.8) and Proof of Corol-

lary 4

By inserting (4.4) in (A.17) and employing the same procedure for calculating

I2,i.n.d in Appendix A.4, I2,i.n.d for κ− µ shadowed fading channel is given by

I2,i.n.d =
Ψ

Γ

(
L∑
i=1

µi

)2

L∑
i=1

µi+n
Γ

( L∑
i=1

µi + n

)

×F (2L)
D

( L∑
i=1

µi + n;µ1 −m1, · · · , µL −mL,m1, · · · ,mL;
L∑
i=1

µi;−
2µ1(1 + κ1)

γ̄1

, · · · ,

−2µL(1 + κL)

γ̄L
,−2µ1(1 + κ1)

γ̄1

m1

µ1κ1 +m1

, · · · ,−2µL(1 + κL)

γ̄L

mL

µLκL +mL

)
(B.11)

It can be observed that I3,i.n.d for κ−µ shadowed fading channel can be computed

in a way similar to I3,i.n.d in Appendix A.4. Accordingly, this yields
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I3,i.n.d =
Ψ

n!

∞∑
k1,··· ,kL,l1,··· ,lL,j=0

(
L∑
i=1

µi

)
j+k1+l1···+kL+lL(

L∑
i=1

µi

)
k1+l1···+kL+lL

(u+ n)j(µ1 −m1)k1 · · ·
(1 + n)jj!k1! · · · kL!

×(µL −mL)kL(m1)l1 · · · (mL)lL
l1! · · · lL!

(
− µ1(1 + κ1)

γ̄1

)k1

...

(
− µL(1 + κL)

γ̄L

)kL

(
− µ1(1 + κ1)

γ̄1

m1

µ1κ1 +m1

)l1

...

(
− µL(1 + κL)

γ̄L

mL

µLκL +mL

)lL(
1

2

)j
(B.12)

Invoking [44, pp. 454] to express (B.12) in exact form and plugging that together

with I1,i.n.d=1 and (B.11) in (A.17), the desired result in (4.8) is deduced.

The ĀMRC
i.i.d that is given in Corollary 4 can be computed by doing the same steps

in Corollary 2. Consequently, the following expressions yield

I2,i.i.d =
ϑL

Γ(Lµ)
2Lµ+nΓ(Lµ+ n)

×F (2)
D

(
Lµ+ n, Lµ− Lm,Lm;Lµ;−2µ(1 + κ)

γ̄
,−2µ(1 + κ)

γ̄

m

µκ+m

)
(B.13)

and

I3,i.i.d =
ϑL

n!

∞∑
k,l,j=0

(Lµ)j+k+l(Lµ− Lm)k(Lm)l
(Lµ)j+k(1 + n)j

(u+ n)j
k!l!j!

×
(
− µ(1 + κ)

γ̄

)k(
− µ(1 + κ)

γ̄

m

µκ+m

)l(
1

2

)j
(B.14)

Substituting I1,i.i.d=1, (B.13) and (B.14) in (A.17) and performing some mathe-

matical manipulations, the exact form for ĀMRC
i.i.d in Corollary 2 is the result.
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B.5 Derivation of ĀSLS
i.n.d in (4.12)

As explained in Appendix A.5, the integral in (A.31) is applied on the second

term only. Thus, by replacing (2.25) in (A.32) by (4.1), this yields

Λi =
µi
µimi

mi(1 + κi)
µi

Γ(µi)γ̄iµi(µiκi +mi)m∫ ∞
0

γni+µi−1
i e

−µi(1+κi)+γ̄i
γ̄i

γi
1F1

(
mi;µi;

µ2
iκi(1 + κi)

(µiκi +mi)γ̄i
γi

)
dγi (B.15)

The integral in (A.15) can be calculated by [163, eq. (3.35.1.2)] as follows

Λi =
µi
µimi

mi(1 + κi)
µi(µi)ni

γ̄iµi(µiκi +mi)m

(
γ̄i

(µi(1 + κi) + γ̄i)

)ni+µi
×2F1

(
mi, ni + µi;µi;

µ2
iκi(1 + κi)

(µiκi +mi)(µi(1 + κi) + γ̄i)

)
(B.16)

Substituting (A.16) for i = 1, ..., L in (A.29) and recalling [44, eq. (1.2.23)] to

express 2F1(.) in series form, after some mathematical operations in a way similar to

(A.34), yielding

ξ2 =
2uΓ(2Lu)

u(L−1)[Γ(1 + u)]L

(
L∏
i=1

µi
µimi

mi(1 + κi)
µi

(µi(1 + κi) + γ̄i)µi(µiκi +mi)
mi

)
∞∑

n1,...,nL,l1,...,l2L−1,j1,...,jL=0

(2Lu)n1+...+nL+l1+...+l2L−1
(u)n1+l1 ...(u)nL+lL(µ1)n1+j1 ...(µL)nL+jL

(1 + u)n1+l1 ...(1 + u)nL+lL(u)n1 ...(u)nL(µ1)n1 ...(µL)nL(1 + u)lL+1
...(1 + u)l2L−1

× (u)lL+1
...(u)l2L−1

(m1)j1 ...(mL)jL
(µ1)j1 · · · (µL)jLn1!...nL!l1!...l2L−1!j1!...jL!

(
γ̄1

µ1(1 + κ1) + γ̄1

)n1

...

(
γ̄L

µL(1 + κL) + γ̄L

)nL
(

µ2
1κ1(1 + κ1)

(µ1κ1 +m1)(µ1(1 + κ1) + γ̄1)

)j1

...

(
µ2
LκL(1 + κL)

(µLκL +mL)(µL(1 + κL) + γ̄L)

)jL

(−1)l1 ...(−1)l2L−1 (B.17)

With the aid of [44, pp. (1.4.21)], ξ2 can be expressed in exact representation

which is substituted in (A.30) to give (4.12).
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Appendix C

Proofs for Chapter 6

C.1 Derivation of Pd
MRC

(λ) in (6.22)

After substituting (6.7) and (6.21) into (3.1) with the aid of [146, eq. (4)] and∫∞
0
fγ(γ)dγ , 1, this yields

Pd
MRC

(λ) = 1− λue−
λ
2

2uΓ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

(∏L
j=1 αijΓ(βij)

)
Γ
(∑L

j=1βij
) ∞∑

l=0

∞∑
m=0

(1)l
(1 + u)l+ml!m!

×
(
λ

2

)l(
λ

2

)m ∫ ∞
0

γm+
∑L
j=1βij−1e−γΦ

(L)
2

(
βi1 , · · · , βiL ;

L∑
j=1

βij ;−ζi1γ, · · · ,−ζiLγ
)
dγ

(C.1)

The integral in (C.1) can be evaluated by [44, eq. (9.4.43)] as follows

Pd
MRC

(λ) = 1− λue−
λ
2

2uΓ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

(∏L
j=1 αijΓ(βij)

)
Γ
(∑L

j=1βij
) ∞∑

l=0

∞∑
m=0

(1)l
(1 + u)l+ml!m!

×
(
λ

2

)l(
λ

2

)m
Γ

(
m+

L∑
j=1

βij

)
F

(L)
D

(
m+

L∑
j=1

βij , βi1 , · · · , βiL ;
L∑
j=1

βij ;−ζi1 , · · · ,−ζiL
)

(C.2)

Recalling the identity Γ(a + b) = (a)bΓ(a) [44, eq. (1.2.3)] and [44, eq. (1.4.4)],
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Pd
MRC

(λ) becomes

Pd
MRC

(λ) = 1− λue−
λ
2

2uΓ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)
)

∞∑
n1=0

· · ·
∞∑

nL=0

∞∑
l=0

∞∑
m=0

(
m+

∑L
j=1 βij

)
n1+···+nL

(βi1)n1 · · · (βiL)nL(1)l

(∑L
j=1βij

)
m(∑L

j=1 βij

)
n1+···+nL

(1 + u)l+mn1!...nL!l!m!

×(−ζi1)n1 · · · (−ζiL)nL
(
λ

2

)l(
λ

2

)m
(C.3)

Invoking the identity (a)b+c = (a)b(a+ b)c [44, eq. (1.2.9)], this yields

Pd
MRC

(λ) = 1− λue−
λ
2

2uΓ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)
)

∞∑
n1=0

· · ·
∞∑

nL=0

∞∑
l=0

∞∑
m=0

(∑L
j=1 βij

)
n1+···+nL+m

(βi1)n1 · · · (βiL)nL(1)l(∑L
j=1 βij

)
n1+···+nL

(1 + u)l+mn1!...nL!l!m!

×(−ζi1)n1 · · · (−ζiL)nL
(
λ

2

)l(
λ

2

)m
(C.4)

Using [44, eq. (1.4.21)], the desired result in (6.22) is obtained.

C.2 Derivation of ĀMRC in (6.24)

By plugging (C.4) in (5.31), this yields

ĀMRC = 1− 1

22uΓ(u)Γ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)
)

∞∑
n1=0

· · ·
∞∑

nL=0

∞∑
l=0

∞∑
m=0

(∑L
j=1 βij

)
n1+···+nL+m

(βi1)n1 · · · (βiL)nL(1)l(∑L
j=1 βij

)
n1+···+nL

(1 + u)l+mn1!...nL!l!m!

×(−ζi1)n1 · · · (−ζiL)nL
(

1

2

)l(
1

2

)m ∫ ∞
0

λl+m+2u−1e−λdλ (C.5)
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With the help of [43, eq. (3.351.3)], the integral in (C.5) is calculated as follows

ĀMRC = 1− 1

22uΓ(u)Γ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)
)

∞∑
n1=0

· · ·
∞∑

nL=0

∞∑
l=0

∞∑
m=0

(∑L
j=1 βij

)
n1+···+nL+m

(βi1)n1 · · · (βiL)nL(1)l(∑L
j=1 βij

)
n1+···+nL

(1 + u)l+mn1!...nL!l!m!

×Γ(l +m+ 2u)(−ζi1)n1 · · · (−ζiL)nL
(

1

2

)l(
1

2

)m
(C.6)

Using the identity Γ(a+ b) = (a)bΓ(a) [44, eq. (1.2.3)], this yields

ĀMRC = 1− Γ(2u)

22uΓ(u)Γ(1 + u)

N1∑
i1=1

· · ·
NL∑
iL=1

( L∏
j=1

αijΓ(βij)
)

∞∑
n1=0

· · ·
∞∑

nL=0

∞∑
l=0

∞∑
m=0

(∑L
j=1 βij

)
n1+···+nL+m

(2u)l+m(βi1)n1 · · · (βiL)nL(1)l(∑L
j=1 βij

)
n1+···+nL

(1 + u)l+mn1!...nL!l!m!

×(−ζi1)n1 · · · (−ζiL)nL
(

1

2

)l(
1

2

)m
(C.7)

By utilising [44, eq. (1.4.21)], the provided expression in (6.24) is deduced.
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