Intermittent Blood Pressure Prediction via Multiscale Entropy and Ensemble Artificial Neural Networks
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Abstract— This study evaluates the correlation between the intermittent blood pressure (BP) and the photoplethysmography (PPG). This study of a total of twenty-five cases is started by the partitioning of the PPG signal into a 5-minute segment. The segmented PPG is filtered by ensemble empirical mode decomposition (EEMD). The feature extraction method, multiscale entropy (MSE) is utilized for the purified signal to achieve some information. The seventy-five scale of MSE is taken into the input of the artificial neural network (ANN) modeling. The output of this system are the intermittent diastolic and systolic blood pressure. Originally, thousand models are created. The best model is chosen for the best single ANN model. In advanced, the ensemble artificial neural network (EANN) model is initiated to observe the testing data. The result, compared to the best single ANN model, shows that the EANN model recognizes better the testing data by producing lower mean absolute error (MAE).
I.  Introduction
Hypertension is the essential aspect for the heart and kidney diseases [1-2]. A slight change in blood pressure (BP) will relate to the possibility of the cardiovascular disease as well [3]. 
Several studies investigated the correlation between BP and photoplethysmography (PPG) [4-6]. However, the noise is highly probably to disturb the signal. Hence, several studies have been conducted to reduce the noise and increase the quality of the PPG signal. The adaptive filter method has been utilized for the motion artifact cases [7]. Another study used the moving average method for the purifying technique [8]. For the increment of the PPG signal quality, time-frequency method has been applied in the previous studies [9, 10].

Huang et. al. originated the empirical mode decomposition (EMD) for the filtering system [11]. It has been implemented frequently for biological signal processing. A study evaluated the relationship between EMD, filter bank and Hurst exponent [12]. EMD-based algorithm has also been conducted for the baseline and high frequency noise in the electrocardiography (ECG) [13], as well in electromyography (EMG) for the background activity [14].

The non-linear feature extractions for the signal processing have been investigated for several years. One of the most popular algorithms is entropy-based algorithm. This algorithm, originally developed by Richman, et al., works based on the evaluation of the regularity of the time series [15]. The multiscale entropy (MSE), a modified sample entropy, has been applied the studies related to the physiological signal series. Studies related to the cardiovascular evaluation using MSE has been done by Costa et. al., [16, 17].  The utilization of MSE also has been applied in the seizure assessment by Lu et. al. [18].
Artificial neural networks (ANN) is one of the outstanding machine learning algorithms that utilized for the input-output modeling. The utilization of the EMD-based, entropy-based and ANN algorithms in anesthesia cases have been done previous studies [19-21]. Another technique for the modified ANN, named ensemble neural networks, has also done by several assessments [22-24].
This study proposes the new input-output relationship for the PPG as the input and the intermittent blood pressure as the output. In advanced, the ensemble neural network algorithm is applied to model this relationship. 

II. MATERIAL AND METHODOLOGY 
A. Materials
The data collection was collected from twenty-five patients at the National Taiwan University Hospital (NTUH) of Taiwan. The IntelliVue MP60 (Philips Healthcare, USA) and a portable computer were utilized. This study was approved by Institutional Review Board. 
B. Methodology
This study is sequentially done as shown in Fig. 1. Initially, the raw PPG is purified by EEMD. Studies related to the IMF evaluation by FFT, with range in between 0.5 – 4 Hz, have been done by several previous works [25, 26]. However, in our study and in some cases as shown in Figs. 2 and 3, the IMF 6 corresponds to the frequency 0.7 Hz may be affected by some noise, which are highly in those ranges that belongs to its IMF. This circumstance can be seen by the signal regularization and the amplitude of the IMF itself. Based on this phenomenon, the IMF selection, in this whole study, has been ranged from 1 to 4 Hz.

The feature extraction mode is evaluated by the multi-scale entropy [16, 17]. A 5-minute of the filtered PPG signal is evaluated. Due to the considerably size of this sequence, the maximum scale is adjusted to 75. This scale will have the shortest length of 512 data when it has maximum scale. The input of this study will be the first scale to the seventy-five scale for the output of diastolic and systolic blood pressure collected each 5 minutes.
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Fig. 1. The flowchart of the ensemble neural networks. 
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Fig. 2. Short period of PPG IMFs
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Fig. 3. Short period of PPG IMFs
III. RESULTS
This study evaluates the performance of the artificial neural networks in predicting the intermittent blood pressure by utilizing the multiscale entropy. 

EEMD filter will generate the IMFs and can be seen by Fig. 2. These IMFs separated and started from the highest to lowest frequency. It can be seen by Fig. 3 of the IMF-corresponding frequency. In order to the IMF selection, the FFT algorithm is still applied. By evaluating the frequency of the IMF, it can be seen that the highest dominant peaks, according to the frequency selection ranges, exist for the IMF 4 and IMF 5. The next figures, Figs. 4 and 5, show the time-frequency analysis evaluation of the raw PPG signal and EEMD-filtered PPG. The signal has windowed for each 12 seconds for the calculation of fast Fourier transform (FFT). It can be seen that the EEMD algorithm has purified the higher frequency based signal. In order to make the figures clearer in the frequency evaluation, the frequency based, y-axis is trimmed to scale between zero to fifteen.  
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Fig. 4. Raw-PPG signal time-frequency analysis
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Fig. 5. EEMD-Filtered PPG time-frequency analysis
The models of artificial neural networks are originally trained for several numbers. In our study a thousand of dual-hidden layers, with randomly selected hidden neurons and initial weights are initiated. This method has a purpose to evaluate the correlation between the input variables and those two previously stated parameters. The whole of a thousand model results can be seen in Fig. 6. It can be seen that the slope of the figure close to testing error, meaning that the training models relatively hard to recognize the testing data. 
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Fig. 6. Modelling result distribution for one-thousand trained models.
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Fig. 7. Diastolic training results. 

In order to minimize the error the single best model is evaluated for the diastolic and systolic blood pressure by investigating the mean absolute error (MAE) of the model by averaging both MAE of the diastolic and systolic. The best model creates 7.8 and 11.1 mmHg for training MAE of diastolic and systolic, respectively. The results are shown by Figs. 7 and 8. This best model produces 9.6 and 14.2 mmHg of the testing data respectively for diastolic and systolic blood pressure. The results are shown by Figs. 9 and 10. 

 After the evaluation of the best neural network model, in order to deal with the generalization of the data, the ensemble model is initiated. This model works based on the consideration of the 5-best model results. This ensemble provides better result by reducing the MAE to 8.3 and 13.6 mmHg respectively for the diastolic and systolic blood pressure. Visual comparison can be seen in Figs. 11 and 12.

This method will increase the robustness of the data due to some testing data are not fit in a single neural network model. This phenomenon may be helpful for the data diversity of training and testing model.
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Fig. 8. Systolic training results. 
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Fig. 9. Best single ANN  diastolic testing result
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Fig. 10. Best single ANN systolic testing result 

IV. CONCLUSIONS

The evaluation of the intermittent blood pressure has been investigated. With the input of the extracted PPG continuous signal by multiscale entropy, the diastolic and systolic blood pressures are predicted. The result shows that the ensemble model produces better result than the single best model of neural networks. The ensemble model may become a better model while facing the diversity of the testing data. This study has limitation in recognizing the sudden big changes in the signal both for training and testing. 
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Fig. 11. Ensemble ANN diastolic result
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Fig. 12. Ensemble ANN systolic result
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