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Abstract

This paper deals with the $H_\infty$ state estimation problem for a class of discrete-time neural networks with stochastic delays subject to state- and disturbance-dependent noises (also called $(x, v)$-dependent noises) and fading channels. The time-varying stochastic delay takes values on certain intervals with known probability distributions. The system measurement is transmitted through fading channels described by the Rice fading model. The aim of the addressed problem is to design a state estimator such that the estimation performance is guaranteed in the mean-square sense against admissible stochastic time-delays, stochastic noises as well as stochastic fading signals. By employing the stochastic analysis approach combined with the Kronecker product, several delay-distribution-dependent conditions are derived to ensure that the error dynamics of the neuron states is stochastically stable with prescribed $H_\infty$ performance. Finally, a numerical example is provided to illustrate the effectiveness of the obtained results.

Index Terms

Delayed neural networks, $H_\infty$ state estimation, delay-distribution-dependent condition, random delay, $(x, v)$-dependent noises, fading channels.

I. INTRODUCTION

The past few decades have witnessed the successful applications of recurrent neural networks (RNNs) in many areas including image processing [40], pattern recognition [3], combinatorial optimization [24], associative memories [32] and signal processing [35]. In general, these applications are heavily dependent on 1) the dynamic behaviors (e.g. stability and synchronization) of the RNNs; and 2) the true states of the neurons in a noisy environment. Therefore, the analysis issues of neural networks such as synchronization, stability and state estimation have attracted considerable attention, and a rich body of results have been reported in the literature [20], [39].

It is well known that the time-delay, which is inevitable during signal transmission between the neurons and in the implementation of neural networks, is one of the important sources which may cause instability and oscillation of the networks. As such, it is of great significance to investigate the mathematical properties of delayed neural networks, and much effort has been devoted to various types of time-delays (continuous, discrete, distributed or...
mixed), see [17], [21], [23], [30], [31], [34], [37], [39]. Nevertheless, an important class of time-delays, namely, probabilistic delays, have not gained sufficient attention in the context of dynamics analysis for RNNs. Probabilistic delays occur frequently in practice, for example, by using the statistical method, it has been found in [31] that a large delay occurs with a low probability in networked control systems. The time delay in neural networks may randomly appear as well due to synaptic voltage and temporal noise associated with transmitter release. In [39], the Bernoulli variable has been introduced to characterize the random delay and several less conservative stability conditions have been derived for delayed neural networks. By employing the information of both the probability distribution and the variation range of the time delay, the exponential $H_\infty$ filtering problem has been addressed in [23] for switched neural networks with random delays.

Due to random fluctuations from the release of neurotransmitters as well as thermal noises in the electronic equipments, various stochastic perturbations are unavoidable with both biological and artificial neural networks. Up to now, most literature has focused on the stochastic neural networks with state-dependent noises only for the purpose of simplicity [1], [17]. As pointed out in [9], not only system states but also external disturbances may be corrupted by stochastic noises in the engineering practice. By means of Hamilton-Jacobi inequalities, the stochastic $H_\infty$ control problem has been studied in [18] for nonlinear Markovian jump systems with state- and disturbance-dependent noises $(x,v)$-dependent noises for short). For the stochastic $H_2/H_\infty$ control problem, it has been revealed in [29] that there exist essential differences between the system with state-dependent noises and that with $(x,v)$-dependent noises. Note that $(x,v)$-dependent noises are typical phenomena for RNNs because 1) the neurotransmitter-induced noises are naturally neuron-state-dependent; 2) the thermal noises are usually external-disturbance-dependent; and 3) both kinds of noises tend to occur simultaneously in practice. Nevertheless, the dynamics analysis issue for neural networks with $(x,v)$-dependent noises has not been addressed and remains open.

In reality, the information of the neuron states of RNNs is crucial for some specific applications such as associative memories, optimization and state feedback control. Unfortunately, such information may not be fully accessible because of the complexity of neural networks and it is necessary to estimate the neuron states via available measurements. As such, the problem of state estimation for neural networks has stirred particular research interest and a wealth of literature has appeared [14], [16], [36], [38], [42]. By constructing a new Lyapunov-Krasovskii functional, the delay-distribution-dependent state estimator has been designed in [1] for discrete-time neural networks with time-varying delays. In [16], the Arcak-type state estimator, which is more general than the widely used Luenberger-type one, has been designed for the static neural networks with time delays. Recalling these existing methods, there has been a common assumption that communication channel is ideal such that the measurements of neural networks can be transmitted to the estimator in an instantaneous way. Such an assumption is, however, not always true when the RNNs and the estimator are connected via unreliable channels (i.e., wireless connection) in the case of hardware implementation. As such, it makes practical sense to study the state estimation problem for neural networks in a networked environment.

Recently, there have been some results on state estimation problems of neural networks against network-induced phenomena such as communication delays [17], missing measurements [20], quantization effects [42], and event-triggered strategy [34]. However, another network-induced phenomenon, i.e., fading channel, has gained relatively less attention in the context of state estimator design despite its practical significance in wireless communication networks. Generally, when signals are transmitted through wireless channels, they are often subject to several phenomena such as scattering and reflection due probably to shadowing effects from obstacles, the multipath propagation and the path loss. Therefore, the channel fading phenomenon is unavoidable in wireless networks and it could deteriorate the performance of networked systems if not handled properly [10], [26]. In order to reflect
the changes of the transmitted signals in both the amplitude and the phase, fading can be modeled by a time-varying stochastic mathematical model such as Rice fading channel model [10] and Rayleigh fading channel model [28]. So far, some initial results have been reported for the problems of stabilization [10], $H_\infty$ filtering [6], $H_\infty$ control [4] and Kalman filtering [25] with fading channels. Nevertheless, to the best of the authors’ knowledge, the state estimation problem for delayed neural networks with fading channels has not been adequately studied, not to mention the case when the $(x, v)$-dependent noises are also a concern.

Motivated by the above discussions, we aim to investigate the $H_\infty$ state estimation problem for a class of delayed stochastic neural networks. The main contributions of this paper can be summarized as follows. 1) The neural network addressed is comprehensive to cover random delays and $(x, v)$-dependent noises, which may reflect the reality more closely. 2) This paper represents the first of few attempts to study the problem of state estimation for neural networks with fading channels. 3) Based on the stochastic analysis approach and the Kronecker product, several delay-distribution-dependent conditions are derived under which the dynamics of the estimation error is stochastically stable with the prespecified $H_\infty$ constraint.

The rest of this paper is organized as follows. In Section II, the neural networks with random delays, $(x, v)$-dependent noises and fading channels are introduced and some preliminaries are briefly outlined. In Section III, the $H_\infty$ state estimation problem is investigated by applying the stochastic analysis approach and the Kronecker product, and the estimator gains are obtained by solving a linear matrix inequality (LMI). A numerical example is provided to show the effectiveness of the main results in Section IV. Finally, conclusions are drawn in Section V.

**Notations.** Throughout this paper, $\mathbb{R}$ (respectively, $\mathbb{N}^+$) is the set of all real numbers (respectively, non-negative integers). $\mathbb{R}^n$ is the set of all real $n$-dimensional vectors and $\mathbb{R}^{m \times n}$ is the set of all $m \times n$ real matrices. $A > 0$ (respectively, $A \geq 0$) is a real symmetric positive definite (respectively, positive semi-definite) matrix. $A^T$ denotes the transpose of a matrix $A$. $[a : b]$ is a set involving all integers between $a$ and $b$. $\mathcal{C}_K$ denotes the class of all continuous non-decreasing convex functions $\mu : \mathbb{R}^+ \to \mathbb{R}^+$ such that $\mu(0) = 0$ and $\mu(r) > 0$ for $r > 0$. $\mathcal{C}_m^n(\mathbb{R}^n)$ denotes the class of functions $V(x)$ that is $m$ times continuously differentiable with respect to $x \in \mathbb{R}^n$. $\mathbb{E}\{x\}$ stands for the mathematical expectation of $x$. $\text{diag}\{\cdots\}$ is a block-diagonal matrix. The symbol $\otimes$ denotes the Kronecker product. The asterisk $*$ in a matrix is used to denote the term that is induced by symmetry. Matrices, if they are not explicitly specified, are assumed to have compatible dimensions.

**II. PROBLEM FORMULATION AND PRELIMINARIES**

In this section, we introduce some preliminaries related to $H_\infty$ state estimation for neural networks and then give the problem formulation.

**A. Neural Networks with $(x, v)$-dependent noises**

Consider the following discrete-time neural network with time-varying delays and $(x, v)$-dependent noises:

$$\begin{cases}
x(k + 1) & = Ax(k) + W_1 \tilde{f}(x(k)) + W_2 \tilde{g}(x(k - d(k))) + Cv(k) + [\tilde{A}x(k) + \tilde{B}x(k - d(k)) + \tilde{C}v(k)]w(k), \\
y(k) & = Dx(k) + Ev(k), \\
z(k) & = Fx(k), \\
x(j) & = \phi(j), \quad -d_M \leq j \leq 0
\end{cases}$$

where $x(k) = [x_1(k), x_2(k), \ldots, x_n(k)]^T \in \mathbb{R}^n$ is the state vector associated with $n$ neurons, $y(k) \in \mathbb{R}^{n_y}$ is the measurement output, $z(k) \in \mathbb{R}^{n_z}$ is the neural signal to be estimated and $w(k)$ is a one-dimensional zero-mean Gaussian white noise sequence on a probability space $(\Omega, \mathcal{F}, \text{Prob})$ with $\mathbb{E}\{w^2(k)\} = 1$. Let $(\Omega, \mathcal{F}, \{\mathcal{F}_k\}_{k \in \mathbb{N}^+}, \text{Prob})$ be a filtered probability space where $\{\mathcal{F}_k\}_{k \in \mathbb{N}^+}$ is the family of sub $\sigma$-algebras of $\mathcal{F}$ generated by $\{\omega(k)\}_{k \in \mathbb{N}^+}$. 28. So far, some initial results have been reported for the problems of stabilization [10], $H_\infty$ filtering [6], $H_\infty$ control [4] and Kalman filtering [25] with fading channels. Nevertheless, to the best of
\( v(k) \in \mathbb{R}^{n_v} \) is the disturbance input which belongs to \( l_2([0, \infty), \mathbb{R}^{n_v}) \), where \( l_2([0, \infty), \mathbb{R}^{n_v}) \) is the space of nonanticipatory square-summable stochastic process \( \{v(k) \in \mathbb{R}^{n_v}\}_{k \in \mathbb{N}^+} \) with respect to \( \{\mathcal{F}_k\}_{k \in \mathbb{N}^+} \). \( d(k) \in [d_m : d_M] \) \((d_M \geq d_m \geq 0)\) is the time-varying random delay. \( \phi(j) \), \(-d_M < j \leq 0\) is the initial condition which is assumed to be independent of the process \( \{w(\cdot)\} \). \( A = \text{diag}\{a_1, a_2, \ldots, a_n\} \) with \(|a_i| < 1\) describes the rate with which the \( i\)-th neuron will reset its potential to the resting state in isolation when disconnected from the networks and external inputs. \( W_1 \) and \( W_2 \) are the connection weight matrix and the delayed connection weight matrix, respectively. \( C, A, B, C, D, E \) and \( F \) are known real constant matrices with appropriate dimensions.

The neuron activation functions \( \tilde{f}(x(k)) = [\tilde{f}_1(x_1(k)), \tilde{f}_2(x_2(k)), \ldots, \tilde{f}_n(x_n(k))]^T \), \( \tilde{g}(x(k)) = [\tilde{g}_1(x_1(k)), \tilde{g}_2(x_2(k)), \ldots, \tilde{g}_n(x_n(k))]^T \) are continuous, and satisfy \( \tilde{f}(0) = 0 \), \( \tilde{g}(0) = 0 \) and the following sector-bounded condition:
\[
[\tilde{f}(x) - \tilde{f}(y) - \Phi_f(x - y)]^T[\tilde{f}(x) - \tilde{f}(y) - \Psi_f(x - y)] \leq 0,
\]
\[
[\tilde{g}(x) - \tilde{g}(y) - \Phi_g(x - y)]^T[\tilde{g}(x) - \tilde{g}(y) - \Psi_g(x - y)] \leq 0
\]
for all \( x, y \in \mathbb{R}^n \), where \( \Phi_f, \Psi_f, \Phi_g \) and \( \Psi_g \) are real matrices with appropriate dimensions.

The system (1) is described by a discrete-time stochastic difference equation (SDE). Since the difference equation is a recursive relation, the solution to the SDE is obtained iteratively by beginning with any initial condition. According to Theorem 2.2 of [41], a solution of such kind of stochastic difference equation exists if the diffusion and drift terms are measurable. Since the neuron activation functions in (1) are assumed to be continuous, both the diffusion and drift terms are therefore continuous. Based on Ex. 11.14 of [27], a continuous function is measurable, and we can conclude that the solution of (1) exists with any initial condition.

B. Random Delay

In the system (1), it is assumed that the random delay \( d(k) \) is bounded and its probability distribution can be observed. For a given number \( N \leq \lfloor \frac{d_M - d_m}{M} \rfloor \) where \([\cdot]\) means the rounding down function, suppose that \( d(k) \) takes values in \([d_1 : d_1^M]\), or \([d_2 : d_2^M]\), or \( \ldots \), or \([d_N : d_N^M]\) with \( d_m \leq d_1^M < d_2^M < d_3^M < \cdots < d_N^M < d_M \leq d_m \), and
\[
\text{Prob}\{d(k) \in [d_1^m : d_1^M]\} = \bar{\alpha}_1, \quad \text{Prob}\{d(k) \in [d_2^m : d_2^M]\} = \bar{\alpha}_2, \quad \ldots, \quad \text{Prob}\{d(k) \in [d_N^m : d_N^M]\} = \bar{\alpha}_N,
\]
where \( 0 \leq \bar{\alpha}_i \leq 1, \ i = 1, 2, \ldots, N \) and \( \sum_{i=1}^N \bar{\alpha}_i = 1 \). In order to describe the probability distribution of the time delay, we define the following sets
\[
\mathbb{D}_1 = \{k|d(k) \in [d_1^m : d_1^M]\}, \quad \mathbb{D}_2 = \{k|d(k) \in [d_2^m : d_2^M]\}, \quad \ldots, \quad \mathbb{D}_N = \{k|d(k) \in [d_N^m : d_N^M]\},
\]
which imply that \( \mathbb{D}_1 \cup \mathbb{D}_2 \cup \ldots \cup \mathbb{D}_N = \mathbb{N}^+ \) and \( \mathbb{D}_i \cap \mathbb{D}_j = \emptyset, \forall i \neq j, i, j = 1, 2, \ldots, N \).

Define \( N \) mapping functions
\[
\begin{align*}
\alpha_1(k) &= \begin{cases} 1, & k \in \mathbb{D}_1 \\ 0, & \text{else} \end{cases} \\
\alpha_2(k) &= \begin{cases} 1, & k \in \mathbb{D}_2 \\ 0, & \text{else} \end{cases} \\
& \vdots \\
\alpha_N(k) &= \begin{cases} 1, & k \in \mathbb{D}_N \\ 0, & \text{else} \end{cases}
\end{align*}
\]
From (5), it can be found that \( k \in \mathbb{D}_i \) implies the event \( d(k) \in [d_i^m : d_i^M], i = 1, 2, \ldots, N \) occurs. Define the following stochastic variables
\[
\begin{align*}
\alpha_1(k) &= \begin{cases} 1, & k \in \mathbb{D}_1 \\ 0, & \text{else} \end{cases} \\
\alpha_2(k) &= \begin{cases} 1, & k \in \mathbb{D}_2 \\ 0, & \text{else} \end{cases} \\
& \vdots \\
\alpha_N(k) &= \begin{cases} 1, & k \in \mathbb{D}_N \\ 0, & \text{else} \end{cases}
\end{align*}
\]
According to (3), we have \( \text{Prob}\{\alpha_i(k) = 1\} = \mathbb{E}\{\alpha_i(k)\} = \bar{\alpha}_i, \ i = 1, 2, \ldots, N\). Then, the original system (1) can be rewritten as

\[
\begin{align*}
    x(k + 1) &= A x(k) + W_1 \tilde{f}(x(k)) + \sum_{i=1}^{N} \alpha_i(k) W_2 \tilde{g}(x(k - d_i(k))) + C v(k) \\
    & \quad + \left[ \bar{A} x(k) + \sum_{i=1}^{N} \alpha_i(k) \bar{B} x(k - d_i(k)) + \bar{C} v(k) \right] w(k), \\
    y(k) &= D x(k) + E v(k), \\
    z(k) &= F x(k), \\
    x(j) &= \phi(j), \ -d_M \leq j \leq 0.
\end{align*}
\]

(7)

C. Fading Channels

In this paper, we consider the phenomenon of fading channels in the signal transmission which could be caused by the unreliable wireless network medium. The measurement of the neural network is no longer equivalent to the input of the estimator when there exist fading channels between the neural network and the estimator. Considering the \(L\)-th order Rice fading model in [10], the measurement signal received by the estimator is described by

\[
\tilde{y}(k) = \sum_{j = 0}^{l_k} \beta_j(k) y(k - j) + G \xi(k)
\]

(8)

where \(l_k = \min\{L, k\}\), \(L\) is the given number of paths, \(\beta_j(k) (j = 0, 1, \ldots, l_k)\) are the channel coefficients that are random variables taking values on the interval \([0, 1]\) with mathematical expectations \(\bar{\beta}_j\) and variances \(\tilde{\beta}_j\). \(\xi(k) \in l_2([0, \infty), \mathbb{R})\) is an external disturbance and \(G\) is a constant matrix. For simplicity, we set \(\{y(k)\}_{k \in [-L, -1]} = 0\) and \(\{v^T(k) \xi^T(k)\}_{k \in [-L, -1]} = 0\). It is assumed that the random variables \(w(k), \alpha_i(k), i = 1, 2, \ldots, N\) and \(\beta_j(k), j = 0, 1, \ldots, l_k\) are mutually independent in this paper.

D. \(H_\infty\) State Estimator

We will investigate the problem of \(H_\infty\) state estimation for a class of neural networks with \((x, v)\)-dependent noises and fading channels, where the framework is shown in Fig. 1. For the system (7), we are interested in constructing a full-order estimator of the form:

\[
\begin{align*}
    \hat{x}(k + 1) &= A_f \hat{x}(k) + B_f \tilde{y}(k), \\
    \hat{z}(k) &= F \hat{x}(k)
\end{align*}
\]

(9)

where \(\hat{x}(k) \in \mathbb{R}^n\) is the estimated state, \(\hat{z}(k) \in \mathbb{R}^{n_x}\) is the estimated output, \(A_f\) and \(B_f\) are the estimator gain matrices to be designed.
Setting $\eta(k) = [x^T(k) \ x^T(\hat{k})]^T$, $\xi(k) = [u^T(k) \ \xi^T(k)]^T$ and $\hat{z}(k) = z(k) - \hat{z}(k)$, the estimation error system connecting the neural network (7) with the estimator (9) is obtained as follows:

$$
\eta(k+1) = A\eta(k) + (\beta_0(k) - \bar{\beta}_0)D\eta(k) + \sum_{j=1}^{l_k} \bar{\beta}_j D\eta(k-j) + \sum_{j=1}^{l_k} (\beta_j(k) - \bar{\beta}_j)D\eta(k-j) + W_1 f(\eta(k)) + W_2g(\eta(k-d_i(k))) + \sum_{i=1}^{N} (\alpha_i(k) - \bar{\alpha}_i)\mathcal{W}_2g(\eta(k-d_i(k))) + C\zeta(k) + (\beta_0(k) - \bar{\beta}_0)E\zeta(k) + \sum_{i=1}^{N} (\alpha_i(k) - \bar{\alpha}_i)\mathcal{B}\eta(k-d_i(k)) + \bar{C}\zeta(k) ,
$$

$$
\hat{z}(k) = \mathcal{F}\eta(k)
$$

where

$$
A = \begin{bmatrix}
A & 0 & 0 \\
\bar{\beta}_0 B_f D & A_f
\end{bmatrix},
\quad
D = \begin{bmatrix}
0 & 0 & 0 \\
B_f D & 0
\end{bmatrix},
\quad
W_1 = \begin{bmatrix}
W_1 & 0 \\
0 & 0
\end{bmatrix},
\quad
W_2 = \begin{bmatrix}
W_2 & 0 \\
0 & 0
\end{bmatrix},
\quad
\mathcal{E} = \begin{bmatrix}
0 & 0 & 0 \\
B_f E & 0
\end{bmatrix},
\quad
\mathcal{A} = \begin{bmatrix}
\bar{A} & 0 & 0 \\
B & 0 & 0
\end{bmatrix},
\quad
\mathcal{B} = \begin{bmatrix}
\bar{B} & 0 & 0
\end{bmatrix},
\quad
\bar{C} = \begin{bmatrix}
\bar{C} & 0 & 0
\end{bmatrix},
\quad
\mathcal{F} = [F - F],
\quad
f(\eta(k)) = \begin{bmatrix}
f(\eta_p(k)) \\
\bar{f}(\eta_p(k))
\end{bmatrix},
\quad
g(\eta(k-d_i(k))) = \begin{bmatrix}
g(\eta_p(k-d_i(k))) \\
\bar{g}(\eta_p(k-d_i(k)))/\bar{g}(\eta_p(k-d_i(k)))
\end{bmatrix},
\quad
i = 1, 2, \ldots, N.
$$

Denote

$$
\Gamma = \begin{bmatrix}
\hat{\alpha}_1 I & \hat{\alpha}_2 I & \cdots & \hat{\alpha}_N I
\end{bmatrix},
\quad
\bar{\Gamma}(k) = \frac{1}{N} \mathbb{E}\{\hat{\alpha}_1 I(k) \hat{\alpha}_2 I(k) \cdots \hat{\alpha}_N I(k)\},
\quad \bar{\alpha}_i = \hat{\alpha}_i(1 - \hat{\alpha}_i),
\quad i = 1, 2, \ldots, N,
\quad \hat{\Gamma}(k) = \begin{bmatrix}
\hat{\alpha}_1(k) I & \hat{\alpha}_2(k) I & \cdots & \hat{\alpha}_N(k) I
\end{bmatrix},
\quad \hat{\alpha}_i(k) = \hat{\alpha}_i(k) - \bar{\alpha}_i,
\quad i = 1, 2, \ldots, N,
\quad \Theta = \begin{bmatrix}
\hat{\beta}_1 I & \hat{\beta}_2 I & \cdots & \hat{\beta}_k I
\end{bmatrix},
\quad \bar{\Theta} = \text{diag}\{\hat{\beta}_1, \hat{\beta}_2, \ldots, \hat{\beta}_k\},
\quad \hat{\Theta}(k) = \begin{bmatrix}
\hat{\beta}_1 I & \hat{\beta}_2 I & \cdots & \hat{\beta}_k I
\end{bmatrix},
\quad \hat{\beta}_j(k) = \hat{\beta}_j(k) - \bar{\beta}_j,
\quad j = 0, 1, 2, \ldots, l_k,
$$

$$
\eta_L(k) = [\eta^T(k - 1) \ \eta^T(k - 2) \ \cdots \ \eta^T(k - L)]^T,
\quad \zeta_L(k) = [\zeta^T(k - 1) \ \zeta^T(k - 2) \ \cdots \ \zeta^T(k - L)]^T,
\quad \eta_N(k) = [\eta^T(k - d_1(k)) \ \eta^T(k - d_2(k)) \ \cdots \ \eta^T(k - d_N(k)))]^T,
\quad g_N(\eta(k)) = [g^T(\eta(k - d_1(k))) \ g^T(\eta(k - d_2(k))) \ \cdots \ g^T(\eta(k - d_N(k)))]^T.
$$

Then, the system (10) can be written as

$$
\eta(k+1) = A\eta(k) + \hat{\beta}_0 D\eta(k) + D\Theta \eta_L(k) + D\hat{\Theta}(k)\eta_L(k) + W_1 f(\eta(k)) + W_2 g_N(\eta(k)) + \mathcal{W}_2 \Gamma g_N(\eta(k)) + \mathcal{C}\zeta(k) + \hat{\beta}_0 E\zeta(k) + \mathcal{E}\Theta \zeta_L(k) + \mathcal{E}\hat{\Theta}(k) \zeta_L(k) + [\hat{A}\eta(k) + \bar{B} \eta_N(k) + \bar{B}\hat{\Gamma}(k) \eta_N(k) + \bar{C}\zeta(k)] w(k)
$$

$$
\hat{z}(k) = \mathcal{F}\eta(k).
$$

**Definition 1:** (33) The zero solution of the estimation error system (11) with $\zeta(k) = 0$ is said to be stochastically stable if, for any $\varepsilon > 0$, there exists a $\delta > 0$ such that

$$
\mathbb{E}\{\|\eta(k)\|\} < \varepsilon
$$
whenever \( k \in \mathbb{N}^+ \) and \( \max_{j \in \{-d^L_M, -d^M_M + 1, \ldots, 0\}} \| \hat{\phi}(j) \| < \delta \) with \( d^L_M = \max\{d_M, L\} \), where \( \hat{\phi}(j) = [\phi^T(j) \ 0]^T \) for \( j = -d^L_M, -d^M_M + 1, \ldots, 0 \).

Lemma 1: [33] If there exists a Lyapunov function \( V(\rho(k)) \in C^1(\mathbb{R}^{2(d^L_M+1)n}) \) and a function \( a(r) \in CK \) satisfying the following conditions:

\[
V(0) = 0, \quad (13)
\]

\[
a(\|\rho(k)\|) \leq V(\rho(k)), \quad (14)
\]

\[
\mathbb{E}\{V(\rho(k + 1))\} \leq \mathbb{E}\{V(\rho(k))\}, \quad k \in \mathbb{N}^+ \quad (15)
\]

where \( \rho(k) = [\eta^T(k) \ \eta^T(k-1) \ \cdots \ \eta^T(k-d^L_M)]^T \), then the zero solution of the system (11) with \( \zeta(k) = 0 \) is stochastically stable.

Lemma 2: [13] For a scalar \( \alpha \) and arbitrary matrices \( A, B, C, D \) with appropriate dimensions, the Kronecker product \( \otimes \) satisfies

(i) \( \alpha(A \otimes B) = (\alpha A) \otimes B = A \otimes (\alpha B) \),

(ii) \( (A + B) \otimes C = A \otimes C + B \otimes C \),

(iii) \( (A \otimes B)(C \otimes D) = (AC) \otimes (BD) \),

(iv) \( (A \otimes B)^T = A^T \otimes B^T \),

(v) \( (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \).

Lemma 3: Considering \( \hat{\Gamma}(k), \hat{\Theta}(k), \hat{\Gamma} \) and \( \hat{\Theta} \) in (11), the following equalities hold for any matrix \( X \) with appropriate dimension

\[
\mathbb{E}\{\hat{\Gamma}^T(k)X\hat{\Gamma}(k)\} = \hat{\Gamma} \otimes X, \quad (16)
\]

\[
\mathbb{E}\{\hat{\Theta}^T(k)X\hat{\Theta}(k)\} = \hat{\Theta} \otimes X. \quad (17)
\]

Proof: According to definitions of the matrix \( \hat{\Gamma}(k) \) and stochastic variables \( \alpha_i(k), i = 1, 2, \ldots, N \), we have

\[
\mathbb{E}\{\hat{\Gamma}^T(k)X\hat{\Gamma}(k)\} = \mathbb{E}\left\{[\hat{\alpha}_1(k)I \ \hat{\alpha}_2(k)I \ \cdots \ \hat{\alpha}_N(k)I]^T X[\hat{\alpha}_1(k)I \ \hat{\alpha}_2(k)I \ \cdots \ \hat{\alpha}_N(k)I]\right\}
\]

\[
= \text{diag}\{\hat{\alpha}_1X, \ \hat{\alpha}_2X, \ \cdots, \ \hat{\alpha}_N X\} = \hat{\Gamma} \otimes X
\]

which is equivalent to (16). The equality (17) can be proven in a similar way and the details are omitted here. \( \blacksquare \)

Our aim in this paper is to design an \( H_\infty \) estimator of the form (9) such that the following requirements are satisfied simultaneously:

(i) The zero-solution of the estimation error system (11) with \( \zeta(k) = 0 \) is stochastically stable.

(ii) Under the zero-initial condition, the estimator error \( \hat{z}(k) \) satisfies

\[
\sum_{k=0}^{\infty} \mathbb{E}\{\|\hat{z}(k)\|^2\} < \gamma^2 \sum_{k=0}^{\infty} \mathbb{E}\{\|\zeta(k)\|^2\}, \quad (18)
\]

for any nonzero \( \zeta(k) = [\zeta^T(k) \zeta^T_L(k)]^T \in l_2[0, \infty) \), where \( \gamma > 0 \) is a given disturbance attenuation level.

Remark 1: In this paper, we consider a general class of delayed stochastic neural networks (1). The time-varying delay is characterized by introducing a sequence of Bernoulli stochastic variable, and the system state and disturbance input are both subject to noises. The neural network model is comprehensive to describe the practical phenomena more precisely. The nonlinear description in (2) is quite general that includes the usual Lipschitz condition as a special case, and it provides a vector-based sector-bounded condition that would facilitate the mathematical analysis on the dynamic behaviors of neural networks.
Remark 2: Due to the shadowing problem and multipath transmission, the $L$-th order Rice fading model (8) has been widely used in areas of remote control and signal processing. Such a model is capable of accounting for packet dropouts, channel fading and time-delays simultaneously, and may reflect the reality of measurement transmission especially through wireless networks. Moreover, such a signal propagation process will lead to substantial difficulties in subsequent analysis and design.

\section{Main Results}

In this section, we deal with the $H_{\infty}$ state estimation problem for the neural network (11) by using the stochastic analysis approach and the Kronecker product.

\textbf{Theorem 1:} Consider the delayed neural network (1) and assume that estimator gains $A_f$ and $B_f$ in (9) are given. The estimation error system (11) is stochastically stable with a prescribed $H_{\infty}$ performance $\gamma > 0$ if there exist positive definite matrices $P > 0$, $Q_j > 0$, $R_i > 0$ and positive constant scalars $\delta > 0$, $\lambda_i > 0$ $(i = 1, 2, \ldots, N, j = 1, 2, \ldots, L)$ such that the following LMI holds:

$$\Pi = \begin{bmatrix} \Pi_{11} & \Pi_{12} \\ * & \Pi_{22} \end{bmatrix} < 0$$

where

$$\Pi_{11} = \begin{bmatrix} \Omega_{11} + \mathcal{F}^T \mathcal{F} & \Omega_{12} & \Omega_{13} & \Omega_{14} & \Omega_{15} \\ * & \Omega_{22} & 0 & \Omega_{24} & \Omega_{25} \\ * & * & \Omega_{33} & 0 & \Omega_{35} \\ * & * & * & \Omega_{44} & \Omega_{45} \\ * & * & * & * & \Omega_{55} \end{bmatrix},$$

$$\Pi_{12} = \begin{bmatrix} \Omega_{16}^T & \Omega_{17}^T & \Omega_{18}^T & \Omega_{19}^T & \Omega_{20}^T \\ \Omega_{17}^T & \Omega_{27}^T & 0 & \Omega_{29}^T & \Omega_{30}^T \\ \Omega_{18}^T & \Omega_{28}^T & \Omega_{35}^T & \Omega_{36}^T & \Omega_{37}^T \end{bmatrix}^T,$$

$$\Pi_{22} = \begin{bmatrix} \Omega_{66} - \gamma^2 I & \Omega_{67} \\ * & \Omega_{77} - \gamma^2 I \end{bmatrix},$$

with

$$\Omega_{11} = \mathcal{A}^T \mathcal{P} \mathcal{A} - \mathcal{P} + \tilde{\beta}_0 \mathcal{D} \mathcal{P} \mathcal{D} + \mathcal{A}^T \mathcal{P} \mathcal{A} + \sum_{j=1}^{L} Q_j + \sum_{i=1}^{N} \left( d_i^M - d_i^m + 1 \right) R_i - \delta \bar{\mathcal{F}}_1,$$

$$\Omega_{12} = \mathcal{A}^T \mathcal{P} \mathcal{D} \Theta, \quad \Omega_{13} = \tilde{\mathcal{A}}^T \mathcal{P} \tilde{\mathcal{B}} \Gamma, \quad \Omega_{14} = \mathcal{A}^T \mathcal{P} W_1 + \delta \bar{\mathcal{F}}_2, \quad \Omega_{15} = \mathcal{A}^T \mathcal{P} W_2 \Gamma,$$

$$\Omega_{16} = \mathcal{A}^T \mathcal{P} \mathcal{C} + \tilde{\beta}_0 \mathcal{D} \mathcal{P} \mathcal{E} \Gamma + \mathcal{A}^T \mathcal{P} \mathcal{C}, \quad \Omega_{17} = \mathcal{A}^T \mathcal{P} \mathcal{E} \Theta,$$

$$\Omega_{22} = \Theta^T \mathcal{D} \mathcal{P} \mathcal{D} \Theta + \hat{\Theta} \otimes (\mathcal{D} \mathcal{P} \mathcal{D}) - \text{diag}\{Q_1, Q_2, \cdots, Q_L\}, \quad \Omega_{24} = \Theta^T \mathcal{D} \mathcal{P} W_1,$$

$$\Omega_{25} = \Theta^T \mathcal{D} \mathcal{P} W_2 \Gamma, \quad \Omega_{26} = \Theta^T \mathcal{D} \mathcal{P} \mathcal{C}, \quad \Omega_{27} = \Theta^T \mathcal{D} \mathcal{P} \mathcal{E} \Theta + \hat{\Theta} \otimes (\mathcal{D} \mathcal{P} \mathcal{E}),$$

$$\Omega_{33} = \Gamma^T \tilde{\mathcal{B}}^T \mathcal{P} \tilde{\mathcal{B}} \Gamma + \tilde{\Gamma} \otimes (\tilde{\mathcal{B}}^T \mathcal{P} \tilde{\mathcal{B}}) - \text{diag}\{R_1, R_2, \cdots, R_N\} - \Lambda \otimes \bar{\mathcal{G}}_1, \quad \Omega_{35} = \Lambda \otimes \bar{\mathcal{G}}_2, \quad \Omega_{36} = \Gamma^T \bar{\mathcal{B}}^T \mathcal{P} \bar{\mathcal{C}},$$

$$\Omega_{44} = \mathcal{W}_1^T \mathcal{P} W_1 - \delta I, \quad \Omega_{45} = \mathcal{W}_1^T \mathcal{P} W_2 \Gamma, \quad \Omega_{46} = \mathcal{W}_1^T \mathcal{P} \mathcal{C}, \quad \Omega_{47} = \mathcal{W}_1^T \mathcal{P} \mathcal{E} \Theta,$$

$$\Omega_{55} = \Gamma^T \mathcal{W}_2^T \mathcal{P} W_2 \Gamma + \tilde{\Gamma} \otimes (\mathcal{W}_2^T \mathcal{P} W_2) - \Lambda \otimes I, \quad \Omega_{56} = \Gamma^T \mathcal{W}_2^T \mathcal{P} \mathcal{C}, \quad \Omega_{57} = \Gamma^T \mathcal{W}_2^T \mathcal{P} \mathcal{E} \Theta,$$

$$\Omega_{66} = \bar{\mathcal{C}}^T \mathcal{P} \mathcal{C} + \tilde{\beta}_0 \mathcal{E} \mathcal{P} \mathcal{E} \Gamma + \bar{\mathcal{C}}^T \mathcal{P} \mathcal{C}, \quad \Omega_{67} = \bar{\mathcal{C}}^T \mathcal{P} \mathcal{E} \Theta, \quad \Omega_{77} = \Theta^T \mathcal{E}^T \mathcal{P} \mathcal{E} \Theta + \hat{\Theta} \otimes (\mathcal{E} \mathcal{P} \mathcal{E}),$$

$$\bar{\mathcal{F}}_1 = I \otimes \frac{\Phi_f^T \Psi_f + \Psi_f^T \Phi_f}{2}, \quad \bar{\mathcal{F}}_2 = I \otimes \frac{(\Phi_g + \Psi_g)^T}{2}, \quad \Lambda = \text{diag}\{\lambda_1, \lambda_2, \cdots, \lambda_N\}.$$

Proof: Choose the Lyapunov functional $V(\rho(k))$ as

$$V(\rho(k)) = V_1(k) + V_2(k) + \sum_{i=1}^{N} \bar{V}_i(k),$$

(20)
where $\rho(k)$ is defined in Lemma 1 and
\begin{align}
V_1(k) &= \eta^T(k)P\eta(k), \\
V_2(k) &= \sum_{j=1}^{L} \sum_{s=k-j}^{k-1} \eta^T(s)Q_j\eta(s), \\
\tilde{V}_i(k) &= \sum_{j=k-d_i(k)}^{k-1} \eta^T(j)R_i\eta(j) + \sum_{j=d_i^n}^{d_{i-1}} \sum_{s=k-j}^{k-1} \eta^T(s)R_i\eta(s), \quad i = 1, 2, \ldots, N.
\end{align}

Obviously, the conditions (13) and (14) in Lemma 1 are satisfied when $V(\rho(k))$ is chosen as (20). Along the trajectory of the system (11), we calculate the expectation of the difference of $V(\rho(k))$ and have
\begin{align}
\mathbb{E}\{V(\rho(k+1)) - V(\rho(k))\} &= \mathbb{E}\left\{V_1(k+1) + V_2(k+1) + \sum_{i=1}^{N} \tilde{V}_i(k+1) - V_1(k) - V_2(k) - \sum_{i=1}^{N} \tilde{V}_i(k)\right\} \\
&= \mathbb{E}\left\{\Delta V_1(k) + \Delta V_2(k) + \sum_{i=1}^{N} \Delta \tilde{V}_i(k)\right\}.
\end{align}

Considering Lemma 3, one has
\begin{align}
\mathbb{E}\{\Delta V_1(k)\} &= \mathbb{E}\{V_1(k+1) - V_1(k)\} = \mathbb{E}\{\eta^T(k+1)P\eta(k+1) - \eta^T(k)P\eta(k)\} \\
&= \mathbb{E}\left\{[\mathcal{A}\eta(k) + \bar{\beta}_0(k)d\eta(k) + \mathcal{D}\theta\eta_L(k) + \mathcal{D}\theta(k)\eta_L(k) + \mathcal{W}_1f(\eta(k)) + \mathcal{W}_2g_N(\eta(k)) \\
&\quad + \mathcal{W}_2\tilde{g}(k)g_N(\eta(k)) + C\zeta(k) + \tilde{\beta}_0(k)E\zeta(k) + \mathcal{E}\theta\zeta_L(k) + \mathcal{E}\theta(k)\zeta_L(k)]^T P [\mathcal{A}\eta(k) + \bar{\beta}_0(k)d\eta(k) \\
&\quad + \mathcal{D}\theta\eta_L(k) + \mathcal{D}\theta(k)\eta_L(k) + \mathcal{W}_1f(\eta(k)) + \mathcal{W}_2g_N(\eta(k)) + \mathcal{W}_2\tilde{g}(k)g_N(\eta(k)) + C\zeta(k) \\
&\quad + \tilde{\beta}_0(k)E\zeta(k) + \mathcal{E}\theta\zeta_L(k) + \mathcal{E}\theta(k)\zeta_L(k)] + [\mathcal{A}\eta(k) + \bar{\beta}_G\eta_N(k) + \bar{\beta}\tilde{g}(k)\eta_N(k) + \tilde{C}\zeta(k)]^T P \\
&\quad \times [\mathcal{A}\eta(k) + \bar{\beta}_G\eta_N(k) + \bar{\beta}\tilde{g}(k)\eta_N(k) + \tilde{C}\zeta(k) - \eta^T(k)P\eta(k)]\right\} \\
&= \mathbb{E}\left\{\eta^T(k)A^T P\eta(k) - \eta^T(k)P\eta(k) + 2\eta^T(k)A^T Pd\eta_L(k) + 2\eta^T(k)A^T PW_1f(\eta(k)) \\
&\quad + 2\eta^T(k)A^T PW_2g_N(\eta(k)) + 2\eta^T(k)A^T P\mathcal{E}\zeta_L(k) + 2\eta^T(k)A^T P\mathcal{E}\zeta_L(k) + 2\eta^T(k)\mathcal{E}\theta\zeta_L(k) \\
&\quad + \bar{\beta}_0\eta^T(k)D^T P\eta(k) + 2\bar{\beta}_0\eta^T(k)D^T P\mathcal{E}\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) \\
&\quad + \tilde{\beta}_0\eta^T(k)\mathcal{D}\theta\zeta_L(k) + \tilde{\beta}_0\eta^T(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) \\
&\quad + f^T(\eta(k))W_1^T PW_1f(\eta(k)) + f^T(\eta(k))W_2^T PW_2g_N(\eta(k)) + f^T(\eta(k))W_2^T\mathcal{PC}\zeta(k) \\
&\quad + 2f^T(\eta(k))W_1^T P\mathcal{E}\theta\zeta_L(k) + g^T_N(\eta(k))\Gamma^T W_2^T PW_2g_N(\eta(k)) + 2g^T_N(\eta(k))\Gamma^T W_2^T\mathcal{PC}\zeta(k) \\
&\quad + 2g^T_N(\eta(k))\Gamma^T W_2^T P\mathcal{E}\theta\zeta_L(k) + g^T_N(\eta(k))\left[\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)A^T P\eta(k) + 2\eta^T(k)A^T PW_1f(\eta(k)) \\
&\quad + 2\eta^T(k)A^T PW_2g_N(\eta(k)) + 2\eta^T(k)A^T P\mathcal{E}\zeta_L(k) + 2\eta^T(k)A^T P\mathcal{E}\zeta_L(k) + 2\eta^T(k)\mathcal{E}\theta\zeta_L(k) \\
&\quad + \bar{\beta}_0\eta^T(k)D^T P\eta(k) + 2\bar{\beta}_0\eta^T(k)D^T P\mathcal{E}\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) \\
&\quad + \tilde{\beta}_0\eta^T(k)\mathcal{D}\theta\zeta_L(k) + \tilde{\beta}_0\eta^T(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) + \eta^T_L(k)\mathcal{D}\theta\zeta_L(k) \\
&\quad + f^T(\eta(k))W_1^T PW_1f(\eta(k)) + f^T(\eta(k))W_2^T PW_2g_N(\eta(k)) + f^T(\eta(k))W_2^T\mathcal{PC}\zeta(k) \\
&\quad + 2f^T(\eta(k))W_1^T P\mathcal{E}\theta\zeta_L(k) + g^T_N(\eta(k))\Gamma^T W_2^T PW_2g_N(\eta(k)) + 2g^T_N(\eta(k))\Gamma^T W_2^T\mathcal{PC}\zeta(k)
\right\}.
\end{align}

On the other hand, it is not difficult to see that
\begin{align}
\mathbb{E}\{\Delta V_2(k)\} &= \mathbb{E}\{V_2(k+1) - V_2(k)\}
\end{align}
There exist scalars \( \delta \) such that
\[
\sum_{j=1}^{L} \left( \sum_{s=\delta-j+1}^{k} \eta^T(s) \mathbf{Q}_j \eta(s) - \sum_{s=\delta-j}^{k-1} \eta^T(s) \mathbf{Q}_j \eta(s) \right) = \sum_{j=1}^{L} \mathbb{E} \left\{ \eta^T(k) \mathbf{Q}_j \eta(k) - \eta^T(k-j) \mathbf{Q}_j \eta(k-j) \right\} = \sum_{j=1}^{L} \mathbb{E} \left\{ \eta^T(k) \mathbf{Q}_j \eta(k) \right\} - \mathbb{E} \left\{ \eta^T(k) \text{diag} \{ \mathbf{Q}_1, \mathbf{Q}_2, \ldots, \mathbf{Q}_L \} \eta(k) \right\}.
\]

Moreover, we can show that
\[
\mathbb{E} \{ \Delta \tilde{V}_i(k) \} = \mathbb{E} \{ \tilde{V}_i(k+1) - \tilde{V}_i(k) \}
\]
\[
= \mathbb{E} \left\{ \sum_{j=k-d_i(k)+1}^{d_i(k)} \eta^T(j) \mathbf{R}_i \eta(j) - \sum_{j=k-d_i(k)}^{k-1} \eta^T(j) \mathbf{R}_i \eta(j) + \sum_{j=d_i(k)+1}^{d_i(k)-d_{i}(k)+1} \eta^T(j) \mathbf{R}_i \eta(j) \right\}
\]
\[
\leq \mathbb{E} \left\{ \eta^T(k) \mathbf{R}_i \eta(k) - \eta^T(k-d_i(k)) \mathbf{R}_i \eta(k-d_i(k)) \right\}, \quad i = 1, 2, \ldots, N.
\]

Therefore, we have
\[
\mathbb{E} \left\{ \sum_{i=1}^{N} \Delta \tilde{V}_i(k) \right\} \leq \sum_{i=1}^{N} \mathbb{E} \left\{ \left[ (d_i^M - d_i^m + 1) \eta^T(k) \mathbf{R}_i \eta(k) - \eta^T(k-d_i(k)) \mathbf{R}_i \eta(k-d_i(k)) \right] \right\}
\]
\[
= \sum_{i=1}^{N} \mathbb{E} \left\{ (d_i^M - d_i^m + 1) \eta^T(k) \mathbf{R}_i \eta(k) \right\} - \mathbb{E} \left\{ \eta^T_\mathbf{N}(k) \text{diag} \{ \mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_N \} \eta_\mathbf{N}(k) \right\}.
\]

Notice that (2) implies
\[
[f(\eta(k)) - (I \otimes \Phi_f) \eta(k)]^T [f(\eta(k)) - (I \otimes \Psi_f) \eta(k)] \leq 0,
\]
\[
[g(\eta(k-d_i(k))) - (I \otimes \Phi_g) \eta(k-d_i(k))]^T [g(\eta(k-d_i(k))) - (I \otimes \Psi_g) \eta(k-d_i(k))] \leq 0, \quad i = 1, 2, \ldots, N.
\]

There exist scalars \( \delta > 0 \) and \( \lambda_i > 0 \) (\( i = 1, 2, \ldots, N \)) such that
\[
\delta [f(\eta(k)) - (I \otimes \Phi_f) \eta(k)]^T [f(\eta(k)) - (I \otimes \Psi_f) \eta(k)] \leq 0,
\]
\[
\sum_{i=1}^{N} \lambda_i [g(\eta(k-d_i(k))) - (I \otimes \Phi_g) \eta(k-d_i(k))]^T [g(\eta(k-d_i(k))) - (I \otimes \Psi_g) \eta(k-d_i(k))] \leq 0.
\]

By Lemma 2, the inequality (30) can be written as
\[
g_N^T(\eta(k)) (\Lambda \otimes I) g_N(\eta(k)) + \eta_N^T(k) \left( \Lambda \otimes \left( I \otimes \frac{\Phi_g \Psi_g + \Psi_g \Phi_g}{2} \right) \right) \eta_N(k)
\]
\[
- \eta_N^T(k) (\Lambda \otimes (I \otimes (\Phi_g + \Psi_g)^T)) g_N(\eta(k)) \leq 0
\]
where \( \Lambda = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_N\} \).
Denote 
\[ \tilde{y}(k) = [\eta^T(k) \ \eta^T_L(k) \ \eta^T_N(k) \ f^T(\eta(k)) \ \eta^T_N(\eta(k)) \ \zeta^T(k) \ \zeta^T_L(k)]^T. \]
According to (25), (26), (28) and considering (29), (31), we have
\[
\mathbb{E}\{V(\rho(k + 1)) - V(\rho(k))\} \\
\leq \mathbb{E}\left\{ \Delta V_1(k) + \Delta V_2(k) + \sum_{i=1}^{N} \Delta V_i(k) \right\} - \delta[f(\eta(k)) - (I \otimes \Phi_f)(\eta(k))]^T \left[ f(\eta(k)) - (I \otimes \Phi_f)(\eta(k)) \right] \\
- \sum_{i=1}^{N} \lambda_i[g(\eta(k - d_i(k))) - (I \otimes \Phi_g)(\eta(k - d_i(k)))]^T \left[ g(\eta(k - d_i(k))) - (I \otimes \Phi_g)(\eta(k - d_i(k))) \right] \\
= \mathbb{E}\{\tilde{y}^T(k)\Omega_1\tilde{y}(k)\} \\
\tag{32}
\]
where
\[
\Omega_1 = \begin{bmatrix}
\Omega_{11} & \Omega_{12} & \Omega_{13} & \Omega_{14} & \Omega_{15} & \Omega_{16} & \Omega_{17} \\
* & \Omega_{22} & 0 & \Omega_{24} & \Omega_{25} & \Omega_{26} & \Omega_{27} \\
* & * & \Omega_{33} & 0 & \Omega_{35} & \Omega_{36} & 0 \\
* & * & * & \Omega_{44} & \Omega_{45} & \Omega_{46} & \Omega_{47} \\
* & * & * & * & \Omega_{55} & \Omega_{56} & \Omega_{57} \\
* & * & * & * & * & \Omega_{66} & \Omega_{67} \\
* & * & * & * & * & * & \Omega_{77}
\end{bmatrix}.
\]
Now, we first prove the stochastic stability of the estimation error system (11) with \( \zeta(k) = 0 \). From (32), one can easily obtain that
\[
\mathbb{E}\{V(\rho(k + 1)) - V(\rho(k))\}_{\zeta(k)=0} \leq \mathbb{E}\{\tilde{y}^T(k)\Omega_1\tilde{y}(k)\}
\]
where
\[
\tilde{y}(k) = [\eta^T(k) \ \eta^T_L(k) \ \eta^T_N(k) \ f^T(\eta(k)) \ \eta^T_N(\eta(k)) \ \zeta^T(k) \ \zeta^T_L(k)]^T,
\]
\[
\omega_1 = \begin{bmatrix}
\Omega_{11} & \Omega_{12} & \Omega_{13} & \Omega_{14} & \Omega_{15} \\
* & \Omega_{22} & 0 & \Omega_{24} & \Omega_{25} \\
* & * & \Omega_{33} & 0 & \Omega_{35} \\
* & * & * & \Omega_{44} & \Omega_{45} \\
* & * & * & * & \Omega_{55}
\end{bmatrix}.
\]
According to (19), it is easy to see that \( \Pi_{11} < 0 \) which implies \( \Omega_1 < 0 \). By Lemma 1, the system (11) with \( \zeta(k) = 0 \) is stochastically stable.

Next, let us show that the estimation error system (11) satisfies the \( H_\infty \) performance for all nonzero exogenous disturbances under the zero-initial condition. Adding the zero term
\[
\tilde{z}^T(k)\tilde{z}(k) - \gamma^2 \zeta^T(k)\zeta(k) - [\tilde{z}^T(k)\tilde{z}(k) - \gamma^2 \zeta^T(k)\zeta(k)]
\]
to (32) results in
\[
\mathbb{E}\{V(\rho(k + 1)) - V(\rho(k))\} \\
\leq \mathbb{E}\left\{ \tilde{y}^T(k)\Omega_1\tilde{y}(k) + \eta^T(k)\mathcal{F}^T\mathcal{F}\eta(k) - \gamma^2 \zeta^T(k)\zeta(k) - \gamma^2 \zeta^T_L(k)\zeta_L(k) - [\tilde{z}^T(k)\tilde{z}(k) - \gamma^2 \zeta^T(k)\zeta(k)] \right\}. \tag{33}
\]
Summing up (33) on both sides from 0 to \( n \) with respect to \( k \), one gets
\[
V(\rho(n + 1)) - V(\rho(0))
\]
\[
\begin{align*}
\leq E \sum_{k=0}^{n} \left\{ \bar{\eta}^T(k) \Pi \bar{\eta}(k) \right\} - E \sum_{k=0}^{n} \left\{ \bar{z}^T(k) \bar{z}(k) - \gamma^2 \bar{\zeta}^T(k) \bar{\zeta}(k) \right\},
\end{align*}
\]

where \( \Pi \) is defined in (19). Letting \( n \to \infty \) and considering the zero-initial condition, it can be obtained from (19) and (34) that
\[
E \sum_{k=0}^{n} \left\{ \bar{z}^T(k) \bar{z}(k) - \gamma^2 \bar{\zeta}^T(k) \bar{\zeta}(k) \right\} \leq E \sum_{k=0}^{n} \left\{ \bar{\eta}^T(k) \Pi \bar{\eta}(k) \right\} < 0,
\]

which is equivalent to (18), and the proof is now complete.

Having derived the analysis results, we are now ready to solve the state estimator design problem for the neural network (11) in the following theorem.

**Theorem 2:** Consider the delayed neural network (1) and the disturbance attenuation level \( \gamma > 0 \). The addressed \( H_\infty \) state estimator design problem is solvable if there exist positive definite matrices \( P > 0 \), \( Q_j > 0 \), \( R_i > 0 \), positive constant scalars \( \delta > 0 \), \( \lambda_i > 0 \) (\( i = 1, 2, \ldots, N \), \( j = 1, 2, \ldots, L \)) and a matrix \( \mathcal{X} \) such that the following LMI holds:

\[
\Xi = \begin{bmatrix}
-\mathcal{P} & 0 & 0 & 0 & 0 & \Upsilon_1 \\
* & -\mathcal{P} & 0 & 0 & 0 & \Upsilon_2 \\
* & * & -I \otimes \mathcal{P} & 0 & 0 & \Upsilon_3 \\
* & * & * & -\mathcal{P} & 0 & \Upsilon_4 \\
* & * & * & * & -I \otimes \mathcal{P} & \Upsilon_5 \\
* & * & * & * & * & \Upsilon_6 \\
\end{bmatrix} < 0
\]

where

\[
\Upsilon_1 = \begin{bmatrix}
\mathcal{P} \hat{A} + \mathcal{X} \mathcal{A}_1 & \mathcal{X} \mathcal{D}_1 \Theta & 0 & \mathcal{P} \mathcal{W}_1 & \mathcal{P} \mathcal{W}_2 \Gamma & \mathcal{P} \hat{C} + \mathcal{X} \mathcal{C}_1 & \mathcal{X} \mathcal{E}_1 \Theta \\
\end{bmatrix},
\]

\[
\Upsilon_2 = \begin{bmatrix}
\sqrt{\beta_0} \mathcal{X} \mathcal{D}_1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \Upsilon_3 = \begin{bmatrix}
0 & \check{\Theta} & \mathcal{X} \mathcal{D}_1 & 0 & 0 & 0 & 0 & \check{\Theta} & \mathcal{X} \mathcal{E}_1 \\
\end{bmatrix}, \quad \Upsilon_4 = \begin{bmatrix}
\mathcal{P} \hat{A} & 0 & \mathcal{P} \check{\Gamma} & 0 & 0 & \mathcal{P} \hat{C} & 0 \\
\end{bmatrix}, \quad \Upsilon_5 = \begin{bmatrix}
0 & 0 & \Gamma \otimes (\mathcal{P} \check{B}) & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \Upsilon_6 = \begin{bmatrix}
0 & 0 & 0 & 0 & \check{\Gamma} & \Gamma \otimes (\mathcal{P} \mathcal{W}_2) & 0 & 0 \\
\end{bmatrix},
\]

\[
\Sigma = \begin{bmatrix}
\Sigma_{11} & 0 & 0 & \delta \mathcal{F}_2 & 0 & 0 & 0 \\
* & \Sigma_{22} & 0 & 0 & 0 & 0 & 0 \\
* & * & \Sigma_{33} & 0 & \Lambda \otimes \mathcal{G}_2 & 0 & 0 \\
* & * & * & \Sigma_{44} & 0 & 0 & 0 \\
* & * & * & \Sigma_{55} & 0 & 0 & 0 \\
* & * & * & \Sigma_{66} & 0 & 0 \\
* & * & * & * & * & \Sigma_{77} \\
\end{bmatrix},
\]

with

\[
\hat{A} = \begin{bmatrix}
A & 0 \\
0 & 0 \\
\end{bmatrix}, \quad \mathcal{A}_1 = \begin{bmatrix}
0 & I \\
\frac{1}{\beta_0} D & 0 \\
\end{bmatrix}, \quad \mathcal{D}_1 = \begin{bmatrix}
0 & 0 \\
D & 0 \\
\end{bmatrix}, \quad \check{\mathcal{C}} = \begin{bmatrix}
C & 0 \\
0 & 0 \\
\end{bmatrix}, \quad \mathcal{C}_1 = \begin{bmatrix}
0 & 0 \\
\frac{1}{\beta_0} E & G \\
\end{bmatrix},
\]

\[
\hat{\mathcal{E}}_1 = \begin{bmatrix}
0 & 0 \\
0 & E \\
\end{bmatrix}, \quad \check{\mathcal{E}} = \begin{bmatrix}
\sqrt{\alpha_1}, \sqrt{\alpha_2}, \ldots, \sqrt{\alpha_N} \\
\sqrt{\beta_1}, \sqrt{\beta_2}, \ldots, \sqrt{\beta_L}, 0, \ldots, 0 \\
\end{bmatrix}, \quad \check{\Theta} = \begin{bmatrix}
\sqrt{\beta_1}, \sqrt{\beta_2}, \ldots, \sqrt{\beta_L}, 0, \ldots, 0 \\
\end{bmatrix}
\]

\[
\Sigma_{11} = -\mathcal{P} + \sum_{j=1}^{L} Q_j + \sum_{i=1}^{N} \left( d_i^M - d_i^m + 1 \right) R_i - \delta \mathcal{F}_1 + \mathcal{F}^T \mathcal{F}, \quad \Sigma_{22} = -\text{diag}\{Q_1, Q_2, \ldots, Q_L\},
\]

\[
\Sigma_{33} = -\text{diag}\{R_1, R_2, \ldots, R_N\} - \Lambda \otimes \mathcal{G}_1, \quad \Sigma_{44} = -\delta I, \quad \Sigma_{55} = -\Lambda \otimes I, \quad \Sigma_{66} = -\gamma^2 I, \quad \Sigma_{77} = -\gamma^2 I.
\]
Moreover, if the aforementioned inequality is feasible, the desired estimator gains in (9) can be determined by

$$[A_f \ B_f] = (\mathcal{I}^T \mathcal{P} \mathcal{I})^{-1} \mathcal{I}^T \mathcal{X}$$  \hspace{1cm} (36)$$

where $\mathcal{I} = [0 \ 1]^T$.

**Proof:** Denoting

$$\bar{\mathcal{Y}}_1 = \begin{bmatrix} A & D\Theta & 0 & \mathcal{W}_1 & \mathcal{W}_2 \mathcal{E} & \mathcal{E}\Theta \end{bmatrix}, \quad \bar{\mathcal{Y}}_2 = \begin{bmatrix} \sqrt{\beta_0 D} & 0 & 0 & 0 & 0 \sqrt{\beta_0 \mathcal{E}} & 0 \end{bmatrix},$$

$$\bar{\mathcal{Y}}_3 = \begin{bmatrix} 0 & \tilde{\Theta} \otimes \mathcal{D} & 0 & 0 & 0 & 0 \tilde{\Theta} \otimes \mathcal{E} \end{bmatrix}, \quad \bar{\mathcal{Y}}_4 = \begin{bmatrix} \bar{\mathcal{A}} & 0 & \mathcal{E}\Gamma & 0 & 0 & \mathcal{C} & 0 \end{bmatrix},$$

$$\bar{\mathcal{Y}}_5 = \begin{bmatrix} 0 & 0 & \bar{\mathcal{\Gamma}} \otimes \bar{\mathcal{B}} & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \bar{\mathcal{Y}}_6 = \begin{bmatrix} 0 & 0 & 0 & 0 & \bar{\mathcal{\Gamma}} \otimes \mathcal{W}_2 & 0 & 0 \end{bmatrix},$$

the LMI (19) can be rewritten as follows

$$\Pi = \Sigma + \bar{\mathcal{Y}}_1^T \mathcal{P} \bar{\mathcal{Y}}_1 + \bar{\mathcal{Y}}_2^T \mathcal{P} \bar{\mathcal{Y}}_2 + \bar{\mathcal{Y}}_3^T (I \otimes \mathcal{P}) \bar{\mathcal{Y}}_3 + \bar{\mathcal{Y}}_4^T \mathcal{P} \bar{\mathcal{Y}}_4 + \bar{\mathcal{Y}}_5^T (I \otimes \mathcal{P}) \bar{\mathcal{Y}}_5 + \bar{\mathcal{Y}}_6^T (I \otimes \mathcal{P}) \bar{\mathcal{Y}}_6 < 0.$$  \hspace{1cm} (37)

By applying the Schur Complement Lemma and Lemma 2, we know that the inequality (37) is equivalent to

$$\begin{bmatrix}
-P^{-1} & 0 & 0 & 0 & 0 & 0 & \bar{\mathcal{Y}}_1 \\
* & -P^{-1} & 0 & 0 & 0 & 0 & \bar{\mathcal{Y}}_2 \\
* & * & -I \otimes P^{-1} & 0 & 0 & 0 & \bar{\mathcal{Y}}_3 \\
* & * & * & -P^{-1} & 0 & 0 & \bar{\mathcal{Y}}_4 \\
* & * & * & * & -I \otimes P^{-1} & 0 & \bar{\mathcal{Y}}_5 \\
* & * & * & * & * & -I \otimes P^{-1} & \bar{\mathcal{Y}}_6 \\
* & * & * & * & * & * & \Sigma
\end{bmatrix} < 0.$$  \hspace{1cm} (38)

In order to avoid partitioning the positive definite matrix $\mathcal{P}$, the parameters in (38) are rewritten in the following form:

$$\mathcal{A} = \bar{\mathcal{A}} + \mathcal{I} \mathcal{K} \mathcal{A}_1, \quad \mathcal{D} = \mathcal{I} \mathcal{K} \mathcal{D}_1, \quad \mathcal{C} = \bar{\mathcal{C}} + \mathcal{I} \mathcal{K} \mathcal{C}_1, \quad \mathcal{E} = \mathcal{I} \mathcal{K} \mathcal{E}_1,$$

where $\mathcal{K} = [A_f \ B_f]$. Pre- and post-multiplying the inequality (38) by

$$\text{diag}\{\mathcal{P}, \mathcal{P}, \ I \otimes \mathcal{P}, \ \mathcal{P}, \ I \otimes \mathcal{P}, \ I \otimes \mathcal{P}, \ I\}$$

and setting $\mathcal{X} = \mathcal{P} \mathcal{I} \mathcal{K}$, it is easily known that the inequality (38) is equivalent to the inequality (35). Furthermore, the estimator gains can be derived by (36), which completes the proof.

**Remark 3:** Different from the existing results for state estimation of neural networks [16], [42], several delay-distribution-dependent conditions are derived in this paper, i.e., the conditions are dependent on both the probability distribution and the variation range of the time delay. It is well known that the more information of the time delay is employed, the less conservative results may be derived. On the other hand, as can be seen from our main results, the larger upper bounds $d_i^M$ and the larger variation $d_i^M - d_i^m$ would have more side effects to the feasibility of the obtained LMI conditions.

**Remark 4:** Assume that $\mathcal{M}$ denotes the row size of the LMI, $\mathcal{N}$ represents the number of decision variables and $\mathcal{V}$ stands for a scaling factor, then the number of flops needed to calculate an $\varepsilon$-accurate solution to the LMI is bounded by $O(\mathcal{M} \mathcal{N}^3 \log(\mathcal{V}/\varepsilon))$. For the neural network (1) with the measurement (8), the variable dimensions are as follows: $x(k) \in \mathbb{R}^n$, $y(k) \in \mathbb{R}^{nv}$, $v(k) \in \mathbb{R}^{nv}$ and $\xi(k) \in \mathbb{R}$. For the LMI condition in Theorem 2, we have $\mathcal{M} = (4L + 8N + 10)n + (L + 1)(n_v + 1)$ and $\mathcal{N} = (L + N + 1)n(2n + 1) + 2n(n + n_v) + N + 1$. Hence, the computational complexity of the derived LMI condition can be represented as $O(((L + N)^4 n^7)$. It is obvious that the computational complexity depends polynomially on parameters $L, N$ and the variable dimension $n$. 
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Remark 5: In Theorem 2, the problem of $H_\infty$ state estimation is solved for neural networks with random delays, $(x, v)$-dependent noises and fading channels. The optimal solution to derive the minimum disturbance attenuation level, i.e., $\gamma_{\text{min}}$, can be found by solving the convex optimization problem as follows:

$$\min_{P>0, Q_j>0, R_j>0, \delta>0, \lambda_i>0, \chi, i=1, 2, ..., n, j=1, 2, ..., L} \chi \quad \text{subject to the LMI } (35) \text{ with } \chi = \gamma^2.$$

Remark 6: In the neural network (1), although $w(k)$ is supposed to be a one-dimensional white noise for simplicity, all our results can be extended to the following neural network with multiple noises without any difficulty:

$$x(k+1) = Ax(k) + W_1f(x(k)) + W_2g(x(k-d(k))) + Cv(k) + \sum_{s=1}^{r}[A_sx(k) + B_sx(k-d(k)) + C_sv(k)]w_s(k),$$

$$y(k) = Dx(k) + Ev(k),$$

$$z(k) = Fx(k),$$

$$x(j) = \phi(j), \quad -d_M \leq j \leq 0$$

where $w_s(k), s = 1, \ldots, r$ are independent, standard one-dimensional white noises on a probability space $(\Omega, \mathcal{F}, \text{Prob})$, and $A_s, B_s, C_s, s = 1, \ldots, r$ are constant matrices with appropriate dimensions.

IV. A Numerical Example

In this section, a numerical example is presented so as to demonstrate the effectiveness of our main results. Consider the third-order delayed neural network (1) with the following parameters:

$$A = \begin{bmatrix} 0.2 & 0 & 0 \\ 0 & 0.3 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad W_1 = \begin{bmatrix} 0.2 & -0.2 & 0 \\ 0 & -0.3 & 0 \\ 0 & 0 & 0.2 \end{bmatrix}, \quad W_2 = \begin{bmatrix} -0.2 & 0.1 & 0 \\ -0.2 & 0.3 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad C = \begin{bmatrix} 0.2 \\ -0.3 \\ 0.1 \end{bmatrix},$$

$$\bar{A} = \begin{bmatrix} 0.2 & -0.05 & 0 \\ 0.1 & 0.1 & 0 \\ 0 & 0 & 0.05 \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} 0.05 & -0.02 & 0 \\ 0.05 & 0.1 & 0 \\ 0 & 0 & -0.01 \end{bmatrix}, \quad \bar{C} = \begin{bmatrix} 0.05 \\ 0.1 \end{bmatrix},$$

$$D = \begin{bmatrix} 0.2 & 0.4 & 0.1 \end{bmatrix}, \quad E = 0.2, \quad F = \begin{bmatrix} 0.3 & 0.1 & 0.1 \end{bmatrix}.$$

The activation functions are taken as

$$f(x(k)) = \begin{bmatrix} 0.4x_1(k) - \tanh(0.2x_1(k)) \\ 0.3x_2(k) - \tanh(0.2x_2(k)) \\ 0.4x_3(k) - \tanh(0.3x_3(k)) \end{bmatrix}, \quad g(x(k)) = \begin{bmatrix} 0.4x_1(k) - \tanh(0.2x_1(k) + 0.08x_2(k)) \\ 0.2x_2(k) - \tanh(0.1x_2(k)) \\ 0.3x_3(k) - \tanh(0.2x_3(k)) \end{bmatrix}$$

where $x_s(k), s = 1, 2, 3$ represents the $s$-th element of the system state $x(k)$. It is easy to see that the sector-bounded condition (2) can be met with

$$\Phi_f = \begin{bmatrix} 0.2 & 0 & 0 \\ 0 & 0.1 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad \Psi_f = \begin{bmatrix} 0.4 & 0 & 0 \\ 0 & 0.3 & 0 \\ 0 & 0 & 0.3 \end{bmatrix}, \quad \Phi_g = \begin{bmatrix} 0.2 & 0.08 & 0 \\ 0 & 0.1 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}, \quad \Psi_g = \begin{bmatrix} 0.4 & 0.08 & 0 \\ 0 & 0.2 & 0 \\ 0 & 0 & 0.3 \end{bmatrix}.$$

In this example, the variation of the time-varying delay $d(k)$ is shown in Fig. 2 from which it can be calculated that for $N = 3$, the probability distribution of the delay is

$$\text{Prob}\{d(k) \in [1 : 2]\} = 0.7, \quad \text{Prob}\{d(k) \in [3 : 5]\} = 0.2, \quad \text{Prob}\{d(k) \in [6 : 8]\} = 0.1.$$
Finally, assume that the channel number of the model (8) is $L = 2$, the mathematical expectations of the channel coefficients are $\bar{\beta}_0 = 0.8$, $\bar{\beta}_1 = 0.3$, $\bar{\beta}_2 = 0.2$, the variances of the channel coefficients are $\tilde{\beta}_0 = 0.01$, $\tilde{\beta}_1 = 0.09$, $\tilde{\beta}_2 = 0.25$, and the constant matrix $G = 0.1$.

The $H_\infty$ performance level $\gamma$ is taken as 0.9. By using MATLAB software with YALMIP 3.0, we can obtain the desired estimator gains as follows:

$$
A_f = \begin{bmatrix}
0.2519 & -0.0100 & -0.0096 \\
-0.0093 & 0.2570 & -0.0089 \\
-0.0090 & -0.0090 & 0.2549
\end{bmatrix},
B_f = \begin{bmatrix}
0.3118 \\
0.3154 \\
0.3135
\end{bmatrix}.
$$

In this simulation, the initial values are assumed to be $\{x(k)\}_{k \in [-8, -1]} = [0 \ 0 \ 0]^T$ and $x(0) = [0.5 \ -0.5 \ 0.3]^T$. The exogenous disturbance inputs are selected as $v(k) = e^{-\frac{k}{25}} \sin(k)$, $\xi(k) = e^{-\frac{k}{25}} \cos(k)$.

The simulation results are shown in Figs. 3–5. Fig. 3 depicts the measurement output and the received signal by the estimator, respectively. Fig. 4 plots the plant and estimator outputs while Fig. 5 shows the estimation error. The simulation results have confirmed that the designed $H_\infty$ estimator performs very well.

V. CONCLUSIONS

The problem of $H_\infty$ state estimation for delayed neural networks with $(x, v)$-dependent noises and fading channels has been investigated in this paper. A sequence of random variables obeying the Bernoulli distribution has been employed to characterized the time-varying delay, and the Rice fading model has been utilized to describe the phenomenon of fading channels. Several delay-distribution-dependent conditions have been derived in terms of LMIs, which guarantee that the estimation error system is stochastically stable with the given $H_\infty$ constraint. Finally, a numerical example has been presented to show the effectiveness of the results derived. It would be interesting to study the following future research topics: 1) development of less conservative conditions for the problem of $H_\infty$ state estimation for delayed neural networks; 2) extension of the results obtained in this paper to neural networks with other network-induced phenomena [2], [5], [7], [8], [11], [12], [15], [19], [22], [43].
The measurement and the received signal $\bar{y}(k)$.

Fig. 3. The measurement $y(k)$ and the received signal $\bar{y}(k)$.

The output and its estimation $\hat{z}(k)$.

Fig. 4. The plant output $z(k)$ and the estimator output $\hat{z}(k)$.
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Fig. 5. The estimation error $\tilde{z}(k)$.


