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Abstract

Prediction of financial time series is described as one of the most challenging tasks of time

series prediction, due to its characteristics and dynamic nature. In any investment activ-

ity, having an accurate prediction system will significantly benefit investors by guiding

decision making, especially in trading, asset management and risk management. Thus,

the attempts to build such systems have attracted the attention of practitioners in the

market and also researchers for many decades.

Furthermore, the purpose of this thesis is to investigate and develop a new approach to

predicting financial time series with consideration given to their dynamic nature. In this

thesis, the prediction procedures will be carried out in three phases. The first phase pro-

poses a new hybrid dynamic model based on Ensemble Empirical Mode Decomposition

(EEMD), Back Propagation Neural Network (BPNN), Recurrent Neural Network (RNN),

Support Vector Regression (SVR) and EEMD-Genetic Algorithm (GA)-Weighted Aver-

age (WA) to predict stock index closing price. EEMD in this phase is introduced as a

preprocessing step to historical observation for the first time in the literature. The ex-

perimental results show that the EEMDD-GA-WA model performance is a notch above

the other methods utilised in this phase. The second phase proposes a new hybrid static

model based on Wavelet Transform (WT), RNN, Support Vector Machine (SVM), Nave

Bayes and WT-GA-WA to predict the exact change of the stock index closing price. In

this phase, the experimental results showed that the proposed WT-GA-WA model out-

performed the rest of the models utilised in this phase. Moreover, the input data that

are fed into the hybrid model in this phase are technical indicators.

The third phase in this research introduces a new Hybrid Heuristic-Rules-based System

(HHRS) for stock price prediction. This phase intends to combine the output of the

hybrid models in phase one and two in order to enhance the final prediction results.



Thus, to the best of our knowledge, this study is the only one to have carried out and

tested this approach with a real data set.

The results show that the HHRS outperformed all suggested models over all the data sets.

Thus, this indicates that combining di↵erent techniques with diverse types of information

could enhance prediction accuracy.
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Chapter 1

Introduction

1.1 Introduction

Taken at successive times in a sequence of observations is the definition of a time series.

Extrapolating the discovered patterns from the historical data series into the future is

what time series prediction methods attempt to achieve. The prediction domain of finan-

cial time series involves the projection of time series such as stock prices, interest rates,

inflation, exchange rates and many other financial instruments into the future based on

their historical values. In financial predicting, asset prices are considered as one of the

most discussed topics. This is because it is important for management, asset pricing,

portfolio optimisation and selection, option pricing and risk management to fully under-

stand and predict the asset prices. To investors, whether they are individual or financial

institutions, the accuracy of the prediction process is of great importance as the predic-

tion output is utilised for investment decision making. However, there are number of

factors that influence assets price such as economical, political and psychological factors

[3] [129], and thus these factors introduce a high randomness into the financial time series

assets price, which reflects on the prediction process and makes it a di�cult task.
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A financial time series is characterised by natural complexity. Firstly, the behaviour of

the financial time series is nearly like a random walk process and also very much like

white noise processes. Therefore, under these conditions, it is implied that theoretical

prediction of a financial time series process is impossible [114]. Secondly, financial time

series are characterised by features such as non-linearity and high non-stationary. Thirdly,

they possess structure instability, which implies that external reasons or events influence

the movement of the asset price. These events can be categorised as economic crises or

abrupt changes in government policy [111] [222].

Due to these characteristics and the aforementioned complex features of financial time

series, predicting them is considered as one of the most challenging tasks in time series

prediction. Over the past two decades, many studies have investigated the predictability

of financial time series, or more specifically stock prices. In the earlier studies on the pre-

dictability of stock prices, it was thought that there were no methods that could predict

financial time series using historical data sets. Hence, at that time, only current price

could be used as a best predictor of the future price. However, accordance to Malkiel and

Fama [86] study on the e�cient market hypothesis, prices of stock are informationally

e�cient and it is possible to use historical stock prices to predict future prices. More-

over, in the literature it has been shown that numerous studies employ di↵erent suitable

methods that can lead to successful prediction values for financial time series.

Generally, in the literature, the utilised prediction techniques can be classified into two

categories: 1) statistical models, 2) artificial intelligence models (AI). However, statistical

models have failed to capture the non-linear patterns that exist in financial time series

data as they are based on the assumption that a linear correlation exists in them. There-

fore, and in order to tackle this limitation, AI techniques have been utilised to enhance the

prediction process of financial time series. In addition, the Wolpert theorem [270] stated

that no single AI technique could solve all problems. In this thesis, an investigation is

carried out into the predictability of financial time series, and new prediction approaches
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are proposed in order to achieve better prediction results, compared to the statistical

models and single-approach A1 techniques. The recent research on stock prediction has

focused on two groups: 1) time series prediction and 2) trend prediction [288]. In this

thesis, not only will the financial time series be predicted, but also the trend of asset

prices will be studied in terms of predicting financial time series.

1.2 Motivation, Aim and Objective

Prediction of financial time series is considered as a challenging and important task in

the field of finance. In any investment activities, having an accurate prediction system

will significantly benefit investors by guiding decision making, especially in trading, asset

management and risk management. Thus, the attempts to build such systems have

attracted the attention of practitioners in the market and also researchers for many

decades.

Nonetheless, given that the nature of financial time series is dynamic and complicated,

perfect financial time series prediction and easy gains from trading and asset management

should not be expected. In any attempts to predict financial time series, two main and

fundamental questions should be answered:

• Based on historical observation, under what circumstances could a specific financial

time series be predicted?

• How can static and dynamic models be combined to achieve high accuracy?

The aim of this research is to develop a hybrid system for accurate prediction of financial

time series data. The above two questions illustrate the main two objectives of this

research, which will be discussed in detail in this thesis, and are presented below:

• To assess the performance of specific prediction methods in terms of predicting

financial time series, both stock price and the direction movement (trend). Di↵erent
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performance measurements are used in this thesis; if the predicting value of the out-

of-sample (testing data set) in both models (predicting stock price or price direction)

is better than the benchmark prediction values, then the proposed method has

outperformed the benchmark models.

• To consider the dynamic and complex nature of financial time series when building

and developing the new proposed methods is the main purpose of this thesis. Dif-

ferent techniques are introduced in the prediction process based on the nature of

the data. Many points are considered when designing the new prediction models,

such as preprocessing the original data set with new techniques from di↵erent areas

such as signal processing.

1.3 Research Contributions

In this thesis the main contributions are as follows:

• Introducing new steps in distributing the in-sample data sets with respect to the

time series consequences. It is concluded that using such steps can reduce the

tolerance accuracy of the models and enhance the training quality of the utilised

methods. Chapter 3

• Introducing a quantisation factor into the Support Vector Machine (SVM) and

Support Vector Regression (SVR) models. To the best of the researchers knowledge,

this step is proposed for the first time in SVR and SVM to model and predict

financial time series. Chapter 3

• Designing a new Hybrid Model to predict financial time series. Ensemble Empirical

Mode Decomposition was introduced for the first time into financial time series

prediction. Chapter 4

• Designing a new hybrid model to predict the exact change in the stock price. To
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the best of the researchers knowledge, this model is introduced for the first time for

predicting stock market direction. Chapter 5

• Designing A New Hybrid Heuristic rules based System For Stock Price Prediction

(HHRS). To the best of the researchers knowledge, this approach is introduced to

predict financial time series by integrating two di↵erent approaches together for the

first time. Chapter 6

1.4 Thesis Outline

The remaining chapters of this thesis are organised as follows:

• Chapter 2 provides a literature review on financial time series prediction. This

includes some of the most popular e�cient market hypotheses, the random walk

theory, and the latest current time series prediction approaches and methodologies.

• In Chapter 3, the important conditions of the utilised data sets are represented.

Steps for data preprocessing and data splitting are given. The predictability of sin-

gle approach models is tested using statistical models and AI techniques. Di↵erent

performance measurements are explained in this chapter.

• In Chapter 4, the design and architecture of the new proposed hybrid model are

exhibited. The new data preprocessing EEMD technique is explained in detail. The

performance of the new hybrid model is compared with other single approaches and

methods in order to prove that the new proposed model has enhanced the prediction

ability.

• Chapter 5 illustrates the ability of the new hybrid model to predict the exact change

in the future movement of the stock price. The prediction preprocessing steps and

the hybrid model architecture are exhibited in this chapter. The prediction results

of the new hybrid model are compared in order to show that the new model has
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outperformed the other utilised methods.

• Chapter 6 provides the concept of the new hybrid heuristic-rules-based system for

stock price prediction. The architecture of the new hybrid model is explained.

Furthermore, the rule-based system is exhibited for the first time in this chapter.

Results and performance measurements are discussed in this chapter and the results

are compared with other utilised methods.

• Finally, Chapter 7 provides a summary of the contributions of the thesis, and also

presents a conclusion of the whole thesis. Moreover, some ideas for future research

improvement and investigation are presented as future work for this thesis.

1.5 Publications

Portions of the work detailed in this thesis have been presented in national and interna-
tional scholarly publications, as follows:

Al-hnaity, B., Abbod, M: ”Ensemble SVR Model to Predict FTSE100 Index”, In pro-
ceeding of ITISE2014, Granada, Spain, 2014.

Al-hnaity, B., Abbod, M: ”A Novel Hybrid Ensemble Model to Predict FTSE100 Index
by Combining Neural Network and EEMD”, European Control Conference, ECC 2015,
Jul 2015, Linz, Austria. Proceedings of the European Control Conference 2015.

Al-hnaity, B., Abbod, M: ”Predicting FTSE100 Close price Using Hybrid Model” ,SAI
Intelligent Systems Conference 2015 November 10-11,2015 London,UK.

Alaraj, M., Abbod, M., & Al-Hnaity, B. Evaluation of Consumer Credit in Jordanian
Banks: A Credit Scoring Approach.UKsim 2015 March 2015 Cambridge.UK

6



Chapter 2

Literature Review

2.1 Introduction

For many years the predictability of the financial market has attracted the attention of

market professionals, academics and investors [188]. However, the most recent upsurge in

financial market predictability has come about through the adaptation of computational

intelligent techniques to assist the rapidly growing volume of financial data. Moreover,

financial time series modelling and predicting are widely acknowledged as arduous tasks

[11]. This chapter will briefly provide a review of financial stock market prediction [243].

In the literature, the first attempts to develop temporal patterns in data were in 1662.

Using bills of mortality, John Graunt at that time published several social and epidemi-

ological comparisons [186] [149].

However, other theories suggest that the financial market cannot be predicted. The E�-

cient Market Hypothesis (EMH) is one of those theories. Section 2.2 will present a short

discussion of this well-known hypothesis. Section 2.3 will present a review of previous

prediction/forecasting attempts in the financial market, and then the most famous and

widely used methods for financial prediction (fundamental analysis and technical analy-
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sis) will be presented in Sections 2.4 and 2.5. Section 2.6 presents the traditional financial

time series prediction models. Furthermore, computational intelligence techniques and

their first introduction into the financial domain will be discussed in Section 2.7 . The

limitations of these techniques will be presented in the final section 2.8, and thus Chapter

3 will be briefly discussed.

2.2 E�cient Market Hypothesis

Financial market prediction is considered a di�cult and highly complex domain. The

e�cient market hypothesis (EMH) states that financial market instruments such as stock

prices follow a random walk pattern [85], which means that the probability of the stock

going up or down is the same, concluding that any prediction model achieve more than

50% accuracy [245]. EMH was firstly proposed by Fama, who suggested that all the

market information is already revealed and included in the stock price; therefore the

natural and only possible way for stock prices to behave is by random walk [88]. In

other words, all of the available information is always fully reflected in the stock prices,

and as a result, no form of information can be used to enhance any prediction model to

generate better accuracy. The stock price, according to EMH, will quickly and e�ciently

absorb any new information that arises in the market [178]. Fair game market is how

Famas EMH described the investment activity in the financial market [85]. There are

three kinds of E�cient Market levels identified by Fama:

• The weak form of EMH states that stock prices reflect all historical information,

variations of price and volume of trade. Thus stock prices follow a random walk

process, as future prices cannot be predicted using past prices.

• The semi-strong form of EMH states that stock prices reflect all public historical in-

formation, variations of price and volume of trade. Therefore, there is no advantage
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to using this information to predict the future price as everyone knows it.

• The strong form of EMH states that stock prices reflect all inside and public his-

torical information, variations of price and volume of trade. Therefore, no one can

gain an advantage from using such information to predict future prices since all the

information is available to all market participants.

It was firstly suggested by [142] that stock price movement follows a random walk process,

which is related to the weak form of EMH. The question of whether or not it is futile

to attempt to predict future stock prices has given rise to deviations from EMH, despite

the rich literature that supports EMH. Empirical and theoretical works have examined

EMH and also argued whether stock market prices follow a random walk process or not.It

has been argued by [177] that stock market prices can be predicted and do not follow

a random walk process. The results of empirical and theoretical works are mixed and

contradictory. Early studies were found supporting EMH [64] [85] [8]. It was claimed by

[133] that among all the propositions in economics, EMH has the most solid supporting

empirical evidence; however recent studies tend to show anomalies [93] [139] [169] [30].

EMH was stated as a false hypothesis in Famas second review [87]. In the next sections,

several studies on predicting stock prices using di↵erent approaches will be presented.

2.3 Financial Time Series Prediction Attempts

John Graunt, as mentioned in the previous section, was one of the first scholars to make

early prediction attempts. The definition of a time series, according to [28] [66], is a

sequence of data points, measured typically at successive points in time and spaced

at uniform time intervals. In other words, a time series is a collection of observations

that measure some activities over time [44], whereas historical activities are recorded at

equal consistent measurement space intervals, for example, day, week, month, etc. Time
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series are used in many fields, such as statistics, signal processing, pattern recognition,

econometrics and mathematical finance. According to the literature, the first attempt to

study financial time series behaviour was done by financial professionals and journalists,

not academics. This became a long-standing tradition, as even up to the present day,

many empirical studies have originated from the financial industry. These empirical

studies have shown a potential gain where specialised data is the key to the success of

any financial time series model. Charles Dow was the first publisher to publish the best

example of a financial time series, in his editorials in the Wall Times between 1900 and

1902. The Dow editorial formed the basis of the Dow Theory and influenced what later

became known as technical analysis [187].

Interest has grown among investors (individuals or institutions), stock fund managers

and financial analysts in predicting financial time series, as a way of surviving in tough

financial situations; the accurate prediction of any financial instrument has become an

important issue in investment decision making. This huge interest and the ongoing fi-

nancial global crisis have urgently increased the demand for accurately predicting stock

price movement methods. Time series, both mathematical and statistical, are the most

current models that financial prediction relies upon [9] [20] [23] [265] [25] [95] [181]. An

extensive review was provided by [68] on time series prediction throughout 25 years. The

review showed that during the past 25 years (until 2006), time series prediction grew with

the advent of computational and statistical models, and a variety of mature prediction

calculations and evaluation approaches. However, there are many unsolved problems re-

maining, and many others are arising, meaning that there is still a need for more work.

Moreover, foreign exchange markets, bond markets and financial derivatives markets are

the domains into which financial time series prediction can be extended [58] [250] [168].

For decades, financial time series prediction (especially stock price prediction) has been

an attractive research topic due to the huge profit that can be gained if a highly accurate

model is achieved. Therefore, researchers and financial analysts have strived to achieve
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higher accuracy with a variety of stock price prediction models. However, stock markets

are characteristically dynamic, non-linear, complicated, non-parametric and chaotic in

nature [234]. Furthermore, in the financial prediction domain many time series models

have been suggested and implemented. Much recent work has been done on time series

prediction, which reflects the importance of the topic [34] [33] [37] [55] [130] [138] [174]

[179] [229] [276] [295]. In financial time series prediction models, auto-regressive condi-

tional heteroscedasticity (ARCH) was proposed by Engle [83]; generalised auto-regressive

conditional heterocedasticity (GARCH) was also proposed by Bollerslev [23]; and Box

and Jenkins [25]; introduced the auto-regressive moving average (ARMA) and the auto-

regressive integrated moving average (ARIMA) models. These are the best-known and

most used time models. In addition, the auto-regressive (AR) model is the most popular

and important model to predict financial time series [44]. However, all traditional sta-

tistical time series prediction models have a limited capability for modelling time series

data; they do not yield an automated process, as they require additional historical data,

and these data must be of normal distribution in order to obtain a good prediction per-

formance [69]. As a result of these drawbacks, statistical time series models do not have

the ability to track the complexity and non-stationary nature of the stock market [22].

Finally, in the literature, many attempts have been made in the stock price prediction

domain utilising di↵erent methods, which can be categorised into four main categories:

1. Fundamental Analysis, 2. Technical Analysis, 3. Traditional financial time series

prediction, and 4. Computational intelligence [70].A more detailed description of these

prediction methods will be presented in the following sections.

2.4 Fundamental Analysis

This type of analysis is based on examining the companys financial statements and bal-

ance sheets to predict their shares future trends. Hence this type of analysis involves
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processing past records of assets, earnings, dividends, interest rates, sales, products,

management and market information. Other commonly employed financial ratios are

the current ratio, return on assets, and the liabilities ratio for prediction stock price.

According to fundamental analysis, each stock has its intrinsic value, where the stock is

undervalued if the intrinsic value is bigger than the stock price. So the investor should

buy this stock in this case and not buy it in the opposite case [194]. Economic factors

are also used in fundamental analysis. The static nature of macroeconomics data can

influence the return of the individual stock and the stock index, and they also have a

significant impact on the underlying growth of the company and its earning prospects.

Moreover, stock market liquidity can be a↵ected by economic variables. Inflation rates,

employment figures and the price index are the main economic variables. In order for

analysts to make a decision about whether or not to sell or buy stock, all of these factors

should be taken into account [156].

2.5 Technical Analysis

Technical analysis is a study of the market itself where market action such as price (open,

high, low, trading volume and close) can tell everything and is su�cient for prediction

tasks. In technical analysis there are three main assumptions: 1. price and volume (mar-

ket action) reflect everything; 2. prices move in trends; 3. history repeats itself. Technical

analysis and EMH have a similar assumption, however each assumption has a totally dif-

ferent conclusion(s). New information, and whether it is fully and immediately reflected

in the market. Technical analysts thus believe that in response to new information, stock

prices move slowly. Hence, the driving forces hardly change in the market, and recurrent

and predictable trends are shown in the prices. In other words, technical analysis, known

as chartist, was based on studying the charts that depict historical market data, and from

these a pattern will be derived to predict the market behaviour [91] [161] [171]. Finding
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any kind of pattern in the data is the main goal of technical analysis, so such findings can

be used by analysts to make a prediction of stock or market movements. Despite its lack

of popularity and the fact that it has not been accepted among analysts or academics in

previous years, the use of technical analysis in recent years has increased [27] [238] [157]

[170] [141] [203].

Charts, technical indicators, the Dow theory, Gann lines and Elliot waves are the techni-

cal analysis tools used to exploit recurring patterns [213]. Self-destruction is considered

to be a big problem in technical techniques. Thus, the profitable opportunity will dis-

appear quickly as the news of a better strategy becomes well-known and all the traders

make the same decisions. As a result, a successful strategy should not be revealed. A

successful trading strategy must be dynamic and self-adaptive, due to the regime shifting

character of the market [115]. Generally, the ability to predict the direction of future

prices has attracted the attention of researchers, and led to a focus on technical analysis

in order to improve the return of investment [80] [190] [211] [182] [94]. Thus, price and

volume are assumed to be the two most relevant factors in determining the direction and

behaviour of a particular stock or market by technical analysis methods [17] [60] [233].

There are three main premises that technical analysis is based on. First, market action

discounts everything. In another words, price changes are included in all the market

price determining factors, such as macroeconomy, government interference, and investor

psychology. Second, prices move in trends; this illustrates the main purpose of technical

analysis which is to find the early stage of the trend and then the technicians will fol-

low the trend until it reaches the end. Third, history might repeat itself. Evidently, by

studying the past markets, data di↵erent chart patterns can be identified and categorised,

which can lead to an early identification of a certain market trend. As these trends have

occurred several times in the past, the assumption of the same trends happening again

can be possible [127]. Technical indicators are the main technical analysis tool that has

the ability to predict future price fluctuation and also to guide investors on whether to sell
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or buy a particular stock at the right time. Technical indicators come from mathematical

formula, which are based on stock price and volume [60].

The purpose of providing the above information on technical analysis is not for building

a theoretical or empirical justification. The purpose is to use technical indicators as a

main tool of technical analysis as an input for the prediction model. More details on the

suggested prediction model will be given in the following chapters.

2.6 Traditional Financial Time Series Prediction

In recent years, the ability to predict accurately has been crucial to many decision makers

in di↵erent processes such as planning, organising, scheduling, selling and buying, strategy

formulation, policy making and supply chain management. Hence the importance of

highly accurate predictions has received much attention from researchers, and extensive

e↵ort has been invested into this area of research. Despite the huge interest and the

number of studies that have been conducted on financial time series prediction, this field

remains important and is an active topic of research at the present time and will continue

to be in the future [288]. Due to security issues in the stock market, important financial

bridges were developed between investors and listed companies, in which the dynamic

changes in the stock market were directly reflected in the stock market index. Many

benefits can be obtained from studying stock indices, such as providing a guiding reference

for investors in order to make financial decisions, which additionally aids governments to

develop the correct rules and reduce the negative e↵ects of stock market volatility. They

can also promote the stable development of stock markets, where stock indices closely

develop the national economy [277].

In econometrics, forecasting, modelling and trading financial indices (financial time series)

are considered to be among the most challenging and di�cult topics. This is a result
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of the characteristics of financial time series: non-linear, non-stationary, noisy, with a

high degree of uncertainty and hidden relationships. These characteristics are a reason

for the information unavailability, a↵ecting the behaviour of financial markets between

past and future captured prices. Statistical tools have been used by many researchers in

order to predict future stock prices, including the regression model, and the most pop-

ular methods, the GARCH model, the ARIMA model and the probabilistic model. In

the regression model the output y depends on the input signals x1.....xn. Unfortunately,

in the prediction of financial stock data, this type of model does not seem to do very

well. Therefore, Busuttil and Kalnishkan [29] have developed two regression models to

tackle such a weakness: the weight-controlled kernel aggregating algorithm for regression

(WeCKAAR) and the kernel aggregating algorithm for regression with changing depen-

dencies (KAARCh). The di↵erence between these two new models is that WeCKAAR

adds a decaying weight to the existing regression techniques, while KAARCh adds an

aggregating algorithm to the trading signals.

Moreover, the GARCH model is used in traditional stock prediction and is also consid-

ered to be an important and popular model. The GARCH model assigns exponentially

decreasing weights to the original regression model. It was used by Diebold and Mariano

[74] to predict the exchange rate. However, the result happened to be the same as that of

the traditional regression model. Linear and non-linear models were tested by Gencay us-

ing GARCH models in an attempt to achieve significant prediction signal data; however,

the results were disappointing. The Box-Jenkins ARIMA is one of the most popular

models in the prediction of financial time series data. Finding a similar pattern and

combining the stock datas moving average value is how ARIMA works, which is slightly

di↵erent to a traditional regression model. ARIMA was utilised to predict financial time

series data by Timmermann and Granger [243]. However, ARIMA has shown limited

system reliability [197]. Despite their success in solving time series prediction problems,

traditional time series prediction models unfortunately have two major drawbacks: 1. in
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the stock market, stock index prices do not follow statistical assumptions, so as result

of that some traditional times series models are not applicable to such datasets; 2. tra-

ditional time series methods require more historical data, and in order to describe daily

observations, linguistic expressions are often utilised. Beside, stock data is well-known

for its noises involutedly characteristics which would a↵ect the prediction performance

[56].

2.7 Computational Intelligence

The recent emergence of data mining and computational intelligence algorithms has tack-

led the computational demands on mathematical models to predict stock prices. The

main focus of computational intelligence is designing and developing algorithms that

have the capability to produce new knowledge and also to improve the performance of

the algorithms [185]. Data minings main concern is to develop and implement algorithms

for discovering the priori unknown relationships. Data mining was defined by Han and

Kamber [112] as: The process of discovering interesting knowledge from large amounts of

data stored in databases, data warehouses, or other information repositories. According

to [21], discovering meaningful patterns, establishing e↵ective models and rules, and the

analysis of large quantities of data by automatic or semi-automatics means, are the main

concepts of data mining. Recently, data mining has been widely used to discover patterns

and to predict the future using historical data. Kovalerchuk and Vityaev (2005) stated

in their study that data mining in general, and in finance specifically, is still more art

than hard science [150].

Complexity and non-linearity are the main characteristics of the stock market price, thus

it is considered to be a subtle and di�cult system for humans to comprehend. This is why

computational intelligence techniques have been introduced and extensively used in stock

prediction. A number of studies have been carried out in this area. The recent studies
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on stock prediction can be categorised into roughly two types: 1. time series prediction

[134] [32] [124] [126] [113]; and 2.trend prediction [245] [148] [125] [285] [57]. In time

series prediction, the models are trained to fit the historical prices series of an individual

stock index and are used to predict the future prices. However, trend prediction models

are trained to obtain the relation between various technical variables and the (rise and

decline) movement of stock prices. Generally, in modelling stock trend prediction, a wide

range of data mining algorithms have been introduced including neural networks [245]

[246] [156], support vector machines [159], logistic regressions [240] [84] [246], decision

trees (DT) [246] [220], and naive Bayes [297]. In the next subsection, many examples of

predictions of stock prices and stock trend directions are presented.

2.7.1 Di↵erent Single Prediction Models on Stock Market

In time series modelling there are a number of di↵erent approaches. Traditional statistical

models are linear in their prediction of future value [23] [118] [217]. However, extensive

research has introduced and utilised AI techniques such as Artificial Neural Networks

(ANNs), Fuzzy Logic, Genetic Algorithms (GAs) and many other techniques; the results

showed the prediction capability of such techniques [107] [160] [287]. Initially, theories

of model building categorised stock index prediction models into two categories. The

first category is based on statistical theories such as GARCH and stochastic volatility

(SV) [78]. The second Category is based on artificial intelligence such as artificial neural

networks (ANNs) [47], and the support vector machine (SVM) [129]. The most utilised

approaches in many machine learning prediction algorithms for predicting stock price

and stock index values are the Artificial Neural Network (ANN) and Support Vector

Regression (SVR). However, learning the patterns is not the same in each algorithm.

Artificial neural network (ANN) [72] [143] [208] [296], and other statistical prediction

methods [48] [123] [132] attempt to predict stock prices under di↵erent circumstances such

as market atmosphere or economic conditions. Artificial neural networks are one of the
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most popular prediction techniques. This technique simulates the same learning process

as the human biological neural network, by developing models from extremely complex

and non-linear formulas. It is employed to perform better prediction and analysis output

and di↵erent parameters are used to train the neural network. In stock price prediction,

the ANN model has achieved fruitful results. ANN was introduced for the first time by

[266] to detect unknown regularities in stock price changes. San Diego’s stock market was

predicted by [100] where 63% accuracy was obtained for stocks rising and 74.4% for stocks

falling. An e�cient accuracy was generated by [230] with an ANN model for predicting

the European stock market between 1991 and 1997. Shachmurove and Witkowska [223]

point out, after comparing the results from the ordinary least squares method (OLS)

and ANN, that ANN is a better prediction tool. The Indian stock market was predicted

by an ANN model, and the root mean square error (RMSE) and mean absolute error

(MSE) were used to evaluate the model; they showed a small margin of error [79]. Also,

Zhu et al. [296] stated that the ANN prediction model performs better when predicting

NASDAQ, DJIA and STI. According to [286] ANN in stock prediction is the most e�cient

technique. Several studies have indicated that ANN outperformed statistical regression

models [218] and discriminant analysis [282]. There are two main methodologies for

utilising Artificial Intelligent (AI) techniques for modelling stock prediction [292]. The

first methodology uses past data to predict future stock prices by considering stock price

variations as time series. Artificial Intelligent techniques are used in this approach as

predictors [41] [46] [202]. However, these prediction models face a major drawback that

due to the enormous noise and high dimensionality of stock price data. Therefore, among

all existing prediction models, none can deliver a satisfactory performance, as the studies

of [286] and [180] have observed. The second methodology considers technical indices

and qualitative factors for predicting stock market and trend analysis. The purpose of

merging technical indicators, for stock price prediction, is to permit the exploitation of

tolerance for imprecision, uncertainty and partial truth in order to achieve tractability,
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robustness and low cost solutions. Many attempts have been made to predict financial

markets, ranging from traditional time series approaches to Artificial Intelligent (AI)

techniques [286], including ARCH-GARCH models [82], ANNs and other evolutionary

computation methods [51] [284] [57] [50].

Technical analysts point out that the recent price reflects all the important information

about the stock, therefore future prices can easily be predicted if the trends in the move-

ment are observed. Moreover, there are many macro-economical factors that influence the

movement of the stock market such as political events, firms policies, general economic

conditions, the commodity price index, the bank rate, the bank exchange rate, investors

expectations, institutional investors choices, the movement of other stock markets, the

psychology of investors, etc.[184]. The calculation of the stock indices value is based

on high stocks market capitalisation. In addition, statistical information can be gained

from stock prices value by various technical parameters. Hence stock indices are derived

from high market capitalisation and stocks prices, and an overall picture of the economy

can be given by stock indices, taking into account the above-mentioned macro-economic

factors. Ten data mining techniques were used in [196] to predict the Hang Seng index

price movement.

In recent years, Support Vector Machine (SVM) has received huge attention and pop-

ularity from researchers, and it has also been considered a state-of-the-art technique in

both regression and classification. The Support Vector Machine has great potential and

superior performance in practical applications. Moreover, it can be regarded as a statis-

tical learning theory algorithm with the principles of risk minimisation structure, which

have been adapted by SVM. Therefore, this unique capability has drawn the attention

of investors as well as researchers with the aim of utilising such a technique in financial

time series prediction. As a result of the introduction of the insensitivity loss function

SVM by Vapnik [249], the regression model SVM become known as the Support Vector

Regression. Hence SVR solves many problems regarding non-linear estimation and fi-

19



nancial time series prediction, and the attention paid to utilising such a model has also

increased dramatically. There are many studies on using SVM and SVR to predict finan-

cial time series. Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis

(QDA), K-nearest neighbour classification, Nave Bayes based on kernel estimation, Logit

model, Tree-based classification, neural networks, Bayesian classification with Gaussian

process, Support Vector Machine (SVM) and Least Squares Support Vector Machine (LS-

SVM) were included in the approaches in [196]. SVM and LS-SVM prediction results

outperformed the other proposed approaches.

Technical indicators such as moving average, RSI, CCI, MACD, etc. were used to predict

the movement direction of the Tehran exchange price index. In this study, the e↵ective-

ness of employing technical indicators for prediction of the movement of the index price

was evaluated [7]. SVM was used in Kim’s (2003)[144] model to predict the direction

of the daily stock price change of the Korean composite stock price index (KOSPI). 12

technical indicators were selected as initial attributes; stochastic K%, stochastic D%,

stochastic slow D%, momentum, ROC, Williams%R, A/D oscillator, disparity5, dispar-

ity10, OSCP, CCI and RSI. The movement directions of S&P CNX NIFTY indices were

predicted by [153] using SVM and random forest, and they were compared with the result

of traditional and logit models and ANN. The same technical indicators that were used

by [144] have been used in this study. The SVM prediction result outperformed random

forest, neural network and traditional models. NIKKEI225 index predictability was in-

vestigated with SVM. Thus, linear discriminant analysis, quadratic discriminant analysis

and Elman backpropagation neural networks were compared with SVM. However, the

experiment result showed that SVM outperformed the other classification methods. The

usefulness of ARIMA, ANN, SVM and random forest regression models were investigated

by [154] to predict the S&P CNX NIFTY index. Statistical and financial measurements

were used via a trading experiment to assess the performance of the three non-linear

models and the linear model. In their study, the SVM model outperformed the other
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model as the empirical results suggested. Hus et al.(2009) [122] developed a stock price

prediction model by integrating two stage architectures, a self-organisation map and a

support vector regression to examine seven major stock indices. The empirical result

of the proposed two-stage architectural model indicated an alternative promising stock

price prediction model.

2.7.2 The Development of Prediction Models: Multi or Hybrid

Approaches?

There has been a failure to utilise single artificial techniques to capture the non-stationary

property and accurately describe the moving tendencies that exist in financial time se-

ries. This is due to its fluctuation and the dynamic changes in the relationship between

independent and dependent variables. Such fluctuation and structural changes, which

are often caused by political events, economic conditions, traders expectations and other

environmental factors, are important characteristics of financial time series. Therefore,

utilising a hybrid model or combining several models has become a common practice in

order to improve the prediction accuracy. According to M-competition, combining more

than one model often leads to enhancing the prediction performance [176].

Various models and theories have been implemented by researchers in order to improve the

prediction performance. Di↵erent techniques have been incorporated into single machine

learning algorithms. Zhang and Wu (2009) [293] integrated a back propagation neural

network (BPNN) with an improved Bacterial Chemotaxis Optimization (IBCO). Another

method was proposed combining data preprocessing methods, genetic algorithms and the

Levenberg-Marquardt (LM) algorithm in learning BPNN by [14]. In their studies, data

transformation and the selection of input variables was used under data preprocessing

in order to improve the models prediction performance. Moreover, the obtained result

has proved that the model is capable of dealing with data fluctuations as well as yielding
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a better prediction performance. In addition, a hybrid artificial intelligence model was

proposed by [106], combining genetic algorithms with a feed forward neural network

to predict the stock exchange index. The latest research indicates that, especially in

the short term, prediction models based on artificial intelligence techniques outperform

traditional statistical based models [116]. However, and also as a result of the dramatic

move in stock indices in response to many complex factors, there is plenty of room for

enhancing intelligent prediction models. Therefore, researchers have introduced and tried

to combine and optimise di↵erent algorithms, and they have taken the initiative to build

new hybrids models in order to increase prediction speed and accuracy.

There are many example of these attempts. Armano et al.[11] optimised GA with ANN to

predict stock indices; SVM were also combined with PSO in order to carry out the predic-

tion of the stock index by Shen and Zhang [227]. Kazem’s (2013) [140] prediction model,

chaotic mapping, firefly algorithm and support vector regression (SVR) was proposed to

predict stock market prices. In their study, the SVR-CFA model was introduced for the

first time and the results were compared with SVR-GA (Genetic Algorithm), SVR-CGA

(Chaotic Genetic Algorithm), SVR-FA (Firefly Algorithm) and the ANN and ANFIS

model, whereas the new adopted model (SVR-CFA) outperformed the other compared

models. The Seasonal Support Vector Regression (SSVR) model was developed by [199]

to predict seasonal time series data. In order to determine their parameters, a hybrid

genetic algorithm and tabu search (GA,TS) algorithms were implemented. And also on

the same data sets, Sessional Auto-regressive Integrated Moving Average (SARIMA) and

SVR were used for prediction, however the empirical results based on prediction accu-

racy indicated that the proposed model SSVR outperformed both SVR and SARIMA.

A novel hybrid model to predict future evolutions of various stock indices was developed

by integrating a genetic algorithm based on optimal time scale feature extractions with

support vector machines. Neural networks, pure SVMs and traditional GARCH models

were used as a benchmark and prediction performances were compared. The proposed
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hybrid prediction performance models were the best. Root mean squared error (RMSE)

is one of the main utilised prediction models for performance measurement, however the

reduction in this standard statistical measurement was significantly high.

According to [54] using ensemble learning algorithms to predict financial time series can

powerfully improve the prediction performance of the base learner.

Generally, the financial time series prediction process, and precisely stock market predic-

tion, is considered to be a challenging task since the nature of the stock market is essen-

tially dynamic, non-linear, complicated, non-parametric and chaotic [3]. In financial time

series prediction modelling, SVM and ANN have been used successfully. However, many

studies have indicated that such tools had some limitations in learning the patterns as a

result of stock market datas tremendous characteristics, such as noise, dimensional com-

plexity and being non-stationary. Consequently, on such data characteristics, ANN often

exhibited an inconsistent and unpredictable performance. Therefore, it is quite di�cult

to predict stock price movements directions [144] [145] [153]. Moreover, this study used a

back propagation neural network and case-based reasoning (CBR) to exam the feasibility

of the proposed model for financial prediction, whereas the experimental result indicated

that SVM showed a promising alternative for prediction and outperformed BPNN and

CBR.

Various prediction models to predict index direction movement were examined by [163]

based on multivariate classification techniques, where parametric and non-parametric

models were used and compared. In their study, classification models (discriminant anal-

ysis, logit, probit and probabilistic neural networks) outperformed the level estimation

models (adaptive exponential smoothing, vector auto-regression with Kalman filter up-

dating, multivariate transfer function and multi-layered feed forward neural network)

as suggested by empirical experimentation for predicting the stock market movement

direction and maximising investment return. The Taiwan stock exchange index was pre-
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dicted by [46]. To predict the index direction, a probabilistic neural network (PNN) was

used. Generalised methods of moments (GMM) with a Kalman filter and random walk

were compared with PNNs statistical performance. The PNN empirical result indicated a

stronger prediction power than the rest of the compared methods. Another input for pre-

diction of the stock ISE100 index price movement used technical indicators such as MA,

momentum, RSI, stochastics K%, and moving average convergence-divergence (MACD)

[75]. In this study a model neural network was used and it achieved a 60.81% prediction

rate for the ISE100 index.

Through time, several techniques have been employed and developed to predict stock

trends. Classical regression methods were used initially. However, as a result, stock

data has been categorised as a non-stationary time series data, and other non-linear

machine learning techniques have been introduced. The hybridisation of soft computing

techniques to predict stock market and trend analysis was introduced by [1]. In their

study, the NASDAQ-100 index of the NASDAQ stock market was predicted for one day

a head by a neural network and a neuro-fuzzy system. The trend prediction results of

the proposed hybrid model were promising. The training ensemble model, therefore,

represents a single hypothesis. It is not necessary in this approach to be contained within

the approaches space of the models from which it is built. Such an approach has shown a

flexibility in the functions it can represent. Therefore, the flexibility of the theory enabled

them to over fit the training data more than a single model. However, in practice,

other ensemble techniques, especially bagging, tend to reduce over-fitting problems of

the training data. Prediction performance was investigated by [246] utilising ensemble

methods to analyse stock. Two methods were considered in their study: majority voting

and bagging. Additionally, the performances were compared of two types of classifier

ensemble and a single classifier (neural network, decision trees, and logistic regression).

The experiment result, based on prediction accuracy, indicated that the multiple classifier

outperformed the single classifier. A new financial distress prediction (EDP) method
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was proposed by [232] using an SVM ensemble. The SVM ensemble outperformed the

individual SVM classifier.

In data mining, preprocessing steps and feature selection have the ability to filter redun-

dant and/or irrelevant features [245]. The results of feature selection in simpler models

are easier interpretation, and faster induction and structural knowledge [52]. However,

identifying more representative features and improving stock prediction are challenging

issues, and many studies have claimed that in stock prediction modelling, verifying the

feature selection is the success key to this process [245]. In stock prediction models

the most common and adopted feature selection algorithms include: stepwise regression

analysis (SRS), principle component analysis (PCA), decision tree (DT), and informa-

tion gain [245] [240] [84]. All of these feature selection algorithms have only one ability

which is revealing the underlying correlations/associations; they do not have the ability

to determine the direct influence of stock features on stock price. Moreover, other anal-

ysis methods have been introduced by researchers to enhance the prediction accuracy.

Di↵erent methods from the signal processing area were combined with AI techniques and

the results were promising. Wavelet Transformation (WT) was combined with a back

propagation neural network by [119]. In their study, the experiment result indicated

that the proposed method outperformed the other used method. A novel hybrid model

to predict Shanghai securities index by [257] integrated Empirical Mode Decomposition

(EMD) with Support Vector Regression. The result from the proposed method indicated

that combining EMD with SVR enhanced the prediction performance.

2.7.3 Surveying Stock Market Prediction Techniques

Generally, stock market prediction focus on building approaches in order to achieve best

results using the available input data. However the successful key in stock market pre-

diction is developing the least complex model. As mentioned in the previous section and
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subsection, modelling stock price prediction has seen many changes and di↵erent meth-

ods have also been introduced and integrated. In the literature, it has been verified that

no single method or model works well in all situations. Wolpert [268] stated that there

is no single computational view that solves all problems.

This subsection review the related scientific articles that focused on artificial intelligence

and data mining techniques derived and applied to predict stock market. More than 60

related scientific articles applied to stock market prediction have been reviewed. The

results of this survey are presented in two summary tables. The first table lists input

variables to the stock market model. The second table lists a summary of the prediction

models, data preprocessing, sample size and the models performance measures for each

paper. Building a cohesive presentation of the recent implemented techniques on stock

prediction modelling is the purpose of this survey, which will help to draw a conclusion

for this chapter.

2.7.3.1 Input Variables

The utilised number of variables in each model di↵ers. Generally the average number of

input variables is between four and ten; however, there are some cases where only the

daily closing price are used as an input variables [42] [281] [49] [213] [167]. However,

[70] [137] use 15 and 10 input variables, respectively. Tables 2.1 and 2.2 summarise

the surveyed articles, and thus focus on the input variable choices for each article. In

the literature there are specific techniques that are widely utilised in choosing the most

important input variables for the forecasting process among a large number of candidates,

based on how each input a↵ects the results. Thus, the most commonly used inputs are

the stock index opening or closing price, as well as the daily highest and lowest values,

supporting the statement that soft computing methods use quite simple input data to

provide predictions.
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About 40% of the surveyed articles use data stock or index prices as input; that is, the

daily closing price or some indicator depending on it.

Table 2.1: Input variable choices

Article Input Variables

[70] Fifteen Technical indicators and eleven fundamental variables to predict PETR4
[225] Twelve technical indicators to predict Shanghai Composite Indices
[137] Ten technical indicators to predict Istanbul Stock Exchange (ISE) National 100 index
[119] Fourteen Technical indicators to predict (DJIA, FTSE100, NIKKEI225,TAIEX)
[291] Fundamental and momentum variables to predict Shanghai Stock Exchanges
[42] Daily closing price to predict Ten di↵erent stocks price
[120] Sixteen Technical Indicators to predict TAIEX
[281] Daily closing price to predict TAIEX
[204] Sixteen financial economical indexes to predict 200 company stock price listed in KOSPI200
[283] Daily closing price to predict Shanghai Composite Index
[49] Daily closing price to predict TAIEX, DJIA, S and P500 and IBOVESPA
[129] Eight Macroeconomic input variables to predict NIKKEI225 index
[198] Daily closing price to predict Ten stocks
[213] Dow Jones daily return time series to predict a return sign (up or down)
[167] Daily closing price of all Stander and poor 500 stocks
[279] Five technical indicators to predict daily stock movement data from NZX
[257] Daily closing price to predict Shanghai securities index
[277] Daily closing price to predict Shanghai and Shenzhen CSI300 index
[4] Technical and fundamental variable to predict Dell and Nokia daily stock price
[241] Di↵erent number of input to predict the return of FTSE100
[228] Daily closing price to predict Petro China
[159] Twenty Nine Technical indices to predict NASDAQ direction movement
[6] Predict 870 companies daily closing price from kuala lumpur stock exchange
[71] Macroeconomic and Technical indecatoer to predict PETR4
[53] Thirteen Technical indicators to predict TAIEX
[258] Internal factor(daily closing price) external factor(USDHKD, USKRW and stander and poor500)

to predict the direction of KOSPI200 and HSI index
[125] Twenty three Technical indicators to predict the trend of Taiwan and Korea stock markets
[67] Three future index contracts of NIKKEI225 (SGX-DT, OSE and CME) to predict future price

and four technical indicators to predict Shanghai B-Share stock index closing price
[77] Daily closing price to predict A300 and NASDAQ
[172] Daily closing price to predict Shanghai B-Share stock index
[136] NIKKEI225 future contracts were used to predict NIKKEI225 closing cash index

and four technical indicators to predict SSEC index closing price
[145] Thirteen technical indicators to predict the direction of KOSPI
[144] Twelve Technical indicators to predict the direction of KOSPI
[173] NIKKEI225 index futures prices are used to forecast NIKKEI opining cash index

TAIEX futures prices and seven technical indicators are used to forecast TAIEX closing cash index
[263] Ten technical indicators to predict TAIEX index
[245] The fundamental and macroeconomic indexes are used to predict

the listed electronic corporations stocks which are published by TSE(Taiwan stock exchange)
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Table 2.2: (continued for Table 2.1)Input variable choices

Article Input Variables

[212] Daily closing price to predict the Mexican Stock Exchange
[275] S&P500 return to predict the direction of return
[22] Technical indicators are used to predict the direction of four main Indian indices;

BSE, IBM, RIL and Oracle
[253] Daily closing price to predict SSE, HS300, DJIA ans standard and poor500
[108] Fundamental and technical indicators to predict DAX stock price
[76] Monthly closing price to predict Down Jones index

Daily closing price to predict IBM stock price
[105] Daily stock exchange rate to predict NASDAQ
[206] Ten technical indicators to predict the value of CNX Nifty and Standard and poor BSE
[205] Ten technical indicators to predict the trend of CNX Nifty, standard and poor BSE Sensex indices

and two stocks Reliance industries and Infosys Ltd
[293] Six technical indicators to predict the value of Standard and poor500
[38] Technical indicators to predict stocks of Citigroup and Motors Liquidation company
[135] Daily closing price to predict Composite index of China (SSE),

Bovespa index of Brazil, Dow Jones index US (DJ) and Nikkei225 index of Japan
[294] Daily closing price to predict Shanghai market index and Doe Jones index
[155] The daily stock price to predict thirty six companies in NYSE and NASDAQ stocks
[124] Daily closing price to predict the next day of Taiwan index futures (FITX) price index
[264] Daily closing price to predict TAIEX index
[254] The monthly closing price to predict the trend of SZIL from China and

monthly opening price to predict the trend of DJIAI from the US
[107] Open, high, low and close price to preict next day closing price of IBM and Dell corporation

IT sector and British and Ryanair airlines from airline sector
[56] Daily closing price to predict Taiwan stock exchange capitalisation weighted stock index TAIEX
[251] Monthly closing price to predict SCI index price. the data collected from Shanghai stock exchange
[22] Daily closing price and two technical indicators to predict next day trend of BSE,IBM stock market,

Reliance stock market(RIL) and Oracle stock market
[226] Twelve technical indicators to predict the trend of Shanghai Composite Indices
[252] Daily closing price to predict Shanghai Composite Index(SCI)

The daily closing price are used by [42], [281], [283], [49], [198] [167], [257], [277], [228],

[172], [212], [253], [105], [135], [294], [155], [124], [56], [22] and [252]. About 45% of the

surveyed articles use as inputs technical analysis factors that are sometimes combined

with daily or previous stock index prices, as in [70], [225], [137], [119], [120], [279], [159],

[53], [125], [145], [144], [173], [263], [22], [206], [205], [293], [38] and [226]. The technical

analysis factors range from 2 to 30, with most articles using mostly a combination of all

previously described variables, and also fundamental analysis indicators and statistical

data.
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2.7.3.2 Prediction Methodology

Each surveyed paper is classified with respect to data preprocessing, sample size, type of

implemented prediction model and performance measurements.

Table 2.3: Comparisons of the related work

Article Data Sample Prediction model Performance

preprocessing size model measures

[70] [0.2,0.8] M:11years ANN MAPE,RMSE
THEIL

[225] - D:3MONTHS ANFSA+RBFNN Forecastratio
ARIMA
BP,SVM
RBF,GA+RBF,PSO+RBF Errorratio

[137] [-1,0,1] 2733 SVM,BP,OLS t-Test
prediction
performance%

[119] WT/SRCS D:6years BPNN,ABCRNN RMSE
[291] [0,1] 8347 Baselin models Precision%

PCA,DT,LASSO
Accuracy%

[42] - 5229 Hybrid C&RT-ANN Accuracy%
[120] [0,1] 3540 Hybrid SOM-GA MSE,RMSE

MAPE,MAE,APE
[281] - 3years SKSVR,MKSVR, RMSE

ARIMA,FNN
[204] [-1,1] 403 SSL,SVN,ANN,BH ROI
[283] EMD 2years EMD-SVM Absolute error,

MSE
[49] - - FUZZY TIME SERIES- RMSE

KSVM,GARCH,
GIR-GARCH,
FUZZY-GARCH

[129] [-1,1] 676 RW,LDA,QDA,EBNN,SVM Hit ratio%
[198] - 2Months ARIMA,SVM, MAE,MAPE,

Hybrid-ARIMA-SVM MSE,RMSE
[213] Log 1024 ANN.KNN,DT,Ensembles ERROR RATE%
[167] Log-PCA 1100 ESN,BPNN,Elman,RBF,

ESN+PCA APE
[279] [-1,0,1] 1665 Rough set -
[257] EMD 220 SVR, EMD-SVR RMSE,AME,AMRE
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Table 2.4: (continued for Table 2.3)Comparisons of the related work

Article Data Sample Prediction model Performance

preprocessing size model measures

[172] - 1000 MARS,SVR, RMSE,MAD
BPNN,MLR MAPE,DA

[136] NLICA 1000 SVR,PC-SVR RMSE,MAD,
NLICA-SVR MAPE,RMSPE
LICA-SVR DS

[145] [0,1] 2928 BPLT,GALT, HIT RATIO%
GAFD P-value

[144] [0,1] 2928 SVM,BPNN HIT RATIO%
P-value

[173] ICA 1144 SVR,ICA-SVR RMSE,NMSE,DS,
RANDOM WALK MAD,CD,CP

[263] - 1year ANFIS RMSE
[245] [0,1] 7years PCA-MLPNN, CONFUSION MATRIX

GA-MLPNN,
MLPNN,
CART-MLPNN T-test

[212] - 800 PSO-Ensemble-NN MSE,T,P-value
[275] Return rate 13827 AR,NN MSE
[22] [0,1] 905 MLP,RBFNN, RMSE,

ANFIS,FLANN,
FLANN,DNN AMAPE,
LLRBFNN,LLWNN MAPE

[253] [0,1] SSE1513, MAE,
S&P 1539 PCA-STNN RMSE
DJIA 1532 MAPE

[108] [0,1] 40years GA-NN,GR-NN, MAPE
RBE,BNNMAS

[76] - 157 ANN,ADANN SMAPE

[105] [-1,1] 146 MLP,HybridANN, MSE,MAD
DAN2 MAD%

[206] - 10years ANN,SVR, MAPE,MAE
RANDOM FOREST, RMSE
SVR-RANDOM FOREST MSE

[205] [-1,+1] 10years ANN,SVM, Accuracy%
Naive-bayes,
Random Forest F-measure

[293] - 2350 IBCO,BPNN,
IBCO-BPNN MSE

[38] [0,1] 378 EPCNN,BPN,TSK MAPE
[135] Log/WT/MARS 1000 WT-SVR,SVR,ANFIS RMSE,

WT-MARS,ARIMA MAD,MAPE,
WT-MARS-SVR RMSPE

[294] PCA 1200 SVM,PSOSVM,
LPP,NN,RBFN Accuracy Rate%
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Table 2.5: (continued for Table 2.3)Comparisons of the related work

Article Data Sample Prediction model Performance

preprocessing size model measures

[254] [0,1] SIZ216 ESM,BPNN,GA MAE
DJIAI240 GA-ESM-BPNN RMSE,DA

ARIMA MAPE,ME
[107] SRA IBM491 ARIMA,ANN

DELL491 GA
BA594 MAPE
RA471 CGF

[56] EMD 6years EMD,SVR,
EMD-SVR,AR RMSE

[251] EMD 220 SVR,EMD, AME,AMRE
EMD-SVR RMSE

[22] [0,1] 905 DE,UKF AMAPE
DEUKF,RTRL RMSE,MAPE

[226] K-means 30groups AFAS,K-means, Eror ratio%
ARIMA,SVM,GA,
PSO,RBFNN Forecast ratio%

[252] [0,1] 204 WT,WD, MAE
WD-BPNN, RMSE
BPNN MAPE

[277] EMD 2years SVM,EMD-SVM MAPE,NRMSE
[4] [0,1] - ANN Accuracy%
[241] [0,1] 1260 GA-MLP,GA-SVM Accuracy%
[228] - 320 ARMA,BPNN,

ARM-BPNN ERROR RAIT%
[159] F-score,SSFS 1065 SVM,BPNN Accuracy%

T-test,P-value
[6] 3phase clustering 870 SSE QGR,RATIO
[71] [0,1] 2384 MLPANN RMSE,MRPE
[53] - 9years SVR,Fuzzy time series-SVR RMSE
[258] PCA 10years SVM,ANN,RW HIT RATIO%
[125] Wrapper - SVM,KNN,BP,DT,LR Accuracy%
[67] ICA 1000 BPNN,NLICA-BPNN RMSE,MAD

DS,MAPE
RMSPE

[77] WT 560 WT-BP,BP APE,MAPE
WT-ARIMA,ARIMA RMSE

[155] - 14years Ensemblr,ANN,GA Accuracy%
[124] [0,1] 1540 SVR, MSE

SOFM-SVR, MAE
SOFM MAPE

[264] - 1YEAR ANFIS,AR RMSE

The prediction performance can be a↵ected by many factors; input data preprocessing

and proper sampling are two of the main factors. Selecting and preprocessing the input
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data is considered to be a main step in eliminating redundant inputs. Input data in

many cases has a large range of value reducing the e↵ectiveness of the training proce-

dures. Therefore, a normalisation step is suggested in order to tackle this issue. Data

normalisation and scaling techniques 21 studies. In addition, other techniques were used

and introduced to pre-process the input data, such as (PCA) Principal Component Anal-

ysis, (WT) Wavelet Transform, (ICA) Independent Component Analysis, and (EMD)

Empirical Mode Decomposition. However, it is stated that not all articles provide details

about data pre- processing, or whether any pre-processing occurs. Hence, all articles

referring to data pre-processing are a crucial and necessary step. The chosen sample size

by most authors is daily data. Tables 2.4, 2.3 and 2.5 summarised the chosen sample size.

Moreover, the tables also exhibited the specific models and techniques that have been

used in the surveyed articles. The most commonly implemented techniques are SVM,

BPNN, SVR, GA, AR, and ARIMA.

Tables Tables 2.4, 2.3 and 2.5 present a list of performance measures to evaluate each

authors approach. Performance measures can be classified as statistical measures and

non-statistical measures.

• Statistical measures included the Root Mean Square Error (RMSE), the Mean Ab-

solute Error (MAE) and the Mean Squared Error (MSE), and statistical indicators

such as autocorrelation, the correlation coe�cient and standard deviation.

• Non-statistical performance measures include measures that are related to the eco-

nomical side of prediction. Hit Rate is considered to be the most utilised measure;

it measures the percentage of correct predictions of the model. Additionally, the

other two measures that deal with the profitability of the model are the annual rate

of return and the average annual profit of the model.
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2.8 Summary

This chapter provided a review on financial time series prediction, including the popular

e�cient market hypothesis, and the early attempts at financial time series prediction. It

presented two main constituents, fundamental and technical analysis. The literature re-

view on current time series prediction methodologies and model evaluations is also given.

Di↵erent examples from the literature of di↵erent computational intelligence techniques

for financial time series prediction were presented, and also the development of mod-

elling and predicting financial time series data was given. Moreover, this chapter has

surveyed articles that have applied artificial intelligence techniques to predict financial

time series (stock price). The survey has focused on input data, prediction methodology,

and performance measures. The observation is that AI techniques are suitable for stock

market prediction. Experiments demonstrate that soft computing techniques outperform

conventional models in most cases. They deliver better results than a prediction system

with higher predicting accuracy. However, di�culties arise when defining the structure of

the models. The proposed methodology in this thesis will try to overcome problems such

as model structures, data preprocessing, inability to catch dynamics and non-linearity

of time series, and lack of understanding of data, while taking advantage of the explicit

model specification and variable information of stock prices.
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Chapter 3

Intelligent Financial Data Modelling

Techniques

3.1 Introduction

In modern financial time series prediction, predicting stock prices has been regarded as

one of the most challenging applications. Thus, since the beginning of the stock market,

various models have been proposed to support investors with more precise predictions.

However, stock prices are influenced by a di↵erent number of factors and non-linear

relationships between factors existed in di↵erent periods, such that prediction of the

value of stock prices or trends is considered to be an extremely di�cult task for investors.

Additionally, researchers have proposed numerous conventional numerical prediction mod-

els. However, traditional statistical models such ARCH, GARCH, ARMA, ARIMA and

AR have failed to capture the complexity and the behaviour of stock prices. George Box

stated in his work that essentially, all models are wrong, but some are useful [24]. There-

fore, researchers have introduced more advanced non-linear techniques including Support

Vector Machine (SVM), Support Vector Regression (SVR), Neural Network (NN) and
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Naive Bayes (NB). Furthermore, these techniques are employed in this thesis to predict

the value of the stock index closing price and the direction movement. In this chapter, a

single approach is demonstrated and implemented to predict financial data (stock index).

Thus, two approaches are adopted in this chapter. First, dynamic models are designed

to predict financial time series closing price by the above-mentioned techniques. Fur-

thermore, the architecture and parameters for each technique are described in the next

section and subsections. Finally, technical indicators will be used as an input to predict

the direction of movement of the index price.

3.2 Financial Data

Financial data are characteristically non-linear, non-stationary, noisy, with a high degree

of uncertainty and hidden relationships. These characteristics are reasons for informa-

tion unavailability, a↵ecting the behaviour of financial markets between past and future

captured prices. In financial markets, predicting the stock index is considered to be an

important tool for its participants. Thus, in order to guard against risk, investors rely on

the stock index and government institutions to monitor the market fluctuations. More-

over, researchers refer to the stock index in their financial studies regarding issues such

as pricing financial derivatives and portfolio selection. Therefore, researchers, in order

to carry out accurate prediction, have tried di↵erent models and algorithms, and have

achieved magnificent results.

The simple meaning of prediction is to understand which variables lead to predict other

variables. This entails comprehension of the timing of lead-lag relations between many

variables, understanding the statistical significance of these lead-lag relations, and learn-

ing which variables are the more important ones to watch as signals for predicting market

movements. Thus, with increasing financial market volatility and internationalised cap-

ital flow, better prediction is a key element of successful financial decision making. In
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portfolio management by commerce and investors, accurate prediction methods are cru-

cial. All over the world and every day, the stock market is a place where vast amount of

capital are invested and traded. As a result of the emergence of online brokerages, trading

stocks is becoming more accessible to the general public, and such changes mean that the

influence of the stock market goes beyond macro-economic e↵ects. More precisely, stock

markets now influence the well-being of the general public.

The creation of a robust, intelligent system that can accurately predict the stock index

has always been a subject of great interest for many investors and financial analysts.

However, the stock market is dynamic and unpredictable [5]. There are many factors

that stock market movement reacts to, such as political, economic and social [191] [109],

so predicting the stock market is complex.

In recent years, the stock market has become a popular investment channel due to its

high return of investment compared with other investment instruments. The prediction

of the stock index has attracted not just investors but also private institutions. On the

other hand, due to the inherently noisy and non-stationary nature of stock index prices,

accurate predictions are considered a challenging task [3] [165]. There are many factors

that a↵ect stock index prices such as firms policies, political events, general economic con-

ditions, commodity price indexes, interest and exchange rates and investors expectations

and psychological factors. Investors consider that stock index prices are always the most

important information. However, the nature of stock index prices is essentially dynamic,

non-linear, non-parametric and chaotic. Therefore, investors must handle time series that

are non-stationary and noisy with frequent structural breaks [193] [259]. As a result of

its high potential profit, stock market financial time series prediction has received a huge

focus from investors, speculators and researchers. The revolution and the advance in

both analytical and computational methods have led to a number of interesting new ap-

proaches to financial time series mining, based on non-linear and non-stationary models

[11].
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Predicting the future and having the ability to achieve high accuracy is crucial to many

decision processes in planning, organising, scheduling, purchasing, strategy formulation,

policy making, supply-chain management and so on. As a result of this importance, the

area of prediction has received much attention and magnificent e↵orts have been made in

the past by researchers. However, it is still an active and an important research domain

of human activity at the present time and will continue to be so in the future [288]. In

financial prediction, stock index prices have always been a subject of interest for most

investors and financial analysts. Nevertheless, making decisions about whether to buy or

sell has remained a very di�cult task for investors as there are many di↵erent factors that

a↵ect stock prices [40] [260]. In business and finance, stock price prediction has remained

one of the main important topics. Moreover, stock market environmental characteristics

are very complicated, dynamic, stochastic and thus di�cult to predict [261] [278] [248]

[221]. Resulting from a huge number of factors such economic, political or psychological,

financial time series present complex behaviour. Therefore, this complex, dynamic and

noisy nature of financial time series is the reason why modelling and predicting financial

indices is a very interesting but challenging topic.

In this thesis works are divided into three phases. The FTSE 100 (UK), S&P 500 (USA)

and NIKKEI 225 (Japan) are the real financial data sets used to demonstrate the pre-

sented models. Firstly, in this chapter a single approach and its results for two phases

are presented. In the follow subsections and sections, more details about the data sets,

the single approaches and prediction modelling procedures are explained.

3.2.1 Financial Times Series Data

According to Han et al. [112], a time series data set consists of sequences of numeric

values obtained over repeated measurements of time. The values are typically measured

at equal time intervals (e.g. every minute, hour or day). The main assumption that is
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considered to be a fundamental point of predicting time series is that a pattern existing

in historical observations will continue to exist in the future. In other words, this implies

that in order to predict the time series, there must be no structural breaks or regime

switching in the time series. In this thesis, the financial time series that are used to

validate the single approach proposed models in this chapter are the closing daily prices

of three main world indices. The first data set is the FTSE 100 daily closing price from the

London stock market. This data set covers the period from 03/01/1984 to 30/10/2014.

Figure3.1 shows the time series plot. The second set is the Nikkei 225 daily index of

Figure 3.1: Daily Closing Price for the FTSE100 Index.

the closing price from the Japanese stock market. The data set covers the period from

04/01/1984 to 30/06/2015. Figure3.2 shows the time series plot.

The S&P500 (SPX) index of daily closing price from the USA stock market is the third

data set. The data set covers the period from 03/01/1950 to 30/06/2015. Figure 3.3

shows the time series plot.
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Figure 3.2: Daily Closing Price for the Nikkie 225 Index.

Figure 3.3: Daily Closing Price for the SPX500 Index.

3.2.2 Technical Indicators

Technical indicators are derived from technical analysis. In this chapter, the technical

indicators are presented in order to be used as an input to test the proposed models of

this thesis. Technical analysis in stock markets falls under the e�cient market hypothesis

(EMH), which asserts that free market information is e�cient and states that stock

prices are ultimately made freely. This can lead to the construction of an ambidextrous

39



instrument to be used to predict the stock trends by studying the past trading data

which is concerned with price and volume, rather than other external drivers such as

financial statements, news and economic factors [147]. Thus, hidden relevant information

on a relationship between past prices and trading volume can be reflected directly by

technical analysis, and also a complicated price-based mechanism tends to repeat itself

as a result of the assumption that investors collectively tend to engage in a patterned

and recognisable behaviour. Therefore, the focus of the technicians is to identify patterns

and trends in associated past prices and trading volume information, and thus analyse

statistics that are generated from various marketing activities through various methods,

in order to evaluate the performance of the stock indices [246]. Moreover, exploring the

markets internal information and assuming that all of the necessary factors are hidden in

the stock exchange information, are the main findings when utilising technical analysis

[39]. In the light of these considerations, academics and practitioners have used technical

analysis to predict the direction of stock prices based on historical stock index data.

Technical analysis, compared with fundamental analysis, is one of the most popular meth-

ods of future stock index price prediction [15]. Murphy summarised the three premises

of technical analysis as follows [190]:

• Everything is discounted by market actions: the e↵ect of supply and demand, which

is the basis for all economic and fundamental analysis, can be reflected in the price

and also every change in the market is ultimately reflected in the market price itself.

The main concern of technical analysis in not studying the reasons for price action,

it is focusing on the study of the price action instead.

• In the market, prices move in trends: this point is considered as a foundation of

almost all technical systems attempts to analysis trends and trading in the direction

of the trend. The trend in motion is more likely to continue than to reverse the

underlying premise.
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• The probability that history repeats itself: such assumptions have derived from the

study of human psychology, which does not tend to change over time. However,

such a view could lead to the identification of chart patterns, which are observed

to recur over time, revealing traits of a bullish or bearish market psychology.

Technical analysis is intended to identify regularities in the form of time series of price

and volume under the above principles by extracting non-linear patterns from trading

noisy data [171]. Moreover, many attempts have been made by technicians to identify

price patterns and market trends through by a number of techniques and tools that

are based on price and volume transformations in the stock market, and to study those

patterns, in which are included specifically technical indicators. Technical analysts believe

in the assumption of collective repetition, whereby investors repeat the behaviour of the

investors who preceded them.

Subjective judgements are used by some technical analysts in order to determine the

optimal pattern, particularly that instrument which reflects a given time and what the

interpretation of the pattern should be; Restated, or other which are employed strictly

mechanical or systematic approaches such through technical in order to pattern iden-

tification and interpretation. Therefore, in technical analysis, the selection of technical

indicators has become an interesting and important issue. Technical indicators have been

widely used in prediction stock index price direction, however in order to select such in-

dicators, di↵erent criteria should be followed, upon which prediction systems are highly

dependent. These criteria can be summarised as the following points [233]:

• Availability: data should be easily obtained.

• The historical data base must be su�cient: in order to process the data, there must

be enough samples for the testing system and machine learning.

• Indicators must be correlated to the price: in other words, the data should be

somehow related and relevant to the price of the security (whether it is lagging,
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leading coincidental, or noise).

• Data must be in a periodic order: the availability of the data in a predictable

frequency (daily, weekly, monthly, and annually) is a must in the data.

• Data must be reliable: as a result of globalisation, the fast changing pace of financial

environments and the dramatic increase in financial market volatility, obtaining

the right and reliable data is a very di�cult process. Furthermore, enhanced and

developed technical tools have been introduced with emphasis on computer-assisted

techniques and specially designed computer software.

Table 3.1: Technical indicators used as input variables [22]

Technical indicators Explanation

Stochastic oscillator (%K,%D) Stochastic oscillator is a momentum indicator that uses support and
resistance level. The term stochastic refers to the location of current
price in relation to its price range over a period of time.

Momentum (MOME) Momentum is the empirically observed tendency for rising asset prices
to rise further, and falling prices to keep falling prices to keep falling.

Relative strength index (RSI) It is intend to chart the current and historical strength or weakness of
a stock or market based on the closing price of a recent trading period.

Williams %R (%R) Williams %R is usually plotted using negative values. For the purpose
of analysis and discussion, simply ignore the negative symbols.
It is best to wait for the securitys price to change direction
before placing your trades.

Moving average convergence MACD shows the di↵erence between a fast and slow exponential moving
and divergence (MACD) average (EMA) of closing price. Fast means a short period average, and

slow means a long period one.
Moving average (MA) Moving averages are used to emphasize the direction of trend and smooth

out price, volume fluctuations that can confuse interpretation.
Exponential Moving average EMA gives more weight to recent price and the longer the period of EMA
(EMA) the less total weight.The ability of picking up the changes on price is the.

main advantage of EMA.

The above given criteria selections are the reasons that computer-assisted methods are

selected and used by technical indicators, which are normally formulated to be applied

to stock price prediction [102].In this chapter, technical indicators are used to predict the

direction. Furthermore, the selection of the eight technical indicators as feature subsets

was based on the related review of domain experts and prior researchers [39] [225] [235]

[11] [75] [124] [145] [153] [280] [137] [206]. The utilised technical indicators are formed
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and illustrated in Table 3.1 and Table 3.2. Thus, in order to obtain these technical

indicators, the daily closing, high and low price of the S&P 500 are utilised as Figures 3.3

and 3.4 illustrate. Therefore, after implementing the formulas in Table 3.2, the technical

indicators for S&P 500 index are formed and illustrated in Figure 3.5. For the FTSE

100 also daily closing, high and low prices in Figures 3.1 and 3.6 are used to obtain the

technical indicators which are formed and illustrated in Figure 3.7. Furthermore, the

daily closing, high and low prices in Figures 3.2 for the Nikkei 225 are used to obtain the

technical indicators for this index as Figure 3.9 illustrates.

Table 3.2: Technical indicators formulas [206]

Technical indicators Formulas

Stochastic %K Ct � Ln/Hn � Ln ⇥ 100

Stochastic%D
n�1X

i=0

%Kt�i/n

Momentum (MOME) Ct � Ct�4

Relative strength index 100� 100/1 +
n�1X

i=0

UPt�i |n|
n�1X

i=0

Dwt�i/n

(RSI)

Moving average (MA5) MA(m)t =

 
nX

i=n

xi

!
/m,m = 5

Exponential moving average EMA(m)i = (1/m)⇥
nX

i=t

DIi,m = 5

(EMA(5))
William %R Hn � Ct/Hn � Ln ⇥ 100

Moving average convergence MACD (5)i =
1

5

iX

t=i�5

(EMA(5)t � EMA(5)t),

and divergence (MACD)

C is the closing price, L the low price, H the high price, Up the upward price change, Dw the downward
price change.

A statistical summary of the eight technical indicators was calculated and is presented

in Table 3.3
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Table 3.3: Summary statistics for the selected indicators

Index name Indicators name Max Min Mean Standard deviation

FTSE100

Stochastic %K 100 0.02 56.97 31.04
Stochastic %D 100 0.057 56.66 28.93
Momentum (MOME) 603.20 -1264.90 7.34 147.79
RSI 100 6.90 53.54 16.72
Moving average (MA5) 6886.60 993.48 4168.82 1754.73
EMA(5) 6892.23 996.60 4168.82 1754.51
William %R -0.032 -100 -42.88 30.79
MACD 144.52 -318.28 4.76 47.78

S&P500

Stochastic %K 100 0.009 58.62 30.69
Stochastic %D 100 0.087 57.60 29.27
Momentum (MOME) 160.65 -309.96 1.39 22.56
RSI 100 2.32 54.40 18.05
Moving average (MA5) 2127.95 16.77 471.96 541.59
EMA(5) 2125.65 16.79 471.96 541.57
William %R -0.01 -100 -42.87 30.54
MACD 34.79 -77.20 0.88 7.46

Nikkei225

Stochastic %K 100 0.0056 55.51 32.25
Stochastic %D 100 0.18 55.00 30.22
Momentum (MOME) 3735 -4853 14.93 749.16
RSI 100 4.73 -45.23 32.08
Moving average (MA5) 38797.80 7177.69 16447.47 6315.76
EMA(5) 38743.92 7171.75 16447.47 6314.15
William %R 100 4.73 -45.23 32.08
MACD 795.75 -1697.12 9.17 269.65

Figure 3.4: Daily High and Low Price of S&P 500.

44



Figure 3.5: S&P 500 Technical indicators

Figure 3.6: Daily High and Low Price of FTSE 100.
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Figure 3.7: FTSE 100 Technical indicators

Figure 3.8: Daily High and Low Price of Nikkei 225.
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Figure 3.9: Nikkei 225 Technical indicators

3.3 Prediction Evaluation

3.3.1 Standard Statistical Measure

The accuracy of a prediction is referred to as goodness of fit, which means how well the

prediction models fit a set of observations. Moreover, prediction accuracy can also be

regarded as an optimists term for prediction errors, as is stated in [13]. Hence, prediction

error represents the di↵erence between the predicted value and the actual value. There-

fore, the prediction error can be defied as: if xn is the actual observations at time n and

x̂n is the predicted value for the same period, then the prediction error takes the following
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form:

En = xn � x̃n (3.1)

Generally, in equation 3.1 x̂n is one step ahead prediction so En is the one step ahead pre-

diction error. The accuracy measurement can be classified under five categorises, accord-

ing to [131]: scale-dependent measures, measures based on percentage errors, measures

based on relative errors, relative measures and scaled error. However, in this research the

most popular and commonly available statistical accuracy measures used are presented

in Table 3.4:

Table 3.4: Statistical accuracy measures [131]

Name Category

Mean Square Error (MSE) Scale-dependent measures.

Root Mean Square Error (RMSE) Scale-dependent measures.

Mean Absolute Error (MAE) Scale-dependent measures.

Cross correlation coe�cient (R) Method of computing the degree
of relationship between variable.

Standard Deviation (SD) An statistical test used to observe
variations.

MSE, RMSE and MAE are scale-dependent measures which are commonly utilised to

compare di↵erent methods on the same data set. In addition to standard statistical

measures, standard deviation is used to observe variations. Moreover, a well-known cross

correlation method of computing the degree of relationship existing between the variables

is also used in this study [253]. The Table 3.5 illustrates the utilised prediction accuracy

measure formulas.
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Table 3.5: Error metrics equation to measure prediction accuracy [253] [67]

Abbrev. Formulas

MSE =
1

N

NX

i=1

(xi � x̂i)
2

RMSE =

vuut 1

N

NX

i=1

(xi � x̂i)
2

MAE =
1

N

NX

i=t

|xi � x̂i|
|xi|

=

R =

PN
i=1 (xi � x̄i)

�
x̂i � ˆ̄xi

�
qPN

i=1 (xi � x̄i)
2PN

i=1

�
x̂i � ˆ̄xi

�2

SD =

sP
(xi � x̂i)

2

N � 1

These statistical analyses, after they are computed, will provide the required information

regarding the prediction accuracy and will strengthen the conclusions. This is so for all

five (MSE, RMSE, MAE, R and SD) for the retained statistical error, whereas the lower

output is the better prediction accuracy of the model concerned. However, after consid-

ering the pros and cons of the above-mentioned statistical accuracy measures, MSE and

RMSE are chosen for performance comparison on the same data set, and for comparison

across data sets, MAE is utilised in this research [32].

3.3.2 In-sample out-of-sample Test

In the given prediction method, in-sample testing is used, utilising all of the available

historical data in order to fit a model of interest, which is likely to lead to understating

the prediction error, thus overestimating its predictability. The selection and estimation

processes with in-sample testing are designed to calibrate the prediction procedure to

the historical data, and thus the pattern of these data may not persist into the future.
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In addition, the selected models by in-sample fit might not be the best to predict out-

of-sample data. Therefore, and in order to assess the goodness-of-fit of the proposed

method, the predictors used out-of-sample tests. The evaluation of out-of-sample predic-

tion accuracy begins with the division of the historical data series into a training period

(in-sample data) and a test period (out-of- sample data sets). The training period is

utilised to identify and estimate a model while the test period is reserved to assess the

models prediction accuracy [236].

3.4 Prediction Procedures of Financial Data

Generally this research includes three phases, and this chapter presents the first stage

of phases 1 and 2. The holistic framework of the proposed prediction models is shown

in Figure 3.10. The phase 1 model predicts the next day stock index closing price.

Therefore, this chapter presents the first stage of this phase, where a single approach

model is introduced as an initial prediction stage. In this stage, the parameters for each

proposed method will be identified in order to have an optimal prediction result and

then in order to enhance the result, di↵erent ensemble techniques will be introduced. For

phase 2, a prediction model for stock index direction is built in this chapter. Thus, the

first stage will be explained in this chapter, where the parameters for single approaches

are determined in order to obtain the optimal results.

As a result of utilising a dynamic time series data set in phase 1, this phase is called

a dynamic time series prediction model. However, statistical methods were utilised to

generate the technical indicators which will be fed into the prediction model in phase 2,

so this model is called a static prediction model to predict the direction of stock index.

To summarise, the prediction procedures for the first stages of phases one and two are

listed as follows: Firstly the dynamic prediction model of financial time series, phase1
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Figure 3.10: Holistic framework of prediction models.

stage1:
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• To optimise the closing price of the index to derive a target price time series;

• To estimate the algorithm parameters using the in-sample data set, applying the

models to the out-of-sample data set of the target price and evaluating the predic-

tion results with the proposed statistical performance measurement;

• To introduce simple combination techniques in order to enhance the final prediction

result of the single prediction approach;

Secondly, the static prediction models of the index future direction, phase 2 stage 1:

• To select the technical indicators as feature subsets through the review of domain

experts and prior research;

• To optimise the direction of the closing price to derive a target direction movement

of the closing price;

• To estimate the utilised algorithm parameters using the in-sample data set and

applying the models to the out-of-sample data set of the target price and to evaluate

the prediction results by the proposed statistical performance measurement;

3.4.1 Research Data

As mentioned in section 3.2 there are two di↵erent financial data sets utilised in this re-

search; the financial time series data (daily closing price) which is presented in subsection

3.2.1, and technical indicators data as presented in subsection 3.2.2. Moreover, each data

set will be fed into a di↵erent prediction model. In prediction procedures section 3.4 the

closing price (financial time series data) of the chosen data set will be fed into the phase

1 model. The first data set is the daily closing price of the FTSE 100 index as shown

in Subsection 3.2.1. It is used to demonstrate the predictability of the single approach

model. The first 7788 observations (03/01/1984 - 29/10/2013) are used as the in-sample

data set (training set). The last 250 observations (30/10/2013- 30/10/2014) are used as
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the out-sample set (testing set).

The second data set is the daily closing price of the S&P 500 index, as explained in

Subsection 3.2.1, and it is also used to demonstrate and validate the predictability of

the proposed single approached method. The first 16230 observations (03/01/1950 -

02/07/2014) are used as the in-sample data set (training set). The last 250 observations

(03/07/2014 - 30/06/2015) are used as the out-sample set (testing set).

The third data set is the daily closing price of Nikkie 225 index as Subsection 3.2.1

illustrated, and it is also utilised to demonstrate the predictability of the proposed sin-

gle approached methods. The first 7508 observations (04/01/1984 - 04/07/2014) are

used as the in-sample data set (training set). The last 250 observations (07/07/2014 -

30/06/2015) are used as the out-sample set (testing set). Therefore, it is considered a

necessary step to divide each data set into 2 subsets as explained previously, where the

in-sample training set is the largest set and it is used by the proposed methods to learn

the pattern presented in the data. Thus, in order to discover a robust model it is highly

recommended to have a long training duration and large sample [289].

Figure 3.11: In-sample and out-of-sample data sets.

The out-sample testing set, whose length considerably less then the training set, is used

to test the performance of estimated model from the in-sample (training set). Figure

3.11 illustrates the data division into the in-sample out-of-sample sets. Moreover, in
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phase 2 the same division of the data occurs, however di↵erent types of data sets are fed

in, in order to demonstrate the predictability of the proposed models. Subsection 3.2.2

illustrates the data characteristics that are utilised in phase 2 stage 1.

3.4.2 Data Preprocessing

Selecting and preprocessing the data are crucial steps in any modelling e↵ort, particularly

for generalising the new predictive model. Data sets are divided into two sets: training

and testing, which are explained in subsection 3.4.1. Thus, as mentioned in section 3.4

this chapter presents the first stage of phases one and two. In the first stage of phase 1

the preprocessing steps for financial time series data are as follows:

• Data Clearing:

In the real world, data tends to be incomplete and inconsistent. Therefore, the

routine attempt at data Clearing is to fill in missing values and to correct inconsis-

tencies in the data. The daily closing price of FTSE 100, S&P 500 and Nikkie 225

are used as an input, which, as a result of the public holidays in the stock market,

caused missing values for each data set. Treating the missing data can be done by

di↵erent methods: ignore the tuple, fill in the missing value manually, use a global

constant to fill in the missing value, use the attribute mean to fill in the missing

value, use the attribute mean for all samples belonging to the same class as the

given tuple and use the most probable value to fill in the missing value. However,

this research adopted the ignore the tuple method. In other words, in order to treat

the missing information in the data set, we exclude the tuples from the data set

[112].

• Attribute creation:
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It must be ensured that the data presented in section can be su�ciently utilised

in the proposed prediction models. Therefore, and according to Fuller [92], a real

value time series is considered to be a set of random variables indexed in time or

it can be a set of observations ordered in time, such as performance degradation

data. In accordance with the traditional setting of time series regression, the broad

concept of the target value is represented as an unknown function for the input

vector xt of the p-lagged last value of y itself, as Equation 3.2 illustrates, where p is

the number of back time steps. Thus the input array and the output array are re-

spectively as follow in Equations 3.3 and 3.4, where t is the number of training data.

yt = f (xt) = f (yt�1, yt�2, ....., yt�p) (3.2)

X =

2

66664

y1 y2 ... yp

y2 y3 ... yp+1

yt�p yt�p+1 ... yt�1

3

77775
=

�������������

xp+1

xp+2

:

xt

�������������

(3.3)

Y =

�������������

yp+1

yp+2

:

yt

�������������

(3.4)

Moreover, these steps are for training the in-sample data set and testing the out-

of-sample data set. However, this research adopts a new approach by forming

the training in-sample data set and testing the out-of-sample data set in order to

achieve the best prediction results. The following forms illustrate the steps of this

formation: For training data: Tr = [xt......xt+5] [xt+6], where m is a random number

permutation 1 < m < p, p is the data size. For testing data: Ts = [xt....xt+5] [xt+6],

where t is 1 : p, P is the testing data set size. Figure 3.12 illustrates the architecture
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of the data preprocessing.

Figure 3.12: The data preprocessing frame.

However, phase 2 stage 1 preprocessing steps are as follow:

• Attribute creation:

Eight technical indicators are considered as input variables to predict the future

daily trend in the stock price index, more informations about these features are

available in section 3.2.2. Thus, these variables are a results of implementing a

di↵erent statistical methods. Thus, the matlab codes for obtaining the inputs are as

follows: macd, willpctr, kperiods, dperiods, rsindex, tsmom and tsmovavg. Section

3.2.2 explains the steps of calculating these features. In accordance to traditional

time series regression setting, the t-th output value yt is presented in Equation

3.3. However the inputs are the eight attribute which are the presented technical
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indicators in section 3.2.2 and the target is �y.

• Data Clearing:

As a result of creating the attribute by di↵erent statistical techniques there might

be some missing values. Therefore, data clearing techniques are used to check the

completeness of the data. As mentioned earlier, the missing data can be treated

by di↵erent methods. This research uses the attribute mean to fill in the missing

value [112].

3.5 Methodologies and Empirical Results

There are many methods for predicting the stock price, such as fundamental methods,

technical methods and traditional time series methods. Prediction techniques can be

classified into statistical models and artificial intelligence models. In Chapter 2 a cutting

edge literature review was provided on this domain. As explained in the holistic frame-

work of prediction models in Figure 3.10, this chapter presents the first stage of phase 1

and 2. Thus, each phase investigates the predictability of the proposed models by using

di↵erent input data sets. Phase 1 stage 1 predicts the closing stock index price by using

the previous historical data, however, in stage 1 phase 2 eight technical indicators were

chosen to predict the direction of the closing price of the stock index.

The single prediction approach is described in the following sections and subsections,

while the focus of these prediction approaches are divided into two directions. First the

single approach is illustrated, along with the prediction models of the stock index closing

price using the historical daily closing price. Figure 3.13 illustrates the basic stages of

the single prediction approach, where nth day ahead is the prediction task. The historical

closing prices of each data set are the inputs to the prediction models. Three data sets are

used individually in this approach to be predicted by SVR, PBNN and RNN techniques,
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Figure 3.13: Single stage approach for predicting n day a head of time.

which are described in the following subsections.

The second single prediction approach is illustrated in Figure 3.14. Here, nth is the

prediction task of day a head of time t. In this approach, and as explained earlier, eight

technical indicators are used as an inputs describing tth day, which are summarised in

section 3.2.2, while (n+ t)th is the output days direction of the closing price. SVM, RNN

and Naive Bayes are the employed prediction models, which are described in the following

subsections.

3.5.1 Benchmark Prediction Model

In this thesis a traditional prediction model, the Simple Auto-regressive model (AR) is

used, in order to benchmark the performance e�ciency of the utilised models. Moreover,

the simple average in this thesis is used as a benchmark combination method.

3.5.1.1 Simple Auto-regressive Model

The Auto-regressive (AR) model in this study is used as a benchmark model to evaluate

the prediction power between the utilised models based on the relative improvements i
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Figure 3.14: Single stage stock direction approach for predicting n day a head of time .

root mean square error. Equation 3.5 illustrates AR model used.

yt = a1y (t� 1) + a2y(t� 2) + ....., aty (t� p) (3.5)

�yt = a1y
Sk (t) + a2y

SD(t) + a3y
MO(t) + a4y

RSI(t)

+a5y
MA(t) + a6y

EMA(t) + a7y
R(t) + a8y

MACD (t)
(3.6)

In Equation 3.5 y (t) is the predicted stock price based on the past close daily price,

y (t)� y (t� n) and the coe�cients of AR model are a1 � an. 5 lagged daily price is the

order of which is used in the AR model was varied and found to give better prediction

result. Moreover, to predict next day direction closing price of stock index, equation

3.6 is employed. �y is the target direction price at the time t and the inputs are ySk=

Stochastic %K, ySD= Stochastic %D, yMO= Momentum, yRSI= RSI, yMA= Moving

Average, yEMA= Exponential Moving Average,yR= William %R and yMACD= Moving
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Average Convergence and Divergence . The model coe�cients were determined by using

the Implemented regress function in the MATLAB.

3.5.1.2 Prediction Combination Techniques

Combining di↵erent prediction techniques has been investigated widely in the literature.

In short-term predictions, combining the various techniques is more useful according to

[293], [12]. Timmermann [242] stated in his study that using the simple average may

work as well as more sophisticated approaches. In this research, the simple average is

used a benchmark combination model. In this chapter, two stages of the first two phases

are presented, and in each stage three prediction techniques are used for the prediction

model. Equation 3.7 illustrates the calculation of the combination prediction method at

time t [275].

f t
SM =

�
f t
M1 + f t

M2 + f t
M3

�
÷ 3 (3.7)

3.5.2 Artificial Neural Network

In recent years, predicting financial time series utilising Artificial Neural Networks (ANNs)

has increased dramatically. The idea of ANN can be seen before reaching the output,

where the filtration of the inputs through one or more hidden layers, each of which con-

sists of hidden units, or nodes, is considered to be the main idea. Thus, final output is

related to the intermediate output [68].

The ability of learning from data through adaptive changing structure based on external

or internal information that flows through the network during the learning phase and

generates output variables based on learning is one of the most important advantages

of ANN. Furthermore, the non-linear nature of ANN is also a valuable quality. ANN is
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classified as a non-linear data modelling tool, thus, one of the main purposes of utilising

such a model is to find the patterns in data or to model a complex relationships between

inputs and outputs. Hence, an explicit model-based approach fails, but ANNs adapts to

irregularities and unusual features in a time series.

The application of ANNs has been popularly utilised in financial time series prediction

modelling. A comprehensive review of ANNs and their application in various financial

domains is given in Chapter 2. However, the same as with any other technique, ANNs

have some disadvantages such as not allowing much understanding of the data, which

might be caused by it not being an explicit model. Therefore, providing a black box for

the prediction process is considered as a disadvantage. The danger of over-fitting the

in-sample training data is also a major ANN method drawback [158]. In term of the

goodness of fit, the performance on in-sample data sets, which ANNs are trained on, is

reasonably good. However, in out-of-sample sets its performance is conditional on not

breaking the structure in the data sets. According to Balestrassi et al.[18], excessive

training time and a large number of parameters that must be experimentally selected in

order to generate good predictions are considered to be the other drawbacks facing ANN

applications. In this thesis, two ANN architectures, BPNN and RNN, are used to predict

financial data, and subsections 3.5.2.1 and 3.5.2.2 demonstrate these models.

3.5.2.1 Back Propagation Neural Network

In modelling time series with non-linear structures, the most commonly used structure is

three layers feed forward back propagation [73]. The weights are determined in the back

propagation process by building connections among the nodes based on data training,

producing a least-mean-square error measure of the actual or desired and the estimated

values from the output of the neural network. The initial values are assigned for the

connection weights. In order to update the weights, the error between the predicted

and actual output values is back propagated via the network. Minimising the errors in
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the desired and predicted output attempts takes place after the procedure of supervised

learning [152]. The architecture of this network contains a hidden layer of neurons with

a non-linear transfer function and an output layer of neurons with a non-linear transfer

function and an output layer of neurons with linear transfer functions. Figure 3.15 illus-

trates the architecture of a back propagation network, where xj (j = 1, 2, ..., n) represent

the input variables; zi (j = 1, 2, ...,m) represent the outputs of neurons in the hidden

layer; and yt (t = 1, 2, ..., l) represent the outputs of the neural network [254]. In theory,

Figure 3.15: Architecture of feed forward back propagation neural network [254].

the neural network has the ability to simulate any kind of data pattern given a su�-

cient training. Training the neural network will determine the perfect weight to achieve

the correct outputs. The following steps illustrate the training process of updating the

weights values [89]. The first stage is hidden layers; the bellow equation explains how the

62



outputs of all the neurons in the hidden layer are calculated:

neti =
nX

j=0

wjixjvi = 1, 2, ...m (3.8)

zi = fH (neti) i = 1, 2, ...m (3.9)

Where neti is the activation value of the ith node, zi is the output of hidden layer, and fH

is called the activation Equation of a node, in this research a sigmoid function is utilised.

Equation 3.10 explains the utilised sigmoid activation equation.

fH (x) =
1

1 + exp(�x)
(3.10)

Second stage the output: The outputs of all the neurons in the output layer are given as

equation 3.11 illustrates:

yt = ft

 
mX

i=0

witzi

!
t = 1, 2, ...l (3.11)

The activation equation is ft (t = 1, 2, ..., l), Which is usually a line equation. The weights

are assigned with random values initially, and are modified by the delta rule according

to the learning samples traditionally. The topology in this study is determined by the

trial and error method, which was conducted to choose the best number of neuron ex-

periments di↵erent ranges of 20 to 5 neurons in a hidden layer two layer feed forward

back propagation network were tried. The model stopped training after reaching the

pre-determined number of epochs. The ideal topology was selected based on the lowest

Mean Square Error.
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3.5.2.2 Recurrent Neural Network

Recurrent Neural Network (RNN) is considered as an enhanced ANN architecture, and

thus a variant of Elman’s network [81]. The ability to form more complex computations

than the static feed forward network is the reason behind adopting the RNN algorithm.

Furthermore, the capability of learning temporal pattern sequences which are context-

or time-dependent is also an advantage of utilising such a method. Embodying a short-

term memory by activating a feedback network is also one of the main features of a

simple Recurrent Neural Network (RNN). According to Tenti [239], requiring more sub-

stantial memory and connections in simulations, in comparison with a back propagation

network, is one of the main disadvantages of RNN, and therefore this increase leads to

high computational timing. However, utilising RNN can yield better results. Figure3.16

Figure 3.16: Architecture of Recurrent Neural Network.

demonstrates the RNN architecture, where x[n]
t (n = 1, 2, ...k + 1) , u[1]

t , u
[2]
t are the inputs

for the RNN model at time t including bias node. The output of RNN model is y̌t
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and d
[f ]
t (f = 1, 2), w[n]

t (n = 1, 2, ...k + 1) are presenting the weights of the network. The

output of the hidden nodes is U [f ]
t , f = (1, 2) at time t. The activation function in this

model is sigmoid F :K (x) = 1
1+e�x

and S in the Figure above presents the linear function:

J (x) =
P

i xi.Function 3.12 illustrates the way in which the error is minimised.

E (dt, wt) =
1

T

TX

t=1

(yt � ŷt (dt, wt))
2 (3.12)

3.5.2.3 BPNN and RNN Parameters Determination

A side from the above settings described, for RNN and BPNN algorithms, there were still

a number of parameters to be decided. The number of hidden layer, number of neurons

(n), value of learning rate (lr), and momentum constant (mc) are PBNN, RNN models

parameters that must be e�ciently determined.

Table 3.6: Model selection results of the single BPNN prediction model FTSE100, S&p500
and Nikkei225

Number of nodes

for two hidden

layer

Learning

rate lr
Momentum

constant mc
FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE

5-5

0.3 2 2425 58 55715
0.4 4 2420 57 55255
0.5 6 2401 59 53829
0.6 8 2422 58 54680
0.7 10 2421 59 56651

10-5

0.3 2 2409 57.7 52941
0.4 4 2409 58.17 53362
0.5 6 2987 58.07 53763
0.6 8 2404 93 53707
0.7 10 2382 58.16 45089

15-5

0.3 2 2428 57.9 53027
0.4 4 2410 56.13 51945
0.5 6 2402 58.01 53840
0.6 8 2375 57.6 56725
0.7 10 2399 58.32 54588

20-5

0.3 2 2339 56.63 52561
0.4 4 2390 58.17 52743
0.5 6 2411 57.98 51675
0.6 8 2401 58.16 54839
0.7 10 2413 56.09 71976
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Since there are no general rules for designing the model topology, a trial and error set was

conducted to choose the best number of parameters for both the RNN and PBNN models

during the training process. The model stopped training after reaching the predetermined

number of epochs. The ideal topology was selected based on the lowest Mean Square

Error. According to Chauvin and Rumelhart [45], one hidden layer is su�cient to model

a complex system with the desired performance. However, in this chapter, two hidden

layers are used. The nodes of two hidden layers is set to be [5� 5], [10� 5], [15� 5] and

[20 � 5]. The learning rate is considered to be an important parameter in training the

model, and thus during the training process a set of learning rates of 0.3, 0.4, 0.5, 0.6,

and 0.7 are tested. In addition to the above-mentioned parameters, a set of momentum

constants, 2, 4, 6, 8 and 10 are also tested during the training process.

Table 3.7: Model selection results of the single RNN prediction model FTSE100, S&p500
and Nikkei225

Number of nodes

for two hidden

layer

Learning

rate lr
Momentum

constant mc
FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE

5-5

0.3 2 2397 58.24 55739
0.4 4 2413 58.08 55901
0.5 6 2410 59.01 56119
0.6 8 2417 58.07 57009
0.7 10 2403 57.78 57011

10-5

0.3 2 2409 59.01 56612
0.4 4 2396 58.40 57214
0.5 6 2409 58.23 56654
0.6 8 2408 59.16 57851
0.7 10 2396 60.81 56631

15-5

0.3 2 2407 58.9 54420
0.4 4 2419 59.17 56440
0.5 6 2579 58.13 58620
0.6 8 2377 58.87 57781
0.7 10 2422 57.12 54391

20-5

0.3 2 2389 56.85 54196
0.4 4 2423 55.61 54663
0.5 6 2399 57.91 55339
0.6 8 2406 58.61 54293
0.7 10 2400 56.96 68976

In this chapter and as mentioned earlier in section 3.5 two kinds of modelling are carried

out to Predicting the next day direction price of the FTSE100, S&P500 and Nikkei225
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stock indices, where RNN is one of the utilised algorithms. RNN parameters are de-

termined using the proposed method in this section, where the testing results with a

combination of di↵erent hidden layers, learning rates and momentum constants are sum-

marised in Table 3.8. It is observed from Table 3.8 that the parameters which give the

minimum MSE and hence the best topology for the RNN model for the three data sets

is the FTSE100 data set. The model topology is [20-5] ( 20, 5 nodes for the two hid-

den layers with learning rate of 0.3 and momentum constant of 2). The S&P500 model

topology is [10-5] ( 10, 5 nodes for the two hidden layers) with learning rate of 0.3 and

momentum constant of 2. For the Nikkei225 it is [10-5] ( 10, 5 nodes for the two hidden

layers) with learning rate of 0.7 and momentum constant of 10.

Table 3.8: Model selection results of the single RNN Trend prediction model FTSE100,
S&p500 and Nikkei225

Number of nodes

for two hidden

layer

Learning

rate lr
Momentum

constant mc
FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE

5-5

0.3 2 2436 0.303 55348
0.4 4 2474 0.305 55758
0.5 6 2444 0.3031 56029
0.6 8 2438 0.303 55174
0.7 10 2460 0.3048 54867

10-5

0.3 2 2442 0.302 55843
0.4 4 2493 0.305 56004
0.5 6 2437 0.3054 55019
0.6 8 2438 0.302 55541
0.7 10 2439 0.305 54952

15-5

0.3 2 2444 0.302 55902
0.4 4 2435 0.304 55554
0.5 6 2437 0.306 55206
0.6 8 2434 0.305 55429
0.7 10 2439 0.3046 56073

20-5

0.3 2 2426 0.304 55499
0.4 4 2441 0.306 56073
0.5 6 2438 0.305 56012
0.6 8 2439 0.308 55482
0.7 10 2437 0.302 56049

Furthermore, the second prediction model for the next day closing price of the same data

sets using RNN is also introduced in this research. The parameters of this model are

illustrated in Table 3.7. The best observed parameters to set up an RNN model giving
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the minimum MSR are shown in Table 3.7. Firs, for the FTSE100 data set model the

topology is, [20-5] ( 20, 5 nodes for the two hidden layers) with learning rate of 0.6 and

momentum constant of 8. Second, the S&P500 model topology is [20-5] ( 20, 5 nodes for

the two hidden layers) with learning rate of 0.4 and momentum constant of 4. Third, for

the Nikkei225 it is [20-5] ( 20, 5 nodes for the two hidden layers) with learning rate of

0.3 and momentum constant of 2.

In addition to those models, BPNN is also used for modelling and predicting the same

data sets, with Table 3.6 explaining the combination of parameter results. The minimum

MSE combination of parameters to set up the BPNN prediction model for the three data

sets, as illustrated in Table 3.6, are as follow: Firs, for the FTSE100 data set the model

topology is, [20-5] ( 20, 5 nodes for the two hidden layers) with learning rate of 0.3 and

momentum constant of 2. Second, the S&P500 model topology is [20-5] ( 20, 5 nodes for

the two hidden layers) with learning rate of 0.7 and momentum constant of 10. Third,

for Nikkei225 it is [10-5] ( 10, 5 nodes for the two hidden layers) with learning rate of 0.7

and momentum constant of 10.

3.5.3 Support Vector Machine

The SVM theory was developed by Vladimir Vapnik in 1995. It is considered as one

of the most important breakthroughs in machine learning field and can be applied in

classification and regression [65]. In modelling the SVM, the main goal is to select

the optimal hyperplane in high dimensional space, ensuring that the upper bound of

the generalisation error is minimal. SVM can only directly deal with linear samples

but mapping the original space into a higher dimensional space can make the analysis

of a non-linear sample possible [209] [195]. For example, if the data point (xi, yi) was

given randomly and independently generated from an unknown function, the approximate

function form by SVM is as follow:
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g (x) = wØ(x) + b.Ø(x) Is the feature and non-linear mapped from the input space x.

w and b are both coe�cients and can be estimated by minimising the regularised risk

equation.

R (C) = C
1

N

NX

i=1

L (di, yi)
1

2
+ ||w||2 (3.13)

L (d, y) =

8
><

>:

|d� y|� " |d� y| � "

0 other,
(3.14)

C and " in Equation 3.13 and 3.14 are prescribed parameters. C is called the regu-

larisation constant while " is referred to as the regularisation constant. L (d, y) Is the

intensive loss function and the term C 1
N

PN
i=1 L (di, yi) is the empirical error while the

1
2 + ||w||2 indicates the flatness of the function. The trade-o↵ between the empirical risk

and flatness of the model is measured by C. Since introducing positive slack variables ⇣

and ⇣⇤ equation 3.14 transformed to the following:

R (w, ⇣, ⇣⇤) =
1

2
wwT + C ⇥

 
NX

i=1

(⇣, ⇣⇤)

!
(3.15)

Subject to:

w� (xi) + bi � di  "+ ⇣i⇤ (3.16)

di � w� (xi)� bi  "+ ⇣i (3.17)

⇣i, ⇣i⇤ � 0 (3.18)

The decision equation (kernel function) comes up finally after the Lagrange multipliers

are introduced and optimality constraints exploited. Equation 3.19 is the form of kernel

Equation:

f (x) =
lX

i

(↵i � ↵i
0)K (xi, xj) + b (3.19)
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Where ↵i
0 and ↵i are called Lagrange multipliers in equation 3.19. They satisfy the

equalities, ↵i ⇥ ↵i
0 = 0,↵i � 0,↵i

0 � 0. The kernel value is the same with the inner

product of two vectors xi and xj in the feature space � (xi) and � (xj). The most popular

kernel function is Radial Basis Function (RBF) it is form in Equation 3.20.

K (xi, xj) = exp
�
��||xi � xj||2

�
(3.20)

Theoretical background, geometric interpretation, unique solutions and mathematical

tractability are the main advantages which have made SVM attractive to researchers

and investors alike, and it can be applied to many applications in di↵erent fields such as

predicting financial time series [231].

3.5.4 Support Vector Regression

As explained in subsection 3.5.3, the idea of SVM is to construct a hyperplane or set of

hyperplanes in a high or infinite dimensional space, which can be used for classification.

In the regression problem the same margin concept used in SVM is used. The goal of

solving regression problems is to construct a hyperplane that is close to as many of the

data points as possible. Choosing a hyperplane with a small norm is considered the main

objective, while simultaneously minimising the sum of the distances from the data points

to the hyperplane [274].

In the case of solving a regression problem using SVM, SVM became known as the support

vector regression (SVR) where the aim is to find a function f with parameters w and b

by minimizing the following regression risk:

R (f) =
1

2
(x, w) + C

NX

i=1

l (f (xi) , yi) (3.21)

C in Equation 3.21 is a trade-o↵ term, the margin in SVM is the first term which is used
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in measuring VC-dimension [89].

f (x, w, b) = (w,� (x)) + b, (3.22)

In the Equation 3.22 � (x) : x ! ⌦ is kernel function, mapping x into in the high

dimensional space. SVR and as proposed by [274]. The �" insensitive loss function is

used as follows:

l (y, f (x)) =

8
><

>:

0, if |y � f (x) < "

|y � f (x) |� ", Otherwise
(3.23)

Equation 3.24 constrained minimisation problem is equivalent to previous minimisation

Equation 3.21.

Min

y

 
w, b, ⇣⇤ =

1

2
(w,w) + C

NX

i=1

(⇣i + ⇣i⇤)

!
(3.24)

Subject to:

yi � ((w,� (xi) + b))  "+ ⇣i, (3.25)

((w,� (xi)) + b)� yi  "+ ⇣i⇤ , (3.26)

⇣⇤i � 0 (3.27)

In sample (xi, yi) the ⇣i and ⇣i⇤ measure the up error and down error. Maximizing the

dual function or in other words construct the dual problem of this optimization problem

(primal problem) by large method is a standard method to solve the above minimization

problem. There are four common kernel functions, among all theses four kernel function,

this study will be utilising radial basis function (RBF). In accordance to [59], [237] and

[31] RBF kernel function is the most widely applied in SVR. Function 3.28 is defining

the kernel RBF, where the width of the RBF is denoted by �. Furthermore, Cherkassky
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and Ma [59] suggested that the value of � must be between 0.1 and 0.5 in order for SVR

model to achieve the best performance. In this thesis � value is determined as 0.1.

K (xi, xi) = exp

✓
�||xi � xj||2

2�2

◆
(3.28)

3.5.4.1 Determining the Parameters in SVM, SVR Models

This research used SVM to predict the direction movement of the chosen data sets and

SVR to predict the daily closing price of the chosen data sets. If the parameter of each

model is set properly, that could improve the prediction output for each model. In both

models, the RBF kernel function has been used, as indicated in Functions 3.16, 3.17 and

3.16 for SVM and in Function 3.25, 3.26 and 3.27. Two parameters should determine C

and � in both models SVM and RBF.However, in the literature there are no general rules

for choosing those parameters.Thus, this research adopting the most common approach

to search the best C and � values, which is grid search approach [293]. The grid search

approach was proposed by Lin et al [121] using a validation process in order to produce

good generalisations with which to decide parameters. The criteria for choosing the

optimal C and � parameters is by trying pairs of C and �, and the best combination of

these parameters that can generate the minimum mean square error MSE is chosen to

set up the prediction model.

On the grid and after identifying a better region, on this region a more specific grid

search can be conducted [121]. Finally, after determining these lowest cross validation

prediction error parameters C and �, choosing these parameters to be used in creation

the prediction models. Figure 3.17 illustrates the process of the grid search algorithm

when building the SVM, SVR prediction model.

A set of exponentially growing sequences of C and � are used and the best parame-
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Figure 3.17: Grid search algorithm for parameters selection

ter combination results are illustrated in Table 3.9 for SVR next day closing price pre-

diction model. Di↵erent combination of parameters sets (C = 60, 70, 80, 90, 100) and

(� = 0.0001, 0.0002, 0.0003, 0.0004, 0.0005) are shown in Table 3.9 and Table 3.10.

Table 3.9 shows that the parameters for the FTSE100 prediction next day closing price

is (C = 100, � = 0.0001), which gives the minimum mean square error MSE in the

training data set and is the best one for setting up the prediction model. For S&P500

the next day closing price prediction combination parameters are illustrated in Table

3.9, thus (C = 100, � = 0.0001) are the best combination parameters which give the

minimum MSE in training data set. Furthermore, the best combination results to set

up the SVR prediction next day closing price model of the Nikkei225 parameters are

(C = 100.� = 0.0003) which give the minimum MSE in the training data set as Table

3.9 shows.

Moreover, Figure 3.18 illustrates the grid search result for choosing the best combination

parameters for the FTSE100 data set. Figure 3.19 shows the parameter selection for
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Table 3.9: Model selection results of the single SVR prediction model FTSE100, S&P500
and Nikkei225

C � FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE

60

0.0001 2925.9 2449.8 41986
0.0002 2926.8 2453.8 41986
0.0003 2927.6 2457.6 41986
0.0004 2928.3 2461.1 41895
0.0005 2928.9 2464.4 41994

70

0.0001 2556.5 2169.8 41949
0.0002 2565.1 2184.6 41934
0.0003 2572.7 2199.7 41984
0.0004 2579.5 2214.6 41988
0.0005 2585.5 2228.7 41949

80

0.0001 2400.6 2073.8 41896
0.0002 2411.6 2092.4 41869
0.0003 2421.6 2110.0 41897
0.0004 2430.7 2126.5 41879
0.0005 2438.7 2141.8 41867

90

0.0001 2194.8 1947.8 41821
0.0002 2208.1 1971.9 41823
0.0003 2220.2 1994.6 41825
0.0004 2231.2 2015.4 41832
0.0005 2241.2 2034.5 41852

100

0.0001 1929.4 1786.6 41718
0.0002 1944.2 1813.4 41715
0.0003 1957.9 1841.0 41703
0.0004 1970.7 1868.1 41709
0.0005 1982.4 1893.4 41712

the Nikkei225 data set. The grid search selection for the S&P500 SVR prediction model

parameters is explained in Figure 3.20.

Table 3.10 shows the results of the parameters combination to set up a prediction model

using SVM for the FTSE100, S&P500 and Nikkei225 data sets. As Table 3.10 presents,

MSE is used to determine which combination of parameters is the best, where the lowest

MSE of the parameters combination is chosen to set up the prediction models. Firstly, for

FTSE100 data set the best combination of parameters are C = 100, � = 0.0003. Secondly,

for S&P500 the best combination of parameters are C = 100, � = 0.0003. Thirdly, for

Nikkei225 the best combination of parameters are C = 90, � = 0.0002.

Additionally, Figure 3.21 represents the lowest and highest MSE of the grid search results
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Figure 3.18: C and � parameters for SVR FTSE100 prediction model

Figure 3.19: C and � parameters for SVR Nikkei225 prediction model
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Figure 3.20: C and � parameters for SVR S&P500 prediction model

for the Nikkei225 stock index. Figure 3.22 also illustrates the MSE of the parameters

combination by grid search for the FTSE100 stock index. Finally, Figure 3.23 shows the

output of the gird search process for the C and �, SVM model parameters for S&P500

stock index.

Moreover, to build both SVM and SVR prediction models, the LIBSVM�SV R package

proposed by Chang and Lin [35] is adapted in this research.

3.5.4.2 Quantization Factor

This research adopts a new approach to enhance the prediction output of SVM and SVR

models. The quantisation factor is for the first time introduced to SVM and SVR. In this

paper, this factor has been added to the SVM and SVR model. As explained above in

the methodology section, in SVM and SVR the model input is (xi, yi). After adding the

optimal factors which were determined by trial and error, the optimal factor was chosen
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Table 3.10: Model selection results of the single SVM Trend prediction model FTSE100,
S&P500 and Nikkei225

C � FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE

60

0.0001 1881.2 19.0549 53131
0.0002 1882.0 19.0551 53031
0.0003 1881.9 19.0603 53303
0.0004 1881.5 19.0600 53230
0.0005 1882.3 19.0559 53122

70

0.0001 1681.4 12.4246 51930
0.0002 1681.8 12.4265 51983
0.0003 1682.3 12.4305 51945
0.0004 1683.4 12.4248 51936
0.0005 1683.6 12.4336 51953

80

0.0001 7023.8 2.0738 50270
0.0002 1441.0 7.01208 50366
0.0003 1431.5 7.0301 50293
0.0004 1432.5 7.02451 50309
0.0005 1431.1 7.02602 50320

90

0.0001 3342.8 1.9478 47995
0.0002 1136.5 3.3226 47891
0.0003 1140.1 3.3522 48001
0.0004 1140.6 3.4016 48021
0.0005 1140.3 3.40095 47999

100

0.0001 1273.7 1.7866 45116
0.0002 829.9 1.2841 45129
0.0003 826.4 1.2195 44910
0.0004 830.7 1.3091 44919
0.0005 829.4 1.3005 44940

from a range of factors between 10 and 100. The optimal factor was selected based on

the lowest mean square error. The steps below illustrate the change in the input after

introducing the quantisation factor:

Xprim = Xi ÷ factor (3.29)

Y prim = Yi ÷ factor (3.30)

The model inputs become (Xprimi, Y primi). After applying the above models (SVM

and SVR) and to obtain the final prediction result, the chosen factor multiplied with the
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Figure 3.21: C and � parameters for SVM Nikkei225 Trend prediction model

Figure 3.22: C and � parameters for SVM FTSE100 Trend prediction model
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Figure 3.23: C and � parameters for SVM S&P500 Trend prediction model

output of each model as illustrated in Equation 3.31 and 3.32:

Xprimpred = Xprim⇥ Factor (3.31)

Y primpred = Y prim⇥ Factor (3.32)

This method has been proposed to enhance the performance and prediction ability of

the SVM and SVR techniques. To the best of our knowledge, this is the first time that

this approach has been introduced and utilised in financial time series predictions (stocks

indices predictions). The testing results of adding the quantisation factor in SVR and

SVM prediction models are summarised in Table 3.11 and Table 3.12 respectively. A

number of quantisation factor, between 10-100, are tested. Table 3.11 and 3.12 show the

results of the prediction models SVR and SVM, and thus the factors that are generating

the lowest MSE will be chosen to set up the prediction models. Furthermore, the tests

were carried out on the training set of the three stock indices (FTSE100, S&P500 and
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Table 3.11: Model Quantization factor selection results of the single SVR prediction
model FTSE100, S&P500 and Nikkei225

QFactor FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE
– 629937 171 41229512
10 2366 58 3233567
20 2384 58.3 267896
30 2403 58.4 81254
40 2410 58.5 57782
50 2414 58.56 53524
60 2418 58.58 52964
70 2419 58.61 52738
80 2417 58.64 52869
90 2422 58.65 53024
100 1912 55 34720

Nikkei225). First, for the FTSE100, the best Qfactor in the SVR model is 100, thus

the generated MSE is 1912 which is the lowest achievable score between the rest of the

factors. Second, for S&P500 the best Qfactor is 100. Third, for Nikkei225 the best

Qfactor is 100. Moreover, in the SVM prediction model the best Qfactor is 100 for the

FTSE100 data set, 10 is the best Qfactor for S&P500 and 10 is the best Qfactor for the

Nikkei225 data set.

Table 3.12: Model Quantization factor selection results of the single SVM Trend predic-
tion model FTSE100, S&P500 and Nikkei225

QFactor FTSE100

Training

MSE

S&P500

Training

MSE

Nikkei225

Training

MSE
– 2385 137 54899
10 2276 57 36032
20 2385 58.1 43248
30 2410 58.28 46637
40 2413 58.34 49073
50 2419 58.39 50401
60 2423 58.41 51446
70 2427 58.42 52299
80 2429 58.43 53011
90 2430 58.45 53419
100 833 58.46 53706
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3.5.5 Naive Bayes

In accordance with the Nave Bayes classifier, classes are conditionally independent. Pre-

dicting the probability of data belonging to a particular class is the main process of the

Bayesian classifier. Therefore, the concept of the Bayes theorem is used for probability

prediction. Thus, the Bayes theorem is useful in that process, as it provides a way of

calculating the posterior probability: P (C|X), from P (C), P (C|X) and P (X). It is

stated by Byes’ theorem that

P (C|X) =
P (X|C)P (C)

P (X)
(3.33)

The posterior probability P (C|X) gives the probability of hypothesis C being true given

that event X has occurred. C is the hypothesis in this research, which is the probability

of belonging to class price direction movement �Pricet+1 and X is the test data sets.

The occurrence condition probability P (X|C) of the event X given hypothesis C is true.

However, it can be estimated from the training data. A summary of how naive Bayesian

classifier, or simple Bayesian classifier working is as follows:

In assumption of m classes C1, C2, ...Cm the occurrence event of test data X is given. In

this the test data will be classified into highest probability by Bayesian classifies. The

Bayes theorem Equation 3.33 illustrates how the data is classified.

P (Ci|X) =
P (X|Ci)P (Ci)

P (X)
(3.34)

Having many attributes in the given data sets A1, A2, ...An, can reflect on the computa-

tional time to compute P (X|Ci). Therefore, the solution to reducing computation when

evaluating P (X|Ci) can be through making a class conditional independence using the

nave assumption. In other words, presuming that the attributes values are conditionally

independent of one another, given the class label of the tuple which means that there are
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no dependent relationships between attributes.

lP (X|Ci) =
nY

k=1

P (xk|Ci) = P (x1|Ci)⇥ P (x2|Ci)⇥ ....⇥ P (xn|Ci) (3.35)

xk in Equation 3.35 presents the value of attribute Ak. Thus, whether it is categorical

or continuous, the computation of P (xk|Ci) depends on. P (xk|Ci) is the number of

observations of class Ci in the training data set, if Ak happened to be categorical, where,

xk value of Ak is divided by the number of observations of class Ci in the training data

set. When a Gaussian distribution is fitted to the data, if Ak is continuous, the P (xk|Ci)

value will be calculated as illustrated in Equation 3.36:

f (x, µ, �) =
1

�

p
2⇡

e�(x�µ)2\2�
2

(3.36)

so,

P (xk|Ci) = f (xk, µc
i

, �c
i

) (3.37)

µc
i

and �c
i

in Equation 3.37 respectively are the mean and standard deviation of the Ak

attribute value for training tuples of class Ci. In order to estimate P (xk|Ci), µc
i

and �c
i

value should be plugged in Equation 3.36, 3.37 together with xk. To predict the label

class X, P (X|Ci)P (Ci) must be evaluated for each class Ci. However, if and only if

Equation 3.38 happened, then the class label of observation X can be predicted as class

Ci.

P (X|Ci)P (Ci) > P (X|Ci)P (Cj) for1  j  m; j 6= i. (3.38)

There are many other proposals that utilise Bayesian classifiers, such as a theoretical

justification for other classifiers, especially the ones that do not explicitly use Bayes

theorem. As an example, for some algorithms, such as neural networks, curve fitting and

nave Bayesian, under specific assumptions it can be demonstrated that these algorithms

output the maximum posteriori hypothesis [206].
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3.6 Results and Discussion

To further explain the presented artificial intelligence techniques (SVM, SVR, BPNN,

RNN and Nave Bayes) and their capability for understanding the pattern in histori-

cal financial time series data, SVM,SVR, BPNN, RNN and Nave Bayes are applied to

demonstrate their predictability of real-world financial time series. In addition, this chap-

ter presents two direction prediction models.First, a dynamic model is built to predict

the next day closing price using SVR, BNN and RNN. The input for this model is the

historical closing price of FTSE100, S&P500 and Nikkei225. Second, a static model is

built to predict the next day price direction of FTSE100, S&P500 and Nikkei225, whereas

the input data for these models are the technical indicators for each data set. More de-

tails about these two models can be found in section 3.5. Moreover, the implementation

platform was carried out via Matlab. The result of this experiment will be shown in the

following section.

3.6.1 Dynamic Model Prediction Results

For evaluating the performance of the dynamic proposed prediction models using BNN,

RNN and SVR, the daily closing prices of FTSE100, S&P and Nikkei225 are used in this

thesis. Figure 3.13 in section 3.5 illustrates the single model approach.For predicting the

FTSE 100, Nikkei 225 and S&P 500 next day closing prices, the FTSE 100, Nikkei 225

and S&P 500 historical closing prices are used as a prediction variables. Furthermore,

subsections 3.2.1 and 3.4.2 explain the input features and the preprocessing stages of the

data sets. The prediction results of the proposed models are compared to the traditional

statistics model, called Auto-regressive (AR), and to the simple average combination

model. The models parameters were determined in subsections 3.5.4.2, 3.5.4.1 and 3.5.2.3.

The FTSE 100, S&P 500 and Nikkei 225 closing price index prediction results using AR,
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SVR, RNN, BPNN and Simple average (SA) models are computed and listed in Table

3.13. Moreover, each model was run twenty times and the average of the results was

calculated, along with the Standard Deviation (SD).

Table 3.13: The prediction result of training data sets for FTSE 100, S&P 500 and Nikkei
225 using SVR,RNN,AR and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 2429.91 49.29 31.93 0.99 ——
SVR 2424.77 49.24 31.89 0.99 2.36
RNN 2416.33 49.15 32.11 0.99 2.51
BPNN 2418 49.18 37.65 0.99 2.42
SA 2417 49.17 37.49 0.92 ——

S&P500

AR 58.31 7.63 3.43 0.99 ——
SVR 58.62 7.65 3.45 0.99 2.032
RNN 57.87 7.60 3.45 0.99 2.021
BPNN 57.57 7.58 3.46 0.99 2.050
SA 57.81 7.60 3.45 0.95 ——

Nikkei225

AR 55943.34 236.52 160.06 0.99 ——
SVR 53147.7 230.53 157.58 0.99 1.61
RNN 53676.96 231.67 158.98 0.99 2.32
BPNN 96473.96 283.66 175.35 0.99 3.64
SA 67756.20 260 162.92 0.92 ——

From Table 3.13 it can be found that the MSE, RMSE, MAE, R and SD values of the

AR, SVR, RNN, BNN and SA models for the training FTSE 100, Nikkei 225 and S&P

500 data sets are relatively similar with fractional di↵erences. This indicates that there

is a small deviation between the prediction values of the utilised models. Thus it can be

concluded that none of these models, in comparison with one another, have achieved the

best results in terms of prediction error and accuracy.

The prediction results of the FTSE 100, Nikkei 225 and S&P 500 testing data sets are

summarised in table 3.14. It can be observed from Table 3.14 that AR model outper-

formed the rest of proposed methods by achieving the smallest MSE, RMSE and MAE

values for the FTSE 100 and S&P 500 testing data sets. However, the results of AR,

SVR, RNN, BPNN and SA, in predicting Nikkei 225 testing data set, are very similar
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Table 3.14: The prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei
225 using SVR,RNN,AR and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 1815.46 42.60 31.95 0.95 ——
SVR 1912.04 43.72 34.43 0.95 1.48
RNN 2248.38 47.23 38.10 0.95 2.34
BPNN 2188 46.75 37.65 0.95 1.44
SA 2033.77 45.09 35.99 0.95 ——

S&P500

AR 240.56 15.51 11.68 0.96 ——
SVR 244.99 15.65 11.83 0.97 1.21
RNN 336.28 18.33 14.42 0.96 2.05
BPNN 602.97 22.85 18.12 0.94 3.45
SA 267.22 16.34 12.21 0.96 ——

Nikkei225

AR 34806.38 186.56 134.88 0.99 ——
SVR 34720.67 186.33 135.36 0.99 2.92
RNN 34822.62 186.60 135.39 0.99 2.70
BPNN 35547.91 188.50 137.028 0.99 4.00
SA 34761.99 186.44 135.32 0.99 ——

with a fractional di↵erences. The cross correlation coe�cient R of each data sets is pre-

sented in Table 3.14 and 3.13. It can be observed that the results of R for all the methods

are drawing near to 1, which implies that the predicted values and the actual values do

not deviate too much. Moreover, each method was run twenty times and the standard

deviation was calculated. It can be observed that the results of SD for all models are

relatively small, which implies that the models are not running randomly.

Figure 3.24 depicts the actual testing data set of the Nikkie 225 daily closing price and

the predicted values from the AR, RNN, BPNN, SVR and SA. As can be observed from

Figure 3.24 all of the utilised methods have generated good prediction results. The

predicted values are also very close to the actual values and to one another.

Figure 3.25 presents the actual FTSE 100 closing price of the testing data set and the

predicted values from AR, SVR, BPNN, RNN and SA. It also can be observed that the

predicted obtained value from all the utilised models are very close to the actual values

and to one another. The predicted values of AR, SVR, RNN, BNN and SA for S&P

500 closing price testing data set are illustrated in Figure 3.26. It can be observed from
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Figure 3.24: The actual Nikkei 225 closing price Index and its predicted values from AR,
SVR, RNN, BPNN and SA.

Figure 3.25: The actual FTSE 100 closing price Index and its predicted values from AR,
SVR, RNN, BPNN and SA models.

Figure 3.26 that the AR, SVR, RNN and SA predicted values are close to the actual

values than with the BPNN model.
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Figure 3.26: The actual S&P 500 closing price Index and its predicted values from AR,
SVR, RNN, BPNN and SA models.

3.6.2 Static Model Prediction Results

This section presents the results of the static model. Thus, the next day closing prices

of the FTSE 100, S&P 500 and Nikkei 255 are predicted using the RNN, SVM, AR,

Naive Bayes and SA models. Eight technical indicators were used as an input in the

prediction models; more details on the models features are exhibited in subsection 3.2.2.

Moreover, models parameters were also determined and obtained by the analytic approach

mentioned in subsection 3.5.2.3 for the BNN model, and subsection 3.5.4.1 for the SVM

model. The testing results of the utilised models are summarised in Table 3.15 for the

training data sets and Table 3.16 for the testing data sets.

The FTSE 100, Nikkei 225 and S&P 500 direction closing price predicted results using

AR, SVM, RNN, Naive Bayes and SA are computed and listed in Table 3.15.

From Table 3.15, it can be found that MSE, RMSE and MAE of the Nive Bayes model

are respectively 1409.31, 37.54 and 21.46. It can be observed that these values are smaller

than the values of the rest of the models for FTSE 100 direction closing price. In addition,

it indicates that there is a smaller deviation between the models prediction error. For
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Table 3.15: The Trend prediction result of training data sets for FTSE 100, S&P 500 and
Nikkei 225 using SVM,RNN,AR, Naive Bayes and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 2434.81 49.34 31.87 2.06 ——
SVM 2431.22 49.30 31.82 0.18 1.85
RNN 2416.34 49.15 31.85 0.02 2.23
Naive Bayes 1409.31 37.54 21.46 0.73 2.92
SA 2086.33 45.6 27.26 0.63 ——

S&P500

AR 58.35 7.63 3.44 0.01 ——
SVM 58.46 7.64 3.42 0.06 2.082
RNN 56.22 7.49 3.45 0.16 2.17
Naive Bayes 9.38 3.06 0.97 0.92 2.57
SA 42.02 6.48 3.28 0.56 ——

Nikkei225

AR 55945.01 236.52 159.93 0.05 ——
SVM 53706.66 231.74 157.43 0.20 1.73
RNN 53024.89 230.21 158.41 0.20 5.40
Naive Bayes 36068.98 189.91 87.93 0.72 2.74
SA 36779.62 191.78 140.69 0.64 ——

the prediction of the S&P 500 closing price direction, the prediction error results indicate

that the Nave Bayes model has outperformed the rest of the models. It can also be

observed from Table 3.15 that when predicting the Nikkei stock index direction price,

Nave Bayes obtained the smallest error. Thus, it can be concluded that the Nave Bayes

model provides better prediction results than the AR, SVM, RNN and SA in terms of

prediction error.

The prediction results for the testing data sets of FTSE 100, S&P 500 and Nikkei 225

are illustrated in Table 3.16. It can be observed from Table 3.16 that none of the utilised

models provide good prediction results. The predicted values of the testing data sets of

FTSE 100, S&P 500 and Nikkei 225 are very poor and there is a huge deviation between

the actual and predicted values, as the results of R of each model show.

Thus, it can be concluded that the single model approach has failed to performed su�-

ciently and a more complex approach is needed in order to enhance the prediction results

and improve the quality of the prediction process.

Figure 3.27 depicts the Actual S&P 500 price direction values and predicted values from
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Table 3.16: The Trend prediction result of testing data sets for FTSE 100, S&P 500 and
Nikkei 225 using SVM,RNN,AR, Naive Bayes and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 1789.25 42.29 31.68 0.01 ——
SVM 1768.34 42.05 31.95 0.12 2.26
RNN 1794.85 42.36 31.97 0.10 1.58
Naive Bayes 5074 71.23 56.64 0.09 2.17
SA 2043.15 45.20 35.14 0.09 ——

S&P500

AR 237 15.40 11.66 0.02 ——
SVM 245.91 15.65 11.84 0.09 1.72
RNN 230.56 15.15 11.36 0.01 1.92
Naive Bayes 328.72 18.13 13.80 0.10 1.05
SA 257.63 16.05 121.15 0.03 ——

Nikkei225

AR 34292.98 185.18 133.48 0.06 ——
SVM 34054.72 184.53 132.97 0.02 2.05
RNN 34796.2 186.52 135.69 0.08 1.92
Naive Bayes 82789 287.7319 230.47 0.06 3.74
SA 37179.01 192.81 143.23 0.08 ——

Figure 3.27: The actual S&P 500 closing direction price Index and its predicted values
from AR, SVM, RNN, Naive Bayes and SA models.

the SVM, RNN, Naive Bayes, AR and SA models. The predicted values of the Naive

Bayes Model are closer to the actual values in comparison to the values of the other

models. Figures 3.28 and 3.29 illustrate the Nikkei 225, and FTSE 100 predicted values

of the utilised models and the actual values. It can be also observed that in both data
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Figure 3.28: The actual Nikkei 225 closing direction price Index and its predicted values
from AR, SVM, RNN, Naive Bayes and SA models.

sets, the Naive Bayes predicted values are closer to the actual value than those of the

SVM, AR, RNN and SA models.

Figure 3.29: The actual FTSE 100 closing direction price Index and its predicted values
from AR, SVM, RNN, Naive Bayes and SA models.
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3.7 Summary

In this chapter, the main focus was on building single approach models to predict real

world financial time series. Furthermore, the performance of single models, Support

Vector Regression (SVR), Recurrent Neural Network (RNN), Back Propagation Neural

Network (BPNN), Auto-regressive (AR), Simple Average (SA) and Support Vector Ma-

chine (SVM) were investigated. Thus, this chapter carried out two prediction directions.

Firstly, a dynamic model was established to predict the FTSE 100, Nikkei 225 and S&P

500 next day closing prices, using the historical time series data and previous closing

prices as inputs. SVR, BPNN and RNN were applied as prediction models and a simple

combination method, a simple average, is used. The results of these models were com-

pared with the Autoregressive benchmark model. Secondly, a static model was built to

predict stock index price direction. Eight technical indicators were used as model inputs.

RNN, SVM and Nave Bayes are the techniques used to predict the FTSE 100, Nikkei

225 and S&P 500 stock index next day price direction. The results of these models are

compared with the benchmark model AR.

One of the contributions of this work is that the training data sets in the dynamic models

are distributed randomly with respect to the time series, which is found to be helpful in

providing more predictability than with a normal distribution of the data. This step of

distributing the training data sets can be explained by the nature of financial time series;

that is, the fluctuation of closing prices over time is very high and this step can help the

model to learn the pattern in the training data set and perform very well in the testing

data set.

Quantisation factors were proposed for the SVR and SVM prediction models in order to

improve their prediction performance. In addition, procedures for extracting the target

data sets in the static models were also proposed in this chapter.

The empirical results were obtained by applying the dynamic and static models to predict
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the next day closing price and next day closing price direction of the FTSE 100, Nikkei 225

and S&P 500. SVR, RNN,BP and the combination simple average were compared with

the benchmark model AR. However, it was observed from the results that the predicted

values of the models were very similar, which indicated that there are small deviations

between the models prediction values. Hence, the outputs of the adopted models were not

satisfactory, and there is a need for more accurate methods. Furthermore, and in order

to tackle this problem, the next chapter will investigate and implement a new approach

to minimise the errors and provide better predictability models.
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Chapter 4

A New Hybrid Financial Time

Series Prediction Model Based on

EEMD-BPNN-SVR-RNN-GA

4.1 Introduction

Due to financial time series’ inherent characteristics such as being non-linear, non-stationary,

and noisy, with a high degree of uncertainty and hidden relationships, single artificial in-

telligence and other conventional techniques have failed to capture its non-stationary

property and accurately describe its moving tendency. Therefore, research and market

participants have paid a great deal of attention to tackling such problems. Thus, various

models’ architecture and new algorithms have been introduced and developed in the liter-

ature to alleviate the influence of noise [262]. However, the noise characteristic can refer

to the unavailability of information, which a↵ects the behaviour of financial markets and

past and future captured prices. The information which is not included in the prediction

models are considered as noise, while the non-stationery characteristics imply that the
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financial time series distributions fluctuate over time. Therefore, the prediction of stock

prices and detecting their noise is considered a very challenging and di�cult financial

topic.

In the previous chapter, single approach models were used to predict financial time series;

however, the results were not satisfactory. Therefore, this chapter adopts a novel three

steps hybrid intelligent prediction model based on Neural Network Back Propagation

(BPNN), Recurrent Neural Network (RNN), Support Vector Machine (RNN), Genetic

Algorithm (GA) and ensemble empirical mode decomposition (EEMD). This chapter is

structured as follows: in Section 4.2 the overall process of the hybrid model, prediction

steps and prediction techniques (EEMD, RNN, SVR, BPNN and GA) will be presented.

Section 4.3 presents the experimental results of the proposed hybrid model. Moreover,

this chapter is representing stage two of phase one as the holistic framework of the

prediction models illustrated in Figure 3.10 in Chapter 3.

4.2 Hybrid modelling and prediction procedures

According to Li and Ma [166], traditional linear methods and the majority of sophisticated

non-linear machine learning models have failed to capture the complexity and the non-

linearities that exist in financial time series, particularly during periods of uncertainty

such the credit crisis in 2008 [241]. Financial time series characteristics imply that the

statistical distributions of the time series can change over time. The cause of these changes

may be caused by economic fluctuations, or political and environmental events [110] [3].

As a result, it has been verified in the literature that no single method or model works

well to capture financial time series characteristics properly and accurately describe its

moving tendency, which leads to di↵erent and inaccurate financial time series prediction

results [290] [43]. In order to address these issues, a novel three steps hybrid model is

proposed to alleviate the influence of noise, utilising complete ensemble empirical mode
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decomposition with adaptive noise, Back Propagation neural network BPNN, Recurrent

Neural Network RNN, Support Vector Regression SVR and Genetic Algorithm GA.

In the literature there are many methods for combining artificial intelligence techniques

with EMD used in the area of stock index prediction [283] [257] [56] [103]. However, to

the researchers knowledge there are no applications of artificial intelligence techniques

combined with EEMD modelling and predicting stock indices. This thesis introduces

EEMD into SVR, BPNN and RNN in order to enhance the modelling capability, for

the first time in the literature. Figure 4.1 illustrates the overall process of the proposed

approach for stock index prediction.

The following points illustrate the implementation steps of the new hybrid model:

Figure 4.1: The overall process of EEMD based SVR, BPNN and RNN hybrid method-
ology.

• In step one, the proposed EEMD has been used to decompose the original stock
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market index to several intrinsic mode functions.Subsection 4.2.1 illustrates the

data decomposition process by the proposed EEMD technique.

• In the second step BPNN, RNN and SVR have been used to predict IMFs. In

addition, the RNN, SVR and RNN methods and model topologies are illustrated

(see Chapter3).

• In step three, the final prediction value can be obtained through the sum of the

previous steps final predicted result. The weighted average combination function

was utilised to combine the di↵erent EEMD-RNN, EEMD-BPNN and EEMD-SVR

methods. An optimiser genetic algorithm has been used to determine the weight of

the combiner; more details on this step are available in Subsection 4.2.2.

Applying the proposed method can more fully capture the local fluctuations of the original

data. Therefore, the proposed method decomposed the original data into di↵erent IMFs

where each IMF has simpler frequency components and stronger regularity compared

with the original data. Furthermore, EEMD reduced the complexity and improved the

e�ciency and accuracy of the prediction model.

4.2.1 Ensemble Empirical Mode Decomposition

4.2.1.1 Empirical Mode Decomposition

Empirical mode decomposition (EMD) is a method that is characterised by the ability

to analyse non-linear and non-stationary signals. EEMD performed the EMD over an

ensemble of the signal plus Gaussian white noise in order to prevent any mixing problems

by populating the whole time-frequency space and to benefit from the dyadic filter bank

behaviour of the EMD [256] [128] [273]. The EMD transformation mechanism of the

signal x (t) is defined by the decomposition of the signal into a small number of intrinsic

mode functions (IMFs) or modes. There are two conditions the signal must satisfy in
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order to be considered as an IMF: (i) the number of extreme values and the number of

zero crossings in the whole data set must either be equal or di↵er at most by one; (ii)

everywhere the mean value of the upper and lower envelope must be zero. As the above

point defines the IMFs, the decomposition processes of the signal are explained by the

following steps [128]:

• First step: for any signal x (t) the local maxima and minima will be identified. All

maxima and maxima will be connected to produce an upper and lower envelop by

a cubic spline curve. m is defined as the mean value of upper and lower envelopes

and the di↵erence between x (t) and m defined as h:

h = x (t)�m (4.1)

• Second step: h Will be taken as a new original signal x (t) and then the operation

will be repeated in step (a) k times until h is an IMF. To judge whether h is an

IMF or not the below function is considered as a termination criterion:

Dk =

PT
t=0

��h(K�1)hK (t)
��2

PT
t=0 |hK�1 (t)|2

(4.2)

In Equation(4.2), whenDK is smaller than a predetermined value, hK can be viewed

as an IMF. The first IMF will designate as c1 = hK .

• Third step: When c1 is determined, the residue r1 can be obtained by separating

c1 from the rest of the data as follows:

r1 = x (t)� c1 (4.3)

After obtaining r1, the operation will be repeated in steps (1) and (2) as r1 is the new

signal x (t), until obtaining the second IMFc2. Time j will be considered until rj is smaller
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than a predetermined value or rj becomes a monotone function in order to obtain all the

IMFs. A series of IMFs and a residue r in the end will be obtained after applying the

above steps.

EMD has many drawbacks; mode mixing is one of the main drawbacks which usually

cause intermittency in the analysing signal. This drawback can imply either a dingle

IMF consisting of signals of dramatically disparate scales or a signal of the same scale

appearing in di↵erent IMF components. To prevent such problems, a new noise-assisted

data analysis method EEMD was proposed. In EEMD, the ensemble of the trails’ mean

is the true IMF component. A decomposition result of the signal plus a white noise of

finite amplitude consisting of each trail [273].

Several white noise studies have shown that the EMD method is an e↵ective self-adaptive

dyadic filter bank when applied to white noise, demonstrating the benefits of the EEMD

method [90] [272]. In EEMD, IMF’s components are defined as the mean of the corre-

sponding IMFs obtained via EMD over an ensemble of trials, which are generated by

adding di↵erent realization of white noise of finite variance to the original signal x [n].

The below point describes the EEMD algorithm [244]:

• Add white noise series to the original signal. In other words generate xi [n] =

x [n] +wi [n], where wn [n] (i = 1, ....., I) are di↵erent realization of Gaussian noise.

• Decompose the signal with added white noise into IMFs by EMD. Each xi [n] (i = 1, ....I),

is fully decomposed by EMD getting their modes IMFK
i [n], where = 1....K indi-

cates the modes.

• Repeating the previous two steps for a certain number of times with di↵erent white

noise each time and obtain the corresponding IMF components of the decomposi-

tion.

• Calculate the mean of all the corresponding IMF components and take the mean

as the final result for each IMF . In another words assign IMFK as the K � th
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mode of x [n], obtained as the average of the corresponding IMF i
K : IMFK [n] =

1
I

PI
i=1 IMFK

i [n].

4.2.1.2 Ensemble Empirical Mode Decomposition with Adaptive Noise

The above point explained how, when observing operations in the EMD, each is xi [n]

decomposed independently from other realizations and so for each one a residue rik [n] =

rik�1 [n] � IMF i
k [n] is obtained. In this proposed method, the decomposition mode will

be noted as ÎMFK and the unique first residue propose as:

r1 [n] = x [n]� ÎMF1 [n] (4.4)

In Equation (4.4) ÎMF1 [n] is obtained in the same way as in EEMD. After that, the

first EMD is used over an ensemble of rn plus di↵erent realization of a given noise to

obtain ÎMF2 by averaging. Then, the next residue is defined as: r2 = r1 [n]� ]IMF 2 [n].

Until the stopping criterion is reached, the previous steps with the rest of modes will

be continued. This method can be described as following algorithm if x [n] is the target

data.

• To obtain the first modes and compute, decompose by EMD I realization x [n] +

"0w
i [n].

ÎMF1 [n] =
1
i

PI
i=1 IMF i

1 [n] = IMF1 [n].

• In the first stage (k = 1)calculate the first residue as in Equation (4.4): r1 [n] =

x [n]� ÎMF1 [n].

• Decompose realisations r1 [n] + "1E1(wi [n]), i = 1...I until their first EMD mode

and define the second mode:

ÎMF2 [n] =
1
I

PI
i=1 E1 (r1 [n] + "1E1 (wi [n]))
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• For k = 2...K calculate the k � th residue:

rk [n] = r(k�1) [n]� ÎMFk [n] (4.5)

• Decompose realizations rk [n]+"kEk (wi [n]) , i = 1...I, Until their first EMD mode

and define the (k + 1)� th mode as:

^IMF(k+1) [n] =
1

I

IX

i=1

E1

�
rk [n] + "kEk

�
wi [n]

��
(4.6)

• Then for next k go to step 4. Steps 4 to 6 are performed until it is no longer feasible

to be decomposed the obtained residue. The final residue satisfies:

R [n] = x [n]�
KX

k=1

ÎMFk, (4.7)

When K the total number of modes is complete. Therefore, the given signal x (n)

can be expressed as:

x [n] =
KX

k=1

ÎMFk +R [n] . (4.8)

Equation (4.8) makes the proposed decomposition complete and provides an exact

reconstruction of the original data. At each stage on observable selection of SNR is

allowed by "i coe�cients. It has been suggested by Wu and Hung [273] that regard-

ing the amplitude of the added noise, small amplitude values for data dominated

should be used by high-frequency signals and vice versa.
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4.2.2 Hybrid Combination Model EEMD-GA-WA

Combining di↵erent prediction techniques has been investigated widely in the literature.

In short-range predictions, combining the various techniques is more useful according to

[293], [12], while according to the Timmermann study, using a simple average may work

as well as more sophisticated approaches. However, using one model can produce more

accurate predictions than any other methods. Therefore, simple averages would not be

su�cient in such cases [242]. Compared with di↵erent prediction models, the hybrid

prediction method is based on a certain linear combination. The assumption for the

actual value in period t by model i is fit (i = 1, 2, ...m), and the corresponding prediction

error will be eit = yt � fit. The weight vector will be W = [w1, w2, ....wm]
T .. Then in the

hybrid model the predicted value is computed as follows [104] [61]:

ŷt =
mX

i=1

wifit (t = 1, 2, ....n) (4.9)

mX

i=1

wi = 1 (4.10)

Equation 4.9 can be expressed in another from:

ŷ = FW

where ŷ = [ŷ1, ŷ2, ....ŷn]
T , F = [fit]n⇥m

(4.11)

The error for the prediction model can be formed as in Equation 4.12.

et = yt � ŷt =
Pm

i=1 wiyt �
Pm

i=1 wifit =
Pm

i=1 w1wi (yt � fit) =
Pm

i=1 wieit

(4.12)

This research proposed a hybrid model that combines EEMD-SVR, EEMD-BPNN and

EEMD-RNN.
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Ŷcombined
t

=
w1ŶEEMD�SV R + w2ŶEEMD�BPNN + w3ŶEEMD�RNN

(w1 + w2 + w3)
(4.13)

The prediction values in period t are Ŷcombined
t

, ŶEEMD�SV R, ŶEEMD�BPNN and ŶEEMD�RNN

for the hybrid, EEMD-RNN, EEMD-BPNN and EMMD-SVR models, where the assigned

weights are w1, w2, w3 respectively, with
P3

i=1 wi = 1.0  wi  1.

Figure 4.2: The flow chart of the EEMD-GA-WA hybrid model.

The most important step in developing a hybrid prediction model is to determine the

perfect weight for each individual model. Setting w1 = w2 = w3 = 1/3 in Equation

4.13 is the simplest combination method for the three prediction models. Nevertheless,

in many cases equal weights cannot achieve the best prediction result. Therefore, this

chapter adopts a hybrid approach utilising the Genetic Algorithm GA as an optimiser

to determine the optimal weight for each prediction model. Figure 4.2 illustrates the

architecture of EEMD-GA-WA hybrid model.
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4.2.2.1 Genetic Algorithm

The GA is a well-known tool in computational methods modelled on a Darwinian selection

mechanism. GA principles were proposed by Holland [117], and developed by Goldbreg

[101] and Koza [151]. Thus, the main purpose of using such an algorithm is to solve

optimisation problems such as determining the optimal weights for the proposed hybrid

model in this research. In comparison with other conventional optimisation methods, GA

has many di↵erences, which contribute in making GA more e�cient in searching for the

optimal solution. The following points exhibit those di↵erences [271].

• Computing the strings in GA algorithms is done by encoding and decoding discrete

points than using the original parameter values. Thus, GAs tackle problems associ-

ated with discontinuity or non-di↵erentiability functions, where traditional calculus

methods have failed to work. Therefore, due to the adaptation of the binary strings,

such characteristics allow GAs to better compute logic operations.

• The prior information is not important, and thus there is no need for such informa-

tion as the primary population is randomly generated. GA uses a fitness function

in order to evaluate the suggested solution.

• Initialisation, selection and reproduction, whether crossover or mutation, are what

GA depends on in the searching process, which involves random factors. As a result,

the searching process in GAs for every single execution will be stand-alone, even

the ones under identical parameter settings, which perhaps may a↵ect the results.

4.3 Experimental Results

In this chapter a new hybrid model based on EEMD, SVR, BPNN, RNN and EEMD-

GA-WA methods is constructed to predict the FTSE 100, S&P 500 and Nikkei 225 next

day closing prices. To demonstrate the validity of the proposed methods, this section
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compares the results of the single approach models from Chapter 3 with the results

of the hybrid models from this chapter. In the suggested model there are four steps

involved in stock index prediction models. Firstly, the original stock index data sets are

decomposed by EEMD. Secondly SVR, RNN and BPNN are used to predict each IMF

and the residue. Thirdly, in order to obtain the prediction results for the original data

sets the prediction results of each IMF and the residue must be combined. Fourthly, the

predicting results of the three models by the proposed method EEMD-GA-WA must be

combined with the predicting results of the hybrid model. Section 4.2 illustrates each

step in detail.

The FTSE 100 data set is decomposed by EEMD into 13 di↵erent IMFs and IMF 14 is

the residue, as shown in Figure 4.3.

In this study the standard deviation of the noise added is 0.2 and the ensemble size is

500. Figure 4.3 illustrates the di↵erent IMFs with di↵erent frequencies. The frequencies

from IMF 1 to IMF 6 are much higher and they mainly reflect the randomness of the

information of the original FTSE 100 data set. However, the periodic trends of IMF 7

to IMF 11 are obvious and they are called the periodic components of the original data

set. IMF 12, IMF 13 and IMF 14 are called the trend components. Figure 4.4 presents

the S&P 500 data set after being decomposed by EEMD.

As Figure 4.4 illustrates, di↵erent IMFs have di↵erent frequencies. From IMF 1 to IMF

9 the frequencies of these IMFs are much higher and they reflect the randomness of

the information of the original S&P 500 data set. IMF 10 to IMF 11 periodic trends

are obvious and these are called periodic components of the original S&P 500 data set.

Moreover, IMF 12, 13 and IMF 14 are called the trend components.

The decomposed Nikkei 225 by EEMD is shown in Figure 4.5.

As shown in Figure 4.5 for the decomposed Nikkei 225, di↵erent IMFs have di↵erent

frequencies. Thus, IMF 1 to IMF 8 frequencies are much higher and they mainly reflect
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Figure 4.3: The decomposition of FTSE 100 index closing price

the randomness of the information of the original Nikkei 225 data set. IMF 9 and IMF

10 obviously show the periodic trend so they are called the periodic components. The

rest (IMF 11 to IMF 14) are called the trend components.
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Figure 4.4: The decomposition of S&P 500 index closing price
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Figure 4.5: The decomposition of Nikkei 225 index closing price
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After FTSE 100, Nikkei 225 and S&P 500 are decomposed by EEMD, the prediction

problem is changed into predicting each IMF and the residue for the data sets. BPNN,

RNN and SVR are used for the predicting of each IMF and the residue. The FTSE

100 is decomposed into 14 IMFs and in each IMF there are 8038 observations. The

first 7788 observations are selected as a training data set and the remaining (250) are

selected as the testing data set. For S&P 500 there are 14 IMFs and in each IMF there

are 16480 observations. The first 16230 observations are set as the training data set and

the remaining (250) observations are selected as the testing data set. And finally for the

Nikkei 225 there are 14 IMFs and in each IMF there are 7758 observations. The first

7508 are selected as the training data set and the remaining 250 observations are selected

as the testing data set. Moreover, the same approach which was followed in Chapter 3

Section 3.4.1 in preparing the in-sample out-of-sample data sets is adopted in this section.

Prediction for the FTSE 100, S&P 500 and Nikkei 225 are obtained by simply adding

up the prediction results of each IMF and the residue. The simple average (SA) is also

used in this chapter as a benchmark combination method; more information about SA

is available in chapter 3 section 3.5.1. In addition, the proposed model EEMD-GA-WA

prediction results were obtained by combining the final results of the three models as

explained in Section 4.2.2.

For the FTSE 100, the predicted results of the methods based on EEMD-RNN, EEMD-

BPNN, EEMD-SA and EEMD-GA-WA are shown in Figure 4.6. It can be observed

from Figure 4.6 that the predicted values obtained from the proposed models EEMD-

RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA are closer to the actual price than

the predicted values of the single models Figure 3.25. Moreover, the EEMD-GA-WA

predicted values are closer to the actual values than with the other models.

The actual S&P 500 closing price values and predicted values of the EEMD-SVR, EEMD-

RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models are presented in Figure 4.7.

108



Figure 4.6: The actual FTSE100 closing price Index and its predicted values from EEMD-
SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

Figure 4.7: The actual S&P500 closing price Index and its predicted values from EEMD-
SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

It can be noticed from Figure 4.7 that the predicted values from the EEMD-SVR, EEMD-

RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models are closer to the actual val-

ues of S&P 500 than those from the single approach models from Figure 3.26. Moreover,

the predicted values from the EEMD-SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and

EEMD-GA-WA models have a smaller deviation between their results and the actual val-
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ues of the S&P 500 closing prices, as Figure 4.7 indicates. Figure 4.8 depicts the actual

Nikkei 225 closing price values and predicted values from the EEMD-SVR, EEMD-RNN,

EEMD-BPNN, EEMD-SA and EEMD-GA-WA models. From the figure it can be ob-

served that the predicted values of all the models have smaller deviations with the actual

values. Thus, in comparison with the single-approach- predicted values from Figure

3.24, the results in Figure 4.8 indicate that the EMD-SVR, EEMD-RNN, EEMD-BPNN,

EEMD-SA and EEMD-GA-WA models predicted values are closer to the actual Nikkei

225 closing prices. Thus, it can be concluded that the predicted values of the proposed

models in this chapter are closer to the actual values than those of the single approach

models in Chapter 3.

Figure 4.8: The actual Nikkei 225 closing price Index and its predicted values from
EEMD-SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

The FTSE 100 closing price index prediction results of the training data set using EMD-

SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models are computed

and listed in Table 4.1. It can be found from Table 4.1 that the MSE, RMSE and

MAE of the EEMD-GA-WA model for FTSE 100 predicted values are, respectively,

704.05, 26.53 and 20.15. Thus, it can be observed that these results are the smallest

among the rest of the proposed models. This indicates that there is smaller deviation
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between the actual and predicted values utilising the suggested model EEMD-GA-WA.

Moreover, compared to the predicted results obtained from the single approach in chapter

3 Table 3.13, the EEMD-GA-WA model has the lowest MSE, RMSE and MAE. The

cross-correlation coe�cient R results for all prediction models of FTSE 100 indicate that

the prediction values and the actual values do not deviate too much. In addition, each

method was run twenty times and the standard deviation was calculated. Thus, it can

be observed that the results of SD for all models are relatively small, which implies that

the models are not running randomly.

Table 4.1: The prediction result of training data sets for FTSE 100, S&P 500 and Nikkei
225 using EEMDSVR,EEMDRNN, EEMDBPNN, GA-WA and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

EEMD-SA 714.86 26.73 20.45 0.99 ——
EEMD-SVR 749.70 27.38 20.71 0.99 1.61
EEMD-RNN 723.54 26.89 20.63 0.99 1.86
EEMD-BPNN 707.44 26.59 20.41 0.99 1.74
EEMD-GA-WA 704.05 26.53 20.15 0.99 1.94

S&P500

EEMD-SA 39.11 6.25 3.88 0.99 ——
EEMD-SVR 40.27 6.34 2.58 0.99 1.071
EEMD-RNN 39.73 6.30 2.61 0.99 1.067
EEMD-BPNN 39.44 6.28 2.24 0.99 1.19
EEMD-GA-WA 39.40 6.27 2.18 0.99 1.48

Nikkei225

EEMD-SA 9741.54 98.69 74.47 0.99 ——
EEMD-SVR 12751.14 112.92 85.38 0.99 1.68
EEMD-RNN 11882.82 109.00 84.14 0.99 1.64
EEMD-BPNN 12131.96 110.14 84.38 0.99 1.58
EEMD-GA-WA 9716.02 98.56 74.02 0.99 1.79

The predicted values for the training data set of the S&P 500 closing price index are

illustrated in Table 4.1. From Table 4.1, it can be found that the MSE, RMSE and

MAE are respectively, 39.40, 6.27 and 2.12 of EEMD-GA-WA. Thus, it can be observed

that these results have the smallest error between the all utilised models. Therefore, this

indicates that there is less deviation between the predicted and actual values utilising

the proposed model EEMD-GA-WA. In comparison with the obtained results from the

single approach in chapter 3 Table 3.13, the EEMD-GA-WA results have the lowest error,

which implies that the model proposed in this chapter outperformed the single approach.
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Table 4.1 exhibits the cross-correlation coe�cient R results for the S&P 500, and it can

be observed that the prediction values and the actual values do not deviate too much.

Furthermore, the SD results are relatively small, which implies that the models are not

running randomly.

Table 4.1 presents the predicted values of the Nikkei 225 closing price for the training data

set. As the Table shows, the EEMD-GA-WA model results have the lowest error among

all the utilised models, which indicates that there is a smaller deviation between the actual

and predicted values using EEMD-GA-WA. In addition, compared to the single approach

results in chapter 3 Table 3.13, EEMD-GA-WA performed much better and achieved the

lowest error. Moreover, the results of the cross-correlation coe�cient R results for the

Nikkei 225, indicate that the deviation between the actual and the predicted values is

not that much. Thus, the SD results are relatively small, which implies that the models

are not running randomly.

The testing data set for the FTSE 100, S&P500 and Nikkei 225 closing price indices

prediction results utilising the proposed methods are computed and listed in Table 4.2.

From Table 4.2, it can be found that the MSE, RMSE and MAE of the EEMD-GA-WA

model outperformed the rest of the models and have the lowest error, which indicates that

there is a smaller deviation between the actual and predicated values utilising EEMD-GA-

WA. Moreover, compared to the results of the single approaches in chapter 3 Table 3.14,

the EEMD-GA-WA, EEMD-SVR, EEMD-RNN, EEMD-BPNN and EEMD-SA models

have the lowest MSE,RMSE and MAE.

Thus, it can be concluded that introducing EEMD to predict the FTSE 100, Nikkei 225

and S&P 500 has enhanced the obtained results and provided a better predict result than

the single approach models in terms of prediction error and accuracy.
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Table 4.2: The prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei
225 using EEMDSVR,EEMDRNN, EEMDBPNN, EEMD-GA-WA and EEMD-SA.

Index name Models MSE RMSE MAE R SD

FTSE100

EEMD-SA 556.31 23.58 17.95 0.98 ——
EEMD-SVR 534.47 23.11 17.58 0.98 1.45
EEMD-RNN 556.29 23.58 18.05 0.99 1.58
EEMD-BPNN 598.46 24.46 18.60 0.98 1.67
EEMD-GA-WA 518.90 22.77 17.53 0.99 1.06

S&P500

EEMD-SA 168.24 12.97 9.03 0.99 ——
EEMD-SVR 170.25 13.04 9.22 0.98 1.38
EEMD-RNN 175.19 13.23 9.0 0.99 1.54
EEMD-BPNN 177.63 13.32 9.01 0.99 1.34
EEMD-GA-WA 118.46 10.88 7.92 0.99 1.86

Nikkei225

EEMD-SA 7895.01 88.85 69.88 0.99 ——
EEMD-SVR 9757.61 98.78 78.63 0.99 1.82
EEMD-RNN 8632.35 92.91 72.82 0.99 1.53
EEMD-BPNN 900.5 94 74.91 0.99 1.49
EEMD-GA-WA 7254.00 85.95 68.47 0.99 1.92

4.4 Summary

This chapter proposed a new three-step prediction model by integrating EEMD and

RNN, BPNN, SVR, GA-WA for financial time series. The proposed models (EEMD-

RNN, EEMD-SVR, EEMD-PBNN, EEMD-SA and EEMD-GA-WA) first use EEMD to

decompose the FTSE 100, Nikkei 225 and S&P 500 into di↵erent IMFs. Since the financial

time series data is inherently noisy, EEMD is utilised to reconstruct the criterion of the

original unsteady and non-linear data into certain components which have fixed frequency

and periodicity. Furthermore, SVR, PBNN and RNN are applied to the predictions of

each IMF. After each IMF is predicted in the built RNN, PBNN and SVR models, the

final prediction results are obtained by adding the predicted results of each IMF for each

model.

One of the contributions of this thesis is introducing EEMD as a preprocessor to add

white noise and decompose the raw data into a finite set of IMFs, which have high

correlations and a simpler frequency. Moreover, this chapter compared the obtained

results of the proposed model with the single approach models in Chapter 3. Thus, the
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empirical results showed that using EEMD as a preprocessor advances the simplification

of RNN, SVR and BPNN modelling and also obtains a much more precise model than

the single approach models. Therefore, the new proposed model proved that it is better

at predicting non-linear and strong noise data than any other single model employed in

this thesis.

In addition, the weighted average combination method using GA to optimise the weight

(the EEMD-GA-WA model) was introduced to combine the final prediction results of

EEMD-SVR, EEMD-PBNN and EEMD-RNN in order to enhance the prediction accu-

racy and minimise the error. According to the experiments, the proposed hybrid model

EEMD-GA-WA produced lower prediction errors than the EEMD-SVR, EEMD-PBNN

and EEMD-RNN models.

Therefore, it can be concluded that the proposed hybrid model EEMD-GA-WA outper-

formed the EEMD-SVR, EEMD-PBNN and EEMD-RNN models.
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Chapter 5

A New Hybrid Model for Stock

Index Trend Price Prediction Based

on Wavelet transforms-RNN-SVM

and Naive Bayes

5.1 Introduction

Predicting stock price tendencies is considered to be one of the most challenging tasks

in stock market mining. A number of factors influence stock market performance, such

as political events, general economic conditions and trader expectations. Market traders

rely heavily on di↵erent types of intelligent systems to help them to make decisions and

to deal with stocks and futures [3]. However, up to date these available systems have

limited ability and capability. However, to date these available systems have had limited

ability and capability. Moreover, financial experts also find it di�cult to make accurate

predictions, due to the uncertainties involved and the characteristics of market trends.
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Generally, among market experts there is no consensus on the e↵ectiveness of predicting

a financial time series.

In the literature, many prediction techniques have been developed and introduced to

predict stock trends. Traditional regression models were one of the earliest models used

to predict stock trends. However, these models do not perform satisfactorily, as stock

data are categorised as non-stationary, non-linear time series data. Therefore, new models

from di↵erent domains, which have the ability to understand and learn from non-linear

data sets, have been introduced to predict stock direction movements. ANN, SVM,

and Nave Bayes are three machine learning algorithms, and other techniques from the

signal processing domain, such as Wavelet Transformation (WT), are most widely used

for predicting stock and stock price movements. More information about SVM, ANN

and Nave Bayes is available in Chapter 2 and 3. Wavelet analysis is considered to be

a relatively new field in signal processing [63]. It can be defined as a mathematical

function that decomposes data into di↵erent frequency components, where studying each

component is considered in order to match it to its resolution scale, where the scale

denotes a time horizon [216]. Generally, wavelet filtering is relatively close to the volatile

and time-varying characteristics of real-world time series and therefore it is not limited by

any assumptions such as being stationary [210]. The process of decomposing the data set

into di↵erent scales by wavelet transformation makes the data after decomposition more

useful for distinguishing seasonality, revealing structural breaks and volatility clusters,

and identifying local and global dynamic properties of a process at specific time-scales

[97]. Experimental results have shown that wavelets algorithms are useful, particularly for

analysing, modelling and predicting the behaviour of any diverse data set such as financial

instruments (stocks, exchange rates) [214] [201]. Therefore, this chapter adopts WT using

the Haar wavelet to decompose the time series, in order to tackle any problems associated

with data redundancy and being non-stationery. Thus, numerous practical problems are

related to the quite large number of input variables, which are quite large. In addition,
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these input variables are characteristically redundant. As a results of such characteristic,

eliminating the redundant variables could lead to enhancing the performance of prediction

models. Moreover, by reducing the data dimensionality and eliminating the redundant

variables, the interpret-ability of predictive model can be enhanced [146].

In Chapter 2 a single approach model is presented to predict the direction of stock

prices. However, the results were not satisfactory. Therefore, this chapter proposed a

new stock movement prediction approach which integrates Wavelet Transform, SVM,

RNN and Naive Bayes to enhance the prediction capability. Moreover, a hybrid model

is proposed to combine the output of the WT-SVM, WT-RNN and WT-Naive Bayes

as the weights of these proposed methods are determined by the GA. The chapter is

organised as follows: Section 5.2 describes the prediction procedure of the hybrid model.

Subsection 5.2.1 introduces the WTmethod. The hybrid combination steps are illustrated

in Subsection 5.2.2. Section 5.3 presents the results based on real data sets. Finally

Section 5.4 concludes this chapter.

5.2 Hybrid Modelling and Prediction Procedures

The proposed approach in this chapter consists of three steps. The first step utilises

wavelet transformation in order to decompose the predictor variable under di↵erent basic

functions and decomposition stages to generate the sub-series. In the second step, the

obtained sub-series from the first step is applied in SVM, RNN and Naive Bayes as a new

input variable to build a prediction model. Finally, in the third step, the SVM, RNN

and Naive Bayes are combined, and the weights of these three models are determined

by the GA. Moreover, the purpose of the proposed method in this chapter is to predict

stock index price movement. Thus, this chapter carries out the stage two of phase two

as explained earlier in Chapter 3 Section 3.4 in Figure 3.10.
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Figure 5.1: The overall process of WT based SVM, Naive Bayes and RNN hybrid method-
ology.

To evaluate the proposed method, this chapter uses the eight technical indicators of the

three stock market indices, FTSE 100, Nikkei 225 and S&P500; more details about these

indicators are available in Chapter 3 Section 3.2.2. Figure 5.1 shows the main procedures

of the proposed model approach. The following points illustrate the implementation steps

of the new hybrid model:

• Step one: selecting technical indicators as feature subsets. Subsection 3.2.2 in

Chapter 3 explained and summarised the selected technical indicators and how

they were selected. The proposed WT is applied for preprocessing the input data.

As mentioned earlier, three levels of wavelet preprocessing are implemented and

RMSE is used to measure the performance of WT. Subsection 5.2.1 illustrates the

WT process. The purpose of this step is to remove the noise in the original data.

• In the second step, after the data has been decomposed by WT, the Naive Bayes,

RNN and SVM models are used to predict the new input variables. In addition,

the Nave Bayes, RNN and SVM methods and model topologies are exhibited in

Chapter 3.
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• Step three; the weighted average combination function was utilised to combine

the di↵erent WT-RNN, WT-BPNN and WT-SVR methods. An optimiser genetic

algorithm is used to determine the weight of the combiner; more details on this step

are available in Subsection 5.2.2.

5.2.1 Wavelet Transform (WT)

The capability of revealing certain aspects of data is one of the main advantages of

wavelet transformation which is missing in other signal analysis techniques. Such aspects

can be trend, breakdown points, discontinuities in higher derivatives and self-similarity.

Therefore, such an advantage makes wavelet transformation suitable for the analysis of

non-linear and non-stationary financial time series. In addition, the ability to decompose

a time series into multiple resolution constituent time series by wavelet transformation

is also a main reason for using it in time series data analysis. According to Gencay et

al.[96], insights into the dynamics of financial time series are provided by wavelet methods,

in a way that is beyond what other standard time series methodologies could provide.

Moreover, Jin et al.[164] argue that, in practice, local characteristics of a non-stationary

time series can be indicated by the obtained wavelet coe�cients at a time scale space in

order to identify the state of the system, which often extracts features.

According to Ramsey [214], analysing economic and financial data using the wavelet ap-

proach has many benefits such as flexibility in handling very irregular data series, time

scale decomposition of data and non-parametric representation of each individual time

series, as well as determining whether a time series can be predicted at the corresponding

prediction horizon. Therefore, as a result of such benefits, researchers have introduced

this prediction approach using wavelet transformation. Early studies in the use of wavelet

transformation are discussed in [10], [16], [99], [77], [251] and [135]. Thus, decomposing

the signal into time scale components by wavelet transformation is the main reason for
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utilising such an approach, and then treating each approximation at each time scale as

a separate series. Although the wavelet transformation approach has shown significant

results in predicting financial time series, decomposition with wavelet transformation has

a major disadvantage, which is that the cumulative error from predicting each resolution

level could be greater than those from predicting the original time series directly. There-

fore, in order to tackle such drawbacks, an investigation is necessary to find out under

which situations a decomposition method with wavelet transformation outperforms single

resolution approaches.

In this chapter, the Haar wavelet is applied as a main wavelet transformation tool. Thus,

the wavelets role is not just decomposing the data into terms of times and frequency, but

it also has another important role, which is reducing the processing time significantly. In

this chapter n denotes the size of time series, and then the used wavelet decomposition

can be determined in O(n) time [2]. The wavelet theory is based on Fourier analysis,

where any function is represented as the sum of the sine and cosine functions. Equation

5.1 illustrates the wavelet admissibility condition, where the wavelet  (t) is simply a

function of time t that obeys a basic rule [98].

C =

Z 1

0

 (f)

f
df < 1 (5.1)

In Equation 5.1 the Fourier transform and frequency f function of  (t) is C . Wavelet

transform (WT) can be defined as that mathematical tool which can be implemented

to solve numerous applications problems such as signal processing and image analysis.

Thus, the first implementation of WT was to solve the problem associated with the

Fourier transformations as they occur. As a result of the data characteristics, such as

being non-stationary or the fact that the data are localised in time, space, or frequency,

the occurrence could take place. Within the given function /family there are two types

of wavelets, depending on the rule of normalisation. The first type is the father wavelet
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where the smooth and low-frequencies are described. The second type of wavelet is the

mother wavelet where the high-frequency components details are described. The father

wavelet is represented in Equation 5.2 and the mother wavelet also is represented in

Equation 5.3, in both equations j = 1, ..J where J is the wavelet decomposition level

[215].

�j,k = 2�j/2�
�
t� 2jk/2j

�
(5.2)

 j,k = 2�j/2 
�
t� 2jk/2j

�
(5.3)

In Equations 5.2 and 5.3 which represent the two wavelet types (father and mother), the

maximum scale sustainable by the number of data is denoted by J and satisfies:

Z
� (t) dt = 1and

Z
 (t) dt = 0 (5.4)

For example a time series data function f(t) considered as an input by wavelet analysis,

where a sequence of projections can be built up onto father and mother wavelets which

is indexed by both {k} , k = {0, 1, 2, ....} and by {s} = 2j {j = 1, 2.J}. Thus in order to

analysis real discrete sample data, a lattice for making calculations is required. Therefore,

from a mathematical perspective it is convenient to use a dyadic expansion as Equation

5.4 illustrates. The projections which can give expansion coe�cients are illustrated in

Equation 5.5:

sJ,k =
R
�J,kf (t) dt

dJ,k =
R
 J,k (t) dt (j = 1, 2, ..J)

(5.5)

Equation 5.6 defines the orthogonal wavelet series approximation to f(t):

f (t) =
P

k sJ,k (t) +
P

k dJ,k J,k (t) +
P

k dJ�1,k J�1,k (t)

+......+
P

k d1,k 1,k (t)
(5.6)
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Briefly it can be also represented in another form as Equation shows:

f (t) = sJ (t) +DJ (t) +DJ�1 (t) + ...+D1 (t)

SJ (t) =
P

k sJ,k�J,k (t)

DJ (t) =
P

k sJ,k J,k (t)

(5.7)

Equation 5.6 illustrates how WT is used to calculate the coe�cient of the wavelet series

with finite extent for a discrete signal f1, f2, .....fn. Mapping the vectors f = f1, f2, .....fn

to a vector of n wavelet coe�cient w = w1, w2, .....wn by WT, where both the smoothing

coe�cient SJ,k and detail coe�cient dJ,k, j = 1, 2, ..J are contained. The SJ,k denotes the

underlying smooth behaviour of signal at scale coarse 2J , whereas, dj,k can be described

as a coarse scale deviation from the smooth behaviour, and thus dj�1,k, ..d1,k provides the

progressively finer scale deviations from the smooth behaviour [224].

In the case of n is divisible by 2J , d1,k, which contains n/2 observations at the finest scale

21 = 2, and n/4 observations in d2,k at the second finest scale 21 = 2. Therefore, dj,k and

sj,k each contain n/2J observations. Equation 5.8 illustrates this case where:

n = n/2 + n/4 + ...+ n/2J�1 + n/2J (5.8)

Thus f(t) represents the original data, S1 denotes the approximation signal, where D1 is

a detailed signal. In this Chapter the multi-resolution decomposition is defined for the

signal by specifying that the coarsest scale is SJ and SJ�1 = SJ +DJ .In addition, Sj�1 =

Sj + Dj which{SJ , SJ�1, ..S1} and thus with ever increasing refinement, the sequence

of multi-resolution approximations of the function f(t). {SJ , DJ , DJ�1, ....Dj, ..., D1} is

given the corresponding multi-resolution decomposition of f(t). A set of orthogonal signal

components are represented in the sequence of terms SJ , DJ , DJ�1, ....Dj, ..., D1 which

represents the signal at resolutions 1 to J . Thus each DJ�k is providing the orthogonal

increment to the representation of function f(t) at the scale 2J�k. Therefore, in the case
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of the data pattern being very rough, the wavelet process is repeatedly applied. Generally

the main aim of preprocessing the data is to minimise the error between the signal before

and after the transformation. Thus, in this process the noise in the data can be removed.

One of the main reasons for preprocessing the data is to reduce the adaptive noise in the

training pattern which will tackle any risk problem related to over-fitting in the training

phase [207]. Thus, WT is adopted for preprocessing the data in this chapter three times.

5.2.2 Hybrid Combination Model WT-GA-WA

In the literature, di↵erent combination methods of prediction techniques have been widely

investigated. In short-range predictions, combining various techniques is more useful

according to [293], [12]. According to the Timmermann study, using the simple average

may work as well as more sophisticated approaches. However, using one model can

produce more accurate predictions than any other methods. Therefore, simple averages

would not be su�cient in such cases [242]. Compared with di↵erent prediction models, the

hybrid prediction method is based on a certain linear combination. The assumption for

the actual value in period t by model i is fit (i = 1, 2, ...m), the corresponding prediction

error will be eit = yt � fit. And also the weight vector will be W = [w1, w2, ....wm]
T ..

Then in the hybrid model the predicted value is computed as follow [104] [61]:

ŷt =
mX

i=1

wifit (t = 1, 2, ....n) (5.9)

mX

i=1

wi = 1 (5.10)

Equation 5.9 can be expressed in another from, such as:

ŷ = FW

where ŷ = [ŷ1, ŷ2, ....ŷn]
T , F = [fit]n⇥m

(5.11)
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The error for the prediction model can be formed as Equation 5.12 illustrated.

et = yt � ŷt =
Pm

i=1 wiyt �
Pm

i=1 wifit =
Pm

i=1 w1wi (yt � fit) =
Pm

i=1 wieit

(5.12)

This research proposes a hybrid model combining WT-SVM, WT-Naive Bayes and WT-

RNN.

Ŷcombined
t

=
w1ŶWT�SVM + w2ŶWT�NaiveBayes + w3ŶWT�RNN

(w1 + w2 + w3)
(5.13)

The prediction values in period t are Ŷcombined
t

, ŶWT�SVM , ŶWT�NaiveBayes and ŶWT�RNN

for the hybrid, EWT-SVM, WT-Naive Bayes and WT-RNN models, where the assigned

weights are w1, w2, w3 respectively, with
P3

i=1 wi = 1.0  wi  1.

Figure 5.2: The flow chart of the WT-GA-WA hybrid model.
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The most important step in developing a hybrid prediction model is to determine the

perfect weight for each individual model. Setting w1 = w2 = w3 = 1/3 in Equation 5.13 is

the simplest combination method for the three prediction models. Nevertheless, in many

cases equal weights cannot achieve the best prediction result. Therefore, this chapter

adopts a hybrid approach utilising GA as an optimiser to determine the optimal weight

for each prediction model. Figure 5.2 illustrates the architecture of the WT-GA-WA

hybrid model. Moreover, the GA algorithm is explained in Chapter 4 Subsection 4.2.2.1.

5.3 Results and Discussions

The new hybrid model in this chapter is based on the WT, SVM, RNN, Nave Bayes and

WT-GA-WA hybrid models. These are constructed to predict the direction of the closing

prices of the FTSE 100, S&P 500 and Nikkei 225 indices. To the best of the researchers

knowledge this chapter adopts a new prediction method to predict the exact changes

in the closing price of stock indices. To demonstrate the validity of the new adopted

methods, this section compares the results of the single approach from Chapter 3 with

the results of the new hybrid model. As explained earlier in Section 5.2 the proposed

approach consists of three steps. Thus, the selection criteria of the input variable is

explained in Section 3.2.2 Chapter 3. The first step is to decompose the input variable

by WT. The second step is to predict those decomposed variables by SVM, RNN and

Naive Bayes. The third step is to combine the predicted results by the proposed hybrid

model as explained in Section 5.2.2.

Table 5.1 shows the predicted results of the direction movement of the closing price for the

FTSE 100 training data set using the WT-SVM, WT-RNN, WT-Naive Bayes, WT-SA

and WT-GA-WA models. It can be found from Table 5.1 that the MSE, RMSE and MAE

of the WT-GA-WA model for the FTSE 100 predicted values are, respectively, 23.82, 4.88

and 3.37. Thus, it can be observed that these results are the smallest among the rest
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of the proposed models. Therefore, it indicates that there is smaller deviation between

the actual and predicted values utilising the suggested model WT-GA-WA. Moreover,

compared to the obtained predicted results form single approach in chapter 3 Table 3.15,

the WT-GA-WA model has the lowest MSE, RMSE and MAE. The cross correlation

coe�cient R results for all prediction models of FTSE 100 indicates that the prediction

values and the actual values are not deviating too much. In addition, each methods were

run twenty times and the standard deviation was calculated. Thus, it can be observed

that the results of SD for all models are relatively small, which implies that the models

are not running randomly.

Table 5.1: The Trend prediction result of training data sets for FTSE 100, S&P 500
and Nikkei 225 using WT-SVM, WT-RNN, WT-SA, WT-Naive Bayes and WT-GA-WA
hybrid model.

Index name Models MSE RMSE MAE R SD

FTSE100

WT-SVM 86.42 9.29 6.09 0.80 1.36
WT-RNN 44.11 6.64 4.59 0.90 1.25
WT-Naive Bayes 40.28 6.34 4.02 0.99 1.07
WT-SA 39.56 6.28 3.94 0.95 ——
WT-GA-WA 23.82 4.88 3.37 0.99 1.49

S&P500

WT-SVM 8.16 1.51 2.85 0.78 1.94
WT-RNN 5.42 2.32 1.22 0.85 1.32
WT-Naive Bayes 5.5 2.34 1.11 0.96 0.87
WT-SA 6.36 2.52 1.35 0.93 ——
WT-GA-WA 0.005 0.07 0.009 0.99 1.71

Nikkei225

WT-SVM 1574.11 39.67 28.40 0.87 1.74
WT-RNN 725.20 26.92 20.55 0.94 1.18
WT-Naive Bayes 0.41 0.64 0.02 0.99 2.40
WT-SA 409.93 20.24 15.18 0.91 ——
WT-GA-WA 0.40 0.63 0.02 0.96 1.95

The S&P 500 predicted values of direction movement of closing price for the training

data set are illustrated in Table 5.1. From the Table 5.1, it can be found that the MSE,

RMSE and MAE are respectively, 0.005, 0.07 and 0.009 of WT-GA-WA. Thus, it can be

observed that these results are the smallest error between the all utilised models. This

indicates that there is smaller deviation between the predicted and actual values utilising

the proposed model WT-GA-WA. In comparison with the obtained results from the single
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approach in chapter 3 Table 3.15, the WT-GA-WA results have the lowest error, which

implies that the proposed model in this chapter outperformed the single approach. Table

5.1 exhibits the cross-correlation coe�cient R results for the S&P 500. It can be observed

that the prediction values and the actual values do not deviate too much. However, SD

results are relatively small, which implies that the models are not running randomly.

The computed predicted results for the Nikkei 225 direction movement of the closing

price for the training data sets are presented in 5.1. The table shows that the WT-GA-

WA model results have the lowest error among all the utilised models, which indicates

that there is a smaller deviation between the actual and the predicted values using WT-

GA-WA. In addition, compared to the single approach results in chapter 3 Table 3.15,

WT-GA-WA performed much better and achieved the lowest error. Moreover, the results

of the cross-correlation coe�cient R for the Nikkei 225 indicate that the deviation between

the actual and the predicted values are not that much. Thus, SD results are relatively

small, which implies that the models are not running randomly.

Table 5.2: The Trend prediction result of testing data sets for FTSE 100, S&P 500
and Nikkei 225 using WT-SVM, WT-RNN, WT-SA, WT-Naive Bayes and WT-GA-WA
hybrid model.

Index name Models MSE RMSE MAE R SD

FTSE100

WT-SVM 47.50 6.89 5.63 0.93 1.52
WT-RNN 106.75 10.33 8.00 0.83 1.42
WT-Naive Bayes 199.97 14.14 11.63 0.48 1.29
WT-SA 74.53 8.63 6.55 0.84 ——
WT-GA-WA 35.95 5.95 4.34 0.94 1.17

S&P500

WT-SVM 46.20 6.79 2.633 0.88 1.03
WT-RNN 55.57 7.45 2.70 0.55 0.92
WT-Naive Bayes 54.58 7.38 3.05 0.89 0.94
WT-SA 51.98 7.20 5.14 0.83 ——
WT-GA-WA 42.43 6.51 2.56 0.89 1.50

Nikkei225

WT-SVM 1344.27 36.66 26.16 0.81 2.34
WT-RNN 2544.99 50.44 33.56 0.76 1.91
WT-Naive Bayes 6010.71 77.52 58.31 0.54 2.34
WT-SA 2261.00 47.55 34.90 0.78 ——
WT-GA-WA 1318.03 36.30 25.18 0.88 1.04

Table 5.2 presents the predicted results of the direction movement of the FTSE 100,
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S&P500 and Nikkei 225 closing prices for the testing data set using the proposed models.

It can be found from Table 5.2 that the MSE, RMSE and MAE values of the WT-GA-

WA model are significantly smaller than the rest of the models, which indicates that there

is a smaller deviation between the actual and predicated values utilising WT-GA-WA.

In addition, comparing the obtained results of the proposed models in this chapter with

the obtained results of single approaches in chapter 3 Table 3.16, the WT-GA-WA, WT-

SVM, WT-RNN, WT-Nave Bayes and WT-SA models have the lowest MSE, RMSE and

MAE. Thus, it can be concluded that integrating WT into the utilised AI techniques to

predict the trends of the FTSE 100, S&P 500 and Nikkei 225 indices has enhanced the

prediction results and minimised the prediction errors.

Figure 5.3: The actual FTSE 100 closing direction price Index and its predicted values
from WT-SVM, WT-RNN, WT-Naive Bayes, WT-SA and WT-GA-WA hybrid models.

The prediction values of the FTSE 100 closing price direction movement versus the actual

closing price direction movement of the proposed models are illustrated in Figure 5.3. It

can be observed from Figure 5.3 that the predicted values obtained from WT-GA-WA,

WT-SVM, WT-RNN, WT-Naive Bayes and WT-SA models are closer to the actual price

than the predicted values of the single approach models in Figure 3.29. In addition,
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the WT-GA-WA predicted values are closer to the actual values than the other utilised

models.

Figure 5.4: The actual Nikkei 225 closing direction price Index and its predicted values
from WT-SVM, WT-RNN, WT-Naive Bayes, WT-SA and WT-GA-WA hybrid models.

The predicted direction movement of the Nikkei 225 closing price values by the WT-GA-

WA, WT-SVM, WT-RNN, WT-Naive Bayes and WT-SA models and actual values are

illustrated in Figure 5.4. Thus, it can be noticed from Figure 5.4 that the predicted values

from the WT-GA-WA, WT-SVM, WT-RNN, WT-Naive Bayes and WT-SA models are

closer to the actual values of the Nikkei 225 than those from the single approach models

in Figure 3.28. In addition, the predicted values from the WT-GA-WA, WT-SVM, WT-

RNN, WT-Naive Bayes and WT-SA models have a smaller deviation between their results

and the actual values of the Nikkei 225 closing prices direction movement, as Figure 5.4

indicates.

Figure 5.5 depicts the actual S&P 500 closing price direction movement values and pre-

dicted values from the WT-GA-WA, WT-SVM, WT-RNN, WT-Naive Bayes and WT-SA

models. From the figure it can be observed that the predicted values of all the models

have a smaller deviation with the actual values. Thus, in comparison with the single-
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Figure 5.5: The actual S&P 500 closing direction price Index and its predicted values
from WT-SVM, WT-RNN, WT-Naive Bayes, WT-SA and WT-GA-WA hybrid models.

approach predicted values from figure 3.27, the results in figure 5.5 indicate that the

WT-GA-WA, WT-SVM, WT-RNN, WT-Naive Bayes and WT-SA predicted values are

closer to the actual S&P 500 direction movement of the closing prices. Thus, it can be

concluded that the predicted values of the proposed models in this chapter are closer to

the actual values than those of the single approach models in chapter 3.

5.4 Summary

This chapter presented a new hybrid prediction model to predict the exact change in

the closing prices of the FTSE 100, Nikkei 225 and S&P500 indices. To the best of

the researchers knowledge the proposed model is introduced for the first time in this

chapter.As explained earlier, this chapter exhibited stage two of phase two of the proposed

prediction model for this study. Thus, the aim of the proposed method is to build

an integrated hybrid system, WT-GA-WA, to predict the stock closing price direction

movement. The hybrid system involves three steps: 1) preprocessing the data using
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Wavelet Transform (WT) this step implements WT to decompose the data in order to

eliminate the noise; 2) application of SVM, RNN and Naive Bayes is used to predict the

decomposed data; 3) the use of the WT-GA-WA hybrid model to combine the predicted

data.

The proposed approach is compared with the single approach models and the benchmark

model. Thus, the results from implementing the new models greatly outperform the

other single approach models. Moreover, in order to create more comparative benchmark

problems and also to provide su�cient evidence that the proposed models are robust,

other data sets were utilised .

The results show that the proposed models are applicable. Therefore, it can be concluded

that the proposed model WT-GA-WA greatly outperforms the WT-SVM, WT-RNN,

WT-Naive Bayes and WT-SA models.
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Chapter 6

A New Hybrid Heuristic Rules

Based System for Stock Price

Prediction

6.1 Introduction

Stock price prediction is an important topic in the financial domain, and it has received in

recent years considerable attention from market participants and researchers. However,

this topic is described by many researchers as one of the most challenging tasks due to its

high volatility, complexity, dynamics and turbulence. A number of methodologies have

been used in an attempt to predict the stock price. These various methodologies can be

broadly categorised into fundamental analysis, technical analysis, traditional time series

techniques and computational intelligence techniques, which are described in detail in

previous chapters. Moreover, and after much investigation into the increasing movements

of market prices, the researcher concluded that the stock prices do not follow the random

walk assumption. Thus, they are behaving in a highly non-linear, dynamic manner. In

132



addition, the random walk theory of stock price future movements may merely be a

veil of randomness that shrouds a noisy non-linear process [247]. As a result, and in

order to remove this veil and to deliver reliable prediction results, the application of

AI was introduced. However, it has been commonly reported that there is no single

computational method that solves all the problems. Therefore, utilising and introducing

a hybrid model, or combining di↵erent models, has become a common practice in order

to improve prediction performance.

The early attempts in this field have expanded dramatically since the early research of

[219] [19]. A comprehensive review and annotated bibliography are provided by Clemen

[62] in this area. Moreover, Abraham et al [1] were one of the earliest scholars to have

introduced hybridised soft computing techniques to build automated stock market pre-

diction and trend analysis. Generally, the main purpose of combining di↵erent prediction

models is to use each unique feature of the combined models in order to capture the va-

riety of di↵erent patterns in the data. Theoretical and empirical findings have indicated

that combining di↵erent models can be an e↵ective and e�cient way to improve predic-

tion performance [175] [192] [200] [267]. In the literature there are many di↵erent utilised

combination methods that have been introduced by researchers in order to improve the

prediction performance. However, recent studies have shown that the direction of re-

search on building stock prediction approaches can be roughly grouped into two types:

time series prediction, and trend prediction. To the best of the researchers knowledge,

this chapter introduces for the first time a new hybrid heuristic-rules-based combination

system using a static (trend prediction) model and a dynamic (time series prediction)

model in order to improve financial time series prediction performance. Moreover, this

chapter represents phase three as explained earlier in Figure 3.10.

The remainder of this chapter is organised as follows: Section 6.2 introduces the proposed

heuristic combination rules. Section 6.3 presents the results and discussions. Finally the

summary of this Chapter is drawn in Section 6.4.
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6.2 The Hybrid Heuristic Rules Based System Pro-

cedures

Hybridisation and combination approaches have been a common practise in modelling

and predicting stock prices after the literature verified that the single approach did not

solve all the problems. Thus, it was reported that in the prediction process, the hybrid

approach system achieved a better performance level in comparison with traditional ap-

proach systems [26] [36] [143] [162] [189]. Thus, from the above discussion and that in

chapter 2, it can be concluded that each algorithm can tackle this problem. However, it

is also noted that each algorithm has its own limitations. Therefore, and in order to im-

prove the prediction accuracy, this chapter proposes a new hybrid combination model. In

accordance with Wolperts theorem [269], Hybrid Intelligent Systems (HISs) are described

as a free set of computational intelligence techniques combined together in order to solve

a given problem, which covers all the computational phases from data preprocessing up

to the final output. Figure 6.1 illustrates the procedures of the new hybrid prediction

method.

It includes three phases, as shown in Figure 6.1. Phase 1 is a hybrid dynamic approach to

predict the next day closing price of the FTSE 100 Nikkei 225 and S&P 500 indices, using

the historical closing price as inputs. This approach is explained in detail in Chapter 4.

Phase 2 is a hybrid static approach to predict the exact direction movement of the FTSE

100 Nikkei 225 and S&P 500 next day closing prices by using the technical indicators as

inputs. The prediction procedures of this approach are explained in Chapter 5. Phase

3 exhibits the procedures of the heuristic combination rules, using dynamic and static

hybrid approaches. As the first two phases are explained in the previous chapters, this

section will focus on explaining Phase 3.
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Figure 6.1: The Procedure of The Hybrid Heuristic Combination System.

6.2.1 Heuristic Rules

The heuristic approach is defined as that set of realistic and practical approaches that

are easier to put into practice [255]. The general heuristic rule in this study is to combine

the prediction results of the dynamic model where the prediction results of the static

model are used as a factor in the fitness function alongside the threshold factor. After

explaining the general purpose of the heuristic rules, these rules are transformed into IF-

THEN rules. In this chapter the basic idea is to set rules for the system theory to convert
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heuristic rules into IF-THEN rules to build a combination model in order to enhance the

prediction accuracy. The transformation into IF-THEN rules can be achieved by the

following steps:

• Before the simulation is started, a few steps are required to prepare the input data

sets. As Figure 6.1 illustrates, there are four inputs to the heuristic combination

method; one is from the static model and the rest are from the dynamic model.

The first preprocessing step is to transform the output of the static model �ŷt+1

into Ŷt as equation 6.1 illustrates.

Ŷt = (�ŷt+1 + Yt) (6.1)

Where �ŷt+1 is the trend predicted value from the static model, Yt is the previous

closing day price of the stock index and then Ŷt is the predicted closing price of the

day t.

• The second step is making sure that the same data size of the in-sample out-of-

sample data sets remain the same as the one in the dynamic and static models.

• The third step is setting up the IF-THEN rules, after transforming the input data

set and splitting the input data sets into in-sample and out-of-sample data sets.

The IF-THEN rules base can be set. In the presented experimental protocol the

aim is to combine the three dynamic models where the static model is used as a

reference to determine the absolute error in the fitness function.

After implementing these steps, the next step is to generate the new IF-THEN rules.

Equations 6.2 and 6.3 illustrate the input and the output which will be defined as an

ultimate rule. Moreover, the threshold factor is determined by trial and error techniques

based on the RMSE of the in-sample (training) data set.

f t
HHRS =

�
f t
EEMD�SV R + f t

EEMD�PBNN + f t
EEMD�RNN

�
÷ 3 (6.2)
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Abs� E = Ŷt � f t
HHRS (6.3)

Where in Equation 6.2 f t
HHRS is the predicted value of Hybrid heuristic Rules System

(HHRS), f t
EEMD�SV R is the predicted value of EEMD-SVR model, f t

EEMD�PBNN is the

predicted value of EEMD-PBNN and f t
EEMD�RNN is the predicted value of EEMD-RNN.

Abs�E is the absolute error of Ŷt the static model obtained predicted value of the next

day closing price of the day t - the f t
HHRS.

Rule i:

IF Abs� Ei is > Thresholdi, Then f t
HHRS =

�
f t
EEMD�SV R + f t

EEMD�PBNN

�
÷ 2

IF Abs� Ei is > Thresholdi, Then f t
HHRS =

�
f t
EEMD�SV R + f t

EEMD�RNN

�
÷ 2

IF Abs� Ei is > Thresholdi, Then f t
HHRS =

�
f t
EEMD�PBNN + f t

EEMD�RNN

�
÷ 2

Abs�Ei and Thresholdi are the term of the IF-THEN rules. Thus in the process of in-

sample data, the main task is to find the suitable threshold factor for the fitness equation

6.3. Figure 6.2 represents the operation process of the IF-THEN rules. Thus the steps

are explained step-by-step in the following points:

• Set up the IF-THEN rules parameters and initialise a set of rules.

• Generate a current rule and start the combination procedures.

• Search for the solution rules that obtain the minimum error.

• Remove the least accurate. Then repeat the previous point.

• After the best IF-THEN rule is determined, the predicted value is generated and

the model performance is measured.
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Figure 6.2: The Operation Process of IF-THEN Rules.

6.3 Results and Discussions

The proposed system HHRS is implemented in this section using the predicted values from

earlier explained hybrid models, dynamic model and static model. Thus, the proposed

HHRS system performance is compared with the benchmark model AR from Chapter

3. The SA model is used to combine the single approach models in Chapter 3 and the

EEMD-GA-WA model which is presented in Chapter 4, in order to demonstrate the

validity of the proposed system for predicting the FTSE 100, S&P 500 and Nikkei 225

next day closing prices.

Table 6.1 represents the FTSE 100 closing price index prediction results of the testing

data set using the SA, AR, EEMD-GA-WA and HHRS models. SA, AR and EEMD-GA-

WA are listed in Table 6.1 in order to compare them with the HHRS proposed system.

Moreover, the threshold was determined by a set of trial and error conducted to choose
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the best value of the threshold; di↵erent ranges of values were conducted to choose the

optimal threshold value from a range of values. The optimal value was selected based on

the lowest RMSE on the training data set. Hence, the determined threshold for modelling

FTSE 100, Nikkei 225 and S&P 500 are respectively, 30, 550 and 10. It can be found

from Table 6.1 that the MSE, RMSE and MAE of the HHRS system for the FTSE 100

predicted values are, respectively, 35.79, 5.98 and 3.52. Thus, it can be observed that

these results are the smallest in comparison with the other listed models. This indicates

that there is smaller deviation between the actual and predicted values utilising the

proposed system HHRS. Moreover, compared to the obtained predicted results from the

single approach in Table 3.14 and the hybrid proposed models in Table 4.2, the HHRS

system obtained the lowest MSE, RMSE and MAE. The cross-correlation coe�cient R

results for all of the prediction models for the FTSE 100 indicate that the prediction

values and the actual values do not deviate too much. Hence, the HHRS system has

outperformed all of the proposed models in this thesis significantly.

In addition, the predicted values for the testing data set of the S&P 500 closing price

index are illustrated in Table 6.1. Table 6.1 shows the MSE, RMSE and MAE values

which are respectively, 77.76, 8.81 and 7.00 for the HHRS system. Thus, it can be

observed that these results contain the smallest error between all of the utilised models.

This indicates that there is smaller deviation between the predicted and actual values

utilising the proposed model HHRS. In comparison with the obtained results from the

single approach in Chapter 3 Table 3.14 and the hybrid proposed models in Table 4.2, the

HHRS results have the lowest error, which implies that the proposed model in this chapter

outperformed the single approach. Table 6.1 presents the cross correlation coe�cient R

results for the S&P 500, and it can be observed that the prediction values and the actual

values do not deviate too much.

Table 6.1 presents the predicted value of the Nikkei 225 closing price for the testing

data set. As the table shows, the results of HHRS have the lowest error in comparison
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with all the utilised models, which indicates that there is a smaller deviation between the

actual and the predicted values using HHRS. In addition, compared to the single approach

results in Table 3.14 and the hybrid proposed models in Table 4.2, HHRS outperformed all

of the single approach models. Moreover, the results of the cross- correlation coe�cient R

results for the Nikkei 225 indicate that the deviation between the actual and the predicted

values is not that much.

Thus, it can be concluded from the results illustrated in Table 6.1 that the proposed

model HHRS has outperformed all of the utilised approaches in this study in all of the

data sets.

Table 6.1: The prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei
225 using HHRS, EEMD-GA-WA, EEMD-SA, AR and SA.

Index name Models MSE RMSE MAE R

FTSE100

SA 2033.77 45.09 35.99 0.95
AR 1815.46 42.60 31.95 0.95
EEMD-GA-WA 518.90 22.77 17.53 0.99
HHRS 35.79 5.98 3.52 0.99

S&P500

SA 267.22 16.34 12.21 0.96
AR 240.56 15.51 11.68 0.96
EEMD-GA-WA 118.46 10.88 7.92 0.99
HHRS 77.76 8.81 7.00 0.99

Nikkei225

SA 34761.99 186.44 135.32 0.99
AR 34806.38 186.56 134.88 0.99
EEMD-GA-WA 7254.00 85.95 68.47 0.99
HHRS 6883.62 82.96 64.67 0.99

The predicted values of the FTSE 100 by the SA, AR, EEMD-GA-WA and HHRS models

are shown in Figure 6.3. It can be observed from Figure 6.3 that the predicted values

obtained from the proposed model HHRS are closer to the actual price than the other

predicted values of the other models.

The actual S&P 500 closing price values and predicted values of the SA, AR, EEMD-GA-

WA and HHRS models are presented in Figure 6.4. It can be observed from Figure 6.4

that the predicted values from the HHRS model are closer to the actual values of the

S&P 500 than the rest of the models from Figure 3.26 and from Figure 4.7.
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Figure 6.3: The actual FTSE 100 closing price Index and its predicted values from SA,
AR, EEMD-BPNN, EEMD-GA-WA and HHRS models.

Figure 6.4: The actual S&P 500 closing price Index and its predicted values from SA,
AR, EEMD-BPNN, EEMD-GA-WA and HHRS models.

Figure 6.5 depicts the actual Nikkei 225 closing price values and predicted values from

the SA, AR, EEMD-GA-WA and HHRS models. From the Figure 6.5 it can be observed

that the predicted values of all the models have smaller deviations with the actual values.

Thus, in comparison with single approach predicted values from Figure 3.24 and the

hybrid model from Figure 4.8, the results in Figure 6.5 indicate that the HHRS model

predicted value is closer to the actual Nikkei 225 closing prices. Thus, it can be concluded
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that the predicted values of the proposed models in this chapter are closer to the actual

values than those of the single approach models in chapter 3 and the hybrid approach

models in Chapter 4.

Figure 6.5: The actual Nikkei 225 closing price Index and its predicted values from SA,
AR, EEMD-BPNN, EEMD-GA-WA and HHRS models.

6.4 Summary

This chapter presents a new approach based on the IF-ThEN rules system for building a

stock price predicting expert system HHRS, and thus improving the prediction accuracy

is the main aim. In the first phase a hybrid dynamic approach is proposed to predict the

next day closing price for the chosen data set. Therefore, this phase is divided into three

stages. Stage one: decompose the stock data by EEMD into a di↵erent number of IMFs.

The second stage is predicting each IMF by RNN, PBNN and SVR. The third stage is

calculating the sum of the IMF in order to obtain the final prediction results. Thus, this

phase is presented in detail in Chapter 4. In the second phase, a static hybrid model

was built where technical indicators were used as model input variables. This phase is

also divided into three stages. The first stage is to create target data sets; this approach
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intends to predict the exact change of stock price, and then use the statistical tool to

generate the technical indicators. The second stage is transforming the data sets by WT

and then predicting it by using the SVM, RNN and Naive Bayes AI techniques. The

third stage is combining the predicted results of the three AI techniques by WA, where

GA is used as an optimiser to determine the weights. Moreover this phase is explained

step-by-step in Chapter 5. In this chapter, the static model is used as a support model

to enhance the prediction accuracy, where it is used as a reference in the fitness function

in the proposed model. According to a survey of 692 fund managers in five countries

by Menkho↵ [183], the majority of fund managers rely on technical analysis. Thus, this

study highlights the importance of technical indicators in supporting the decision makers

in the market to make a decision with regard to selling or buying in the market. Phase

Three is presented and explained in the earlier sections, where the output of Phases 1

and 2 are fed into the IF-then rules approach in order to combine the predicted value and

enhance the final prediction results. The HHRS approach has the following new features:

• Transforming the predicted direction next day price into a full day next day price.

• For accuracy purposes, creating the IF-THEN rules in order to build a hybrid

prediction expert system.

• In order to assure that the created rules are working with optimum solutions, the

transformed predicted values which are generated from technical indicators (static

approach) are used in the fitness function.

To evaluate the performance of the HHRS system, comparisons of di↵erent models such

as SA, AR and EEME-GA-WA are listed in Table 6.1 and other previous tables from

Chapter 4. As can be observed from the comparisons with di↵erent utilised methods, the

HHRS system prediction results are much better than those from PBNN, RNN, SVR, AR,

SA, EEMD-SVR, EEMD-RNN, EEMD-PBNN, SA-EEMD and EEMD-GA-WA, which

confirms that the HHRS system is the best.
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Chapter 7

Conclusions and Further Work

7.1 Introduction

This chapter presents the conclusion that was reached based on the accumulated findings

of this thesis. Firstly, the undertaken work in this thesis is summarised and the key

contributions are highlighted. Furthermore, the limitations of the research are discussed

in order to generate future work suggestions. The remainder of this chapter is organised

as follows: section 7.2 provides the overall conclusion of the thesis and highlights the

main contributions. Finally, Section 7.3 demonstrates the suggested further works.

7.2 Conclusions

The main purpose of this research is to build a model that is able to predict financial time

series considering their dynamic and complex nature. As mentioned earlier in Chapter 3,

the prediction process will be carried out into three phases. In Chapter 1 two important

question have been answered in this thesis in terms of predicting financial times series

with specific methods and benefiting from the prediction of financial time series. The
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modelling of financial time series at early stages of prediction focuses on building a single

approach model to predict the real-world financial time series. Thus at this stage the

parameters of the single approach are determined as in 3 stage 1 of phases one and

two. Some new factors have been introduced in order to enhance the prediction ability

of the single approach model and the results show that after introducing the factor the

prediction error reduced. However, as the aim of this research is to reach optimal and

satisfactory results, terminating the research here was not an option.

A new approach was introduced in Chapter 4 using EEMD for the first time as an

preprocessing tool. Three new prediction step approaches were introduced to predict the

next day closing price. It can be concluded from the empirical results that the proposed

hybrid method EEMD-GA-WA has outperformed the single approach model and the

two-stage prediction models.

In addition, stock price direction was predicted using a three-step hybrid model. WT

was used in order to remove the noise from the historical observations. To the best of the

researchers knowledge, Chapter 5 provided the literature with a new prediction approach

where the exact change in the closing price was successfully predicted with satisfactory

results. Furthermore, the aim of the proposed method is to build an integrated hybrid

system, WT-GA-WA, to predict the exact change of the next day closing price. To

demonstrate the validity of the model, real data sets were used: FTSE 100, Nikkei 225

and S&P 500. It can be concluded from the empirical results that WT-GA-WA achieved

the best results among all the utilised methods.

The second fundamental question raised in Chapter 1 has been answered in Chapter 6 in

terms of combining dynamic models with static ones; the advantages of this integration

can be noticed in the enhanced prediction values. The empirical results were obtained by

implementing the proposed models HHRS to predict the FTSE 100, Nikkei 225 and S&P

500, following the proposed prediction procedures. The suggested model has achieved
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the best prediction performance among all the methods utilised in the thesis.

7.3 Future Works

The work of the above research has by no mean answered all existing suggestions nor

solved all problems surrounding such a system. Therefore, many extensions may take

place.

• Generalisation:

Three data sets were used in this study. Therefore, and in order to generalise

and validate the proposed model, di↵erent types of data set should be taken into

consideration for future research.

• Complexity of the model (computational time):

In order to reduce the computational time, further research should focus on alter-

native solutions to tackle such issues. For example, multi-core system could be one

of the solutions, or the use of a Field-Programmable Gate Array (FPGA).

• Introduce new variables:

As there are many factors influencing the stock price, future research should con-

sider more input variables in order to achieve better accuracy.
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Cristiane Neri Nobre. The use of artificial neural networks in the analysis and

prediction of stock prices. In Systems, Man, and Cybernetics (SMC), 2011 IEEE

International Conference on, pages 2151–2155. IEEE, 2011.

[72] Vijay S Desai and Rakesh Bharati. The e�cacy of neural networks in predicting

returns on stock and bond indices*. Decision Sciences, 29(2):405–423, 1998.

[73] Luis A Diaz-Robles, Juan C Ortega, Joshua S Fu, Gregory D Reed, Judith C Chow,

John GWatson, and Juan A Moncada-Herrera. A hybrid arima and artificial neural

networks model to forecast particulate matter in urban areas: the case of temuco,

chile. Atmospheric Environment, 42(35):8331–8340, 2008.

[74] Francis X Diebold and Robert S Mariano. Comparing predictive accuracy. Journal

of Business & economic statistics, 2012.

[75] AI Diler. Predicting direction of ise national-100 index with back propagation

trained neural network. Journal of Istanbul Stock Exchange, 7(25-26):65–81, 2003.

[76] Juan Peralta Donate, Paulo Cortez, Germán Gutiérrez Sánchez, and Araceli San-

chis De Miguel. Time series forecasting using a weighted cross-validation evolution-

ary artificial neural network ensemble. Neurocomputing, 109:27–32, 2013.

153



[77] Huang Dongdong and Zeng Wenhong. The forecast of price index based on wavelet

neural network. In Business Intelligence and Financial Engineering (BIFE), 2011

Fourth International Conference on, pages 32–36. IEEE, 2011.

[78] Garland B Durham. Sv mixture models with application to s&p 500 index returns.

Journal of Financial Economics, 85(3):822–856, 2007.

[79] Goutam Dutta, Pankaj Jha, Arnab Kumar Laha, and Neeraj Mohan. Artificial neu-

ral network models for forecasting stock price index in the bombay stock exchange.

Journal of Emerging Market Finance, 5(3):283–295, 2006.

[80] Robert D Edwards and John Magee. Technical analysis of stock trends (new york

institute of finance, business information and publishing, new york). EdwardsTech-

nical Analysis of Stock Trends1992, 1992.

[81] Je↵rey L Elman. Finding structure in time. Cognitive science, 14(2):179–211, 1990.

[82] Robert Engle. Garch 101: The use of arch/garch models in applied econometrics.

Journal of economic perspectives, pages 157–168, 2001.

[83] Robert F Engle. Autoregressive conditional heteroscedasticity with estimates of the

variance of united kingdom inflation. Econometrica: Journal of the Econometric

Society, pages 987–1007, 1982.

[84] David Enke and Suraphan Thawornwong. The use of data mining and neural

networks for forecasting stock market returns. Expert Systems with applications,

29(4):927–940, 2005.

[85] Eugene F Fama. The behavior of stock-market prices. Journal of business, pages

34–105, 1965.

[86] Eugene F Fama. E�cient capital markets: A review of theory and empirical work*.

The journal of Finance, 25(2):383–417, 1970.

[87] Eugene F Fama. E�cient capital markets: Ii. The journal of finance, 46(5):1575–

1617, 1991.

[88] Eugene F Fama. Random walks in stock market prices. Financial analysts journal,

51(1):75–80, 1995.
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