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Abstract—This paper concerns the problem of testing from a partial, possibly non-deterministic, finite state machine (FSM) \( S \). Two notions of correctness (quasi-reduction and quasi-equivalence) have previously been defined for partial FSMs but these, and the corresponding test generation techniques, only apply to FSMs that have harmonised traces. We show how quasi-reduction and quasi-equivalence can be generalised to all partial FSMs. We also consider the problem of generating an \( m \)-complete test suite from a partial FSM \( S \): a test suite that is guaranteed to determine correctness as long as the system under test has no more than \( m \) states. We prove that we can complete \( S \) to form a completely-specified non-deterministic FSM \( S' \) such that any \( m \)-complete test suite generated from \( S' \) can be converted into an \( m \)-complete test suite for \( S \). We also show that there is a correspondence between test suites that are reduced for \( S \) and \( S' \) and also that are minimal for \( S \) and \( S' \).

Index Terms—Software engineering/software/program verification, software engineering/testing and debugging, systems and software, checking experiment, partial finite state machine.

1 INTRODUCTION

Testing is probably the most important approach to verification and validation but is typically manual, error prone and expensive. There has thus been much interest in automating software testing, one of the most promising approaches (called model-based testing (MBT)) being to base automation on a model. Many MBT methods take as input a state-based model expressed as a (possibly non-deterministic) finite state machine (FSM). While the tester might not produce an FSM, a tool might map a model to an FSM. There has thus been significant interest in testing from an FSM [1], [2], [3], [4], [5], [6], [7], [8], [9], [10]. Industrial experience has shown that the use of MBT can significantly reduce the cost of testing [11].

In the context of testing from an FSM, there has been much interest in automatically generating a test suite with a given fault detection power. This class of problem has been formalised in terms of a fault model: a set \( \mathcal{F} \) of FSMs such that the tester believes that the system under test (SUT) behaves like an unknown element of \( \mathcal{F} \) (see, for example, [13]). Given fault model \( \mathcal{F} \), a test suite \( T \) is a checking experiment if all faulty elements of \( \mathcal{F} \) fail \( T \). The standard fault model is the set of FSMs with the same input and output alphabets as the specification FSM \( S \) and at most \( m \) states (for some given \( m \)). A test suite \( T \) is said to be \( m \)-complete if it is a checking experiment for this fault model and many methods have been devised to generate \( m \)-complete test suites [4], [8], [9], [14], [15]. One of the advantages of using \( m \)-complete test suites is that they have guaranteed fault detection ability: we know that if the SUT passes an \( m \)-complete test suite then either the SUT is correct or it has more than \( m \) states. In practice the value of \( m \) chosen will depend on the judgment of the tester and this parameter provides a trade-off between test suite size and effectiveness.

An FSM \( M \) is completely-specified if for every state \( s \) and input \( x \) the behaviour of \( M \) when it receives \( x \) in state \( s \) is specified; otherwise it is partial. Almost all work on generating \( m \)-complete test suites has assumed that the specification \( S \) is completely-specified. However, it has been observed that in practice many FSMs are partial [10]. A partial FSM might be used, for example, for a component that receives input from other components since this places restrictions on the inputs received [10]. Sometimes, when an FSM specification \( S \) has no transition with input \( x \) from state \( s \), this means either that \( x \) should not be applied in state \( s \) or that the environment will never supply input \( x \) when \( S \) is in state \( s \) [10]. In such cases, in testing we should not apply \( x \) when \( S \) is in state \( s \). These observations have led to the development of a few techniques for generating \( m \)-complete test suites from a partial FSM [10], [16], [17], [18].

In order to reason about test effectiveness, it is normal to assume that the SUT behaves like an unknown completely-specified FSM \( I \). Having made this assumption, it is possible to define correctness in terms of a relationship between two models: the specification FSM \( S \) and the unknown FSM \( I \) that models the SUT. This relationship is typically said to be an implementation relation. In this paper we consider the two implementation relations, quasi-equivalence and quasi-reduction, normally used when testing from a partial FSM. These were previously developed for testing from a partial
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1. This is similar to the notion of a test hypothesis [12].
deterministic FSM (DFSM) and from an observable\(^2\) non-deterministic FSM with harmonised traces\(^3\) \cite{9, 10, 17}. Under quasi-equivalence and quasi-reduction, if an input \(x\) is not specified in some state \(s\) that can be reached by input sequence \(\bar{x}\) then the all outputs are allowed in response to \(x\) being received after \(\bar{x}\). We show that the current definitions of quasi-equivalence and quasi-reduction have properties that mean that they are not suitable for testing from a partial non-deterministic FSM that does not have harmonised traces. While this is not surprising, since these implementation relations are not designed to deal with a wider class of partial FSMs, these results show that previous devised techniques for testing from a partial non-deterministic FSM can only safely be applied to FSMs that are observable and have harmonised traces; even if such test generation techniques are sound for the general case, there is the need to prove this. We generalise these implementation relations to form what we call generalised-quasi-equivalence and generalised-quasi-reduction.

An FSM \(M\) has harmonised traces if for every input sequence \(\bar{x}\), input \(x\) and pair of states \(s, s'\) that can be reached from the initial state of \(M\) by applying \(\bar{x}\), we have that either \(x\) is specified in states \(s\) and \(s'\) or it is not specified in either of these states. Let us suppose that we have to apply input sequence \(\bar{x}\) if we wish to take \(M\) to state \(s\) and \(M\) does not have harmonised traces. Further, let us suppose that \(\bar{x}\) can also take \(M\) to state \(s'\) and that input \(x\) is specified in \(s\) but not \(s'\). The problem caused in testing is as follows: we cannot use the input sequence \(\bar{x}x\) to test what happens when \(x\) is applied in state \(s\) because \(\bar{x}\) can also take \(M\) to state \(s'\) and we should not apply \(x\) when \(M\) is in \(s'\). This helps motivate the interest in FSMs with harmonised traces since it avoids scenarios such as the one above and allows us to safely use test sequences (input sequences) chosen to achieve certain objectives such as applying \(x\) in state \(s\).

We make two main changes in order to generalise quasi-reduction and quasi-equivalence. For the first change, let us suppose that \(M\) produces output sequence \(\bar{y}\) if \(\bar{x}\) takes \(M\) to state \(s\) and produces output sequence \(\bar{y}'\) if \(\bar{x}\) takes \(M\) to state \(s'\). If we have that \(\bar{y} \neq \bar{y}'\) then the above scenario is not problematic if we allow testing to be adaptive, with the next input being chosen based on the input/output sequence so far observed. Specifically, a test case can choose to apply input \(x\) if \(\bar{y}\) is produced in response to \(\bar{x}\) but not if \(\bar{y}'\) is produced. This observation immediately allows us to weaken the notion of harmonised traces to require the following: for every input/output sequence \(\bar{x}/\bar{y}\) input \(x\) and pair of states \(s, s'\) that can be reached from the initial state of \(M\) by \(\bar{x}/\bar{y}\), we have that either \(x\) is specified in states \(s\) and \(s'\) or it is not specified in either of these states. However, requiring this condition would not generalise quasi-equivalence and quasi-reduction to all partial FSMs. The second change, which does achieve this, is to allow scenarios in which input/output sequence \(\bar{x}/\bar{y}\) takes \(M\) to states \(s\) and \(s'\) and input \(x\) is specified in state \(s\) but not \(s'\) and, in such cases, to say that any behaviour is allowed if \(x\) is received after \(\bar{x}/\bar{y}\). The motivation for this is that if \(x\) is received after \(\bar{x}/\bar{y}\) then it may well have been received in state \(s'\) and in such situations one would say that all behaviours are allowed. In addition, any behaviour is acceptable in such a situation since \(x\) will not be received after \(\bar{x}/\bar{y}\); it does not matter how the SUT behaves after \(\bar{x}/\bar{y}\). We will see that the proposed test generation method will also ensure that no test applies \(x\) after \(\bar{x}/\bar{y}\). These two changes, when combined, allow us to generalise quasi-reduction and quasi-equivalence to allow any partial FSM as specification. Naturally, if \(x\) is not specified in a state reached by \(\bar{x}/\bar{y}\) then we need to ensure that no test case can apply \(x\) after \(\bar{x}/\bar{y}\).

Having generalised the notions of quasi-reduction and quasi-equivalence, we focus on testing for generalised-quasi-reduction and quasi-equivalence and explore the problem of generating an \(m\)-complete test suite from a deterministic or non-deterministic partial FSM \(S\). Rather than devising a new test suite generation method, we generalise the method of Petrenko et al. \cite{9} for observable FSMs with harmonised traces, which is to define a transformation that produces a completely-specified FSM \(M(S)\) such that any \(m\)-complete test suite \(T\) for \(M(S)\) can be transformed to produce an \(m\)-complete test suite \(T_1\) for \(S\). The FSM \(M(S)\) returned is a non-deterministic FSM even if \(S\) is deterministic. This result shows that methods for generating an \(m\)-complete test suite from a completely-specified FSM can be adapted to generate an \(m\)-complete test suite from a partial FSM. In addition, the techniques for testing from completely-specified FSMs are typically less involved. Note that even if one or more test cases in \(T\) can lead to an input \(x\) being applied after a trace \(\bar{x}/\bar{y}\) such that \(x\) is not specified in some state of \(M\) reached by \(\bar{x}/\bar{y}\), importantly no test case in \(T_1\) can have this property.

We explore an additional issue not previously considered, which is whether efficient/reduced test suites for \(M(S)\) lead to efficient/reduced test suites for \(S\). We say that an \(m\)-complete test suite \(T\) is reduced if, for all \(t \in T\), the test suite formed from \(T\) by replacing \(t\) by a proper prefix of \(t\) is not \(m\)-complete. This says that if we make \(T\) smaller, by removing a test case or replacing a test case \(t\) with a proper prefix of \(t\), then the resultant test suite cannot be \(m\)-complete. We prove that if an \(m\)-complete test suite \(T\) for \(M(S)\) then the test suite \(T_1\) generated from \(T\) is also reduced for \(S\). We also prove that a smallest \(m\)-complete test suite \(T\) for \(M(S)\) is transformed into a smallest \(m\)-complete test suite for \(S\). We therefore show that not only can we use techniques for generating an \(m\)-complete test suite from a completely-specified FSM but also that the notion of minimality is preserved and the transformation does not introduce redundancy.
The results in this paper have a number of practical consequences. First, they provide implementation relations that are not restricted to observable specifications that have harmonised traces and so make it possible to formally reason about test effectiveness when testing from any partial FSM. They thus open up the possibility to develop test generation methods that produce m-complete test suites when testing from a partial FSM that does not have harmonised traces. Second, the results show that any method that returns an m-complete test suite for a completely-specified non-deterministic FSM can be used when testing from a partial FSM. This result is of interest since there are many techniques for testing from a completely-specified FSM (see, for example, [8], [9], [14], [19], [20], [21], [22], [23], [24], [25], [26], [27]) and such techniques tend to be less involved than those devised for partial FSMs. Third, we show that this approach, of using methods for testing from completely-specified FSMs, does not introduce redundancy. In addition, by providing implementation relations that apply to all partial FSMs, this work should provide a formal framework within which it is possible to reason about other problems related to partial FSMs. For example, if we wish to devise methods for transforming a partial FSM specification M into an observable partial FSM M′ then we might wish to know that the same set of SUTs are correct implementations of M and M′.

The paper is structured as follows. We start by giving preliminary definitions in Section 2. In Section 3 we define implementation relations and in Section 4 we define test cases for partial FSMs. Section 5 then shows how the problem of generating an m-complete test suite from a partial FSM can be mapped to the corresponding problem for a completely-specified FSM. Section 6 then explores efficiency issues. Finally, in Section 7 we summarise the paper and discuss possible future work.

2 Preliminaries

Throughout this paper we use X to denote the set of inputs that the SUT might receive and Y to denote the set of outputs. Thus, if x ∈ X and y ∈ Y then x/y is an input/output pair. If x₁, . . . , xₖ ∈ X and y₁, . . . , yₖ ∈ Y then ρ = x₁/y₁ . . . xₖ/yₖ is an input/output sequence, also called a trace, x₁ . . . xₖ is the input portion of ρ, and y₁ . . . yₖ is the output portion of ρ. Given a set A we will use A* to denote the set of finite sequences of elements of A, with this including the empty sequence denoted ε.

Fig. 1. Partial FSM S₁

Definition 1: A partial non-deterministic finite state machine (FSM) is defined by a tuple (S, s₀, X, Y, h) in which:

1) S is the finite set of states.
2) s₀ ∈ S is the initial state.
3) X is the finite input alphabet.
4) Y is the finite output alphabet.
5) h is the transition relation of type S × X ⊆ S × Y.

We say that that x is defined in state s if there exist s’ and y such that h relates (s, x) and (s’, y); this is the case if ((s, x), (s’, y)) ∈ h. We let dom h denote the set of pairs (s, x) on which h is defined. If h is defined on (s, x) then we let h(s, x) denote the set of pairs (s’, y) such that ((s, x), (s’, y)) ∈ h: h(s, x) = {(s’, y) | (s, x), (s’, y) ∈ h}. If (s’, y) ∈ h(s, x) then tuple (s, s’, x/y) is said to be a transition of M. M is observable if for all (s, x) ∈ S × X and y ∈ Y there is at most one state s’ such that (s’, y) ∈ h(s, x). If |h(s, x)| ≤ 1 for all s ∈ S and x ∈ X then M is a deterministic FSM (DFSM). We will use ‘DFSM’ for finite state machines that are deterministic and ‘FSM’ whenever a finite state machine might be deterministic or non-deterministic. If |h(s, x)| ≥ 1 for all s ∈ S and x ∈ X then M is completely-specified.

Note that M is still a partial non-deterministic finite state machine (it satisfies the conditions of Definition 1) and so completely-specified FSMs are a special case of partial FSMs. Figure 1 gives an example of a partial FSM S₁ with input alphabet {x₁, x₂} and output alphabet {y, z}.

A sequence (s, s₁, x₁/y₁)(s₁, s₂, x₂/y₂)...(sₙ₋₁, sₙ, xₙ/yₙ) of consecutive transitions of M is a path that has starting state s, label x₁/y₁ . . . xₙ/yₙ, and ending state sₙ. Given state s of M we let Lₘ(s) denote the set of labels of paths of M that have starting state s and we let L(M) = Lₘ(s₀) denote the set of traces of M. Given trace ρ ∈ Lₘ(s) we let s-after-ρ denote the set of states s’ such that M has a path that has starting state s, label ρ and ending state s’. Thus, s-after-ρ denotes the set of states of M that can be reached from s through trace ρ. Given completely-specified FSMs X and S with
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4. Many of these are based on what is called state-counting
the same input alphabets, we say that $I$ is a reduction of $S$ if $L(I) \subseteq L(S)$. Most methods for testing from a completely-specified FSM test for reduction, although there has been some work that looks at testing for equivalence [24].

We can extend the function $h$ to take input sequences as follows: $h(s, \epsilon) = \{(s, \epsilon)\}$ and $h(s, xx) = \{(s', yy) \mid s' \in S, (s', y) \in h(s, x) \land (s', y) \in h(s', x)\}$. For example, in $S_1$ we have that $h(s_0, x_1) = \{(s_1, y), (s_3, z)\}$ and so, since there is no transition with input $x_1$ leaving state $s_4$, $h(s_0, x_1 x_1) = \{(s_0, yy), (s_2, yy)\}$. To obtain the possible output sequences in response to input sequence $\bar{x}$ from $s$ we simply take the projection $\pi_2(h(s, \bar{x}))$. For example, in $S_1$ we have that $\pi_2(h(s_0, x_1)) = \pi_2(\{(s_1, y), (s_3, z)\}) = \{y, z\}$ and $\pi_2(h(s_0, x_1 x_1)) = \pi_2(\{(s_0, yy), (s_2, yy)\}) = \{yy\}$.

Throughout this paper we assume that the specification is a partial FSM $S$ and that the SUT behaves like some unknown completely-specified FSM $I$ with the same input and output alphabets as $S$.

### 3 Implementation Relations

This section considers the notions of correctness (implementation relations) used when testing from a partial FSM $S$. In this we use $\Omega_S(s)$ to denote the set of input sequences that are input portions of traces in $L_S(s)$ and let $\Omega(S)$ denote $\Omega_S(s_0)$ [17]. In the following, $\mathcal{P}(X^*)$ denotes the powerset of $X^*$.

**Definition 2:** Given FSM $S$, $\Omega_S$ is the smallest function from the state set $S$ of $S$ to $\mathcal{P}(X^*)$ such that the following hold for all $s \in S$.

1. $\epsilon \in \Omega_S(s)$
2. If $(s', y) \in h(s, x)$ and $\bar{x} \in \Omega_S(s')$ then $xx \bar{x} \in \Omega_S(s)$.

If $s_0$ is the initial state of $S$ then $\Omega(S)$ denotes $\Omega_S(s_0)$.

Consider again the FSM $S_1$. Here we have that $x_1 x_2 x_1 \in \Omega(S_1)$ since there is a path $(s_0, s_1, x_1/y)(s_1, s_2, x_1/y)$ from $s_0$ whose label has input portion $x_1 x_1$. Since there is no transition from $s_0$ with input $x_2$, no input sequence starting with $x_2$ is in $\Omega(S_1)$.

An FSM $M$ is said to have harmonised traces if whenever two or more states of $M$ can be reached from the initial state by a common input sequence, these states have the same sets of specified inputs. More formally, FSM $M$ has harmonised traces if for all $\bar{x} \in \Omega_M(s_0)$ and all $s, s' \in \pi_1(h(s, \bar{x}))$, we have that (for all $x \in X$) $h(s, x)$ is defined if and only if $h(s', x)$ is defined.

Note that $S_1$ does not have harmonised traces since input $x_1$ can take $S_1$ to states $s_1$ and $s_3$ and $x_2$ is defined in $s_3$ but not $s_1$. Clearly, $S_1$ also is not observable since there are transitions from $s_1$ with label $x_1/y$ to states $s_0$ and $s_2$. Note that $x_2$ is defined in $s_2$ but not $s_0$ and so we cannot use the standard technique for transforming an FSM into an observable FSM; this transformation would form a state defined by the set $\{s_0, s_2\}$ of states and $x_2$ would be defined in this new state (since $x_2$ is defined in state $s_2$) despite $x_2$ not being defined in state $s_0$.

5. We can use definitions regarding comparing two states of an FSM when comparing two FSMs by taking the disjoint union of these FSMs.

Techniques might then lead to test cases in which $x_2$ can be applied when $S_1$ could be in state $s_0$.

We now give relations that have been defined for states of an observable partial FSM with harmonised traces [9]. States $s_1$ and $s_2$ of $M$ are equivalent if the same sets of input sequence are defined from them and the corresponding output sequences are identical. We therefore have that $s_1$ and $s_2$ are equivalent if $\Omega_M(s_1) = \Omega_M(s_2)$ and for all $\bar{x} \in \Omega_M(s_1)$ we have that $\pi_2(h(s_1, \bar{x})) = \pi_2(h(s_2, \bar{x}))$. FSMs $S$ and $I$ are equivalent if their initial states are equivalent. The following is clear.

**Proposition 1:** States $s_1$ and $s_2$ of FSM $M$ are equivalent if and only if $L_M(s_1) = L_M(s_2)$.

Equivalence thus corresponds to the classical notion of equivalence for finite automata. Quasi-equivalence requires the SUT to be defined where the specification is defined and for such input sequences it requires that $I$ and $S$ have the same sets of traces [9], [17].

**Definition 3:** Given observable FSM $M$ with harmonised traces, state $s_1$ is quasi-equivalent to state $s_2$ if $\Omega_M(s_2) \subseteq \Omega_M(s_1)$ and for all $\bar{x} \in \Omega_M(s_2)$ we have that $\pi_2(h(s_1, \bar{x})) = \pi_2(h(s_2, \bar{x}))$. Further, given observable FSMs $I$ and $S$ with harmonised traces, $I$ is quasi-equivalent to $S$ if the initial state of $I$ is quasi-equivalent to the initial state of $S$.

Finally, we have the notion of a quasi-reduction [9], [17], which relaxes quasi-equivalence by allowing the SUT to be less non-deterministic than the specification.

**Definition 4:** Given observable FSM $M$ with harmonised traces, state $s_1$ is a quasi-reduction of state $s_2$ if $\Omega_M(s_2) \subseteq \Omega_M(s_1)$ and for all $\bar{x} \in \Omega_M(s_2)$ we have that $\pi_2(h(s_1, \bar{x})) \subseteq \pi_2(h(s_2, \bar{x}))$. Given observable FSMs $I$ and $S$ with harmonised traces and the same input and output alphabets, we say that $I$ is a quasi-reduction of $S$ if and only if the initial state of $I$ is a quasi-reduction of the initial state of $S$.

Since the SUT is completely-specified and we are interested in cases where the specification is partial, we will not want to test for equivalence. However, quasi-equivalence and quasi-reduction are potential implementation relations when testing from a partial FSM. Note that for DFSMs the notions of quasi-equivalence and quasi-reduction coincide and it is normal to use the term quasi-equivalence (see, for example, [10]).

Let us suppose that we take a partial specification $S$ and create a completely-specified FSM $I$ by adding transitions to $S$. Further, let us suppose that every transition added to $S$, in forming $I$, has a starting state $s$ and input $x$ such that $x$ is not defined in state $s$ of $S$. The added transitions all correspond to state/input pairs $(s, x)$ such that $x$ should not be applied in state $s$ and so we would expect $I$ to be a correct implementation of $S$ under either quasi-reduction or quasi-equivalence.

We now explore what happens if we remove the restriction to observable FSMs that have harmonised
traces. Consider again the partial FSM $S_1$ shown in Figure 1. Since $x_1/y x_1/x \in L(S_1)$ we have that $x_1 x_1 \in \Omega(S_1)$. Now let us suppose that we try to complete $S_1$ to form an FSM $I_1$ that is a quasi-reduction of $S_1$. By the definition of quasi-reduction, we must have that every trace produced by $I_1$ in response to an element of $\Omega(S_1)$ is also a trace of $S_1$. Thus, every response of $I_1$ to the input sequence $x_1 x_1 \in \Omega(S_1)$ must also be a response of $S_1$ to $x_1 x_1$. This cannot be the case since $I_1$ has been formed by completing $S_1$ and so must have at least one path whose label has input portion $x_1 x_1$ and an output portion that starts with $z$. However, we formed $I_1$ from $S_1$ by adding transitions such that every transition added to $S_1$ has a starting state $s$ and input $x$ such that $x$ is not defined in state $s$ of $S_1$. We would therefore expect $I_1$ to be a correct implementation of $S_1$ if we were using a suitable implementation relation. A similar observation may be made with respect to quasi-equivalence but the situation is even worse, in the sense that there may be no completely-specified FSM that is quasi-equivalent to the specification.

**Proposition 2:** There exists a partial FSM $S$ such that no completely-specified FSM is quasi-equivalent to $S$.

**Proof:** We will prove that no completely-specified FSM is quasi-equivalent to $S_1$. Proof by contradiction: let us suppose that completely-specified FSM $I_1$ is quasi-equivalent to $S_1$. First consider the input sequence $x_1 \in \Omega(S_1)$. Since $I_1$ is quasi-equivalent to $S_1$ we have that $I_1$ has a path with label $x_1/z$. However, since $I_1$ is completely-specified this implies that $I_1$ has a path with label $x_1/z x_1/z'$ for some output $z'$. This cannot be the label of a path of $S_1$ and so, since $x_1 x_1 \in \Omega(S_1)$, this contradicts $I_1$ being quasi-equivalent to $S_1$ as required.

There is nothing pathological about $S_1$ and so the above observations and results suggest that the current definitions of quasi-equivalence and quasi-reduction for FSMs cannot be applied if we do not restrict attention to FSMs that are observable and have harmonised traces. This motivates our interest in devising new implementation relations and we will now explore how this issue can be eliminated by generalising these definitions.

The results regarding $S_1$ are a consequence of having an input sequence $x_1$ that can lead to two different states ($s_1$ and $s_3$) such that there is an input $x_1$ that is specified in one of these states but not the other. The problem was that $\Omega_S$ does not differentiate between the different traces that lead to these two states. Thus, the traditional definitions of quasi-equivalence and quasi-reduction are too strong when $S$ does not have harmonised traces since to test for these notions of correctness one might have to apply an input $x$ after a trace $\bar{\rho}$ such that the input portion of $\bar{\rho}$ is a defined input sequence but $x$ is not specified in a state of $S$ reached by $\bar{\rho}$. For example, when testing from $S_1$ we should not apply input $x_1$ after trace $x_1/z$ since $x_1$ is not specified in the state $s_3$ reached by $x_1/z$. However, $x_1 x_1$ is a defined input sequence for $S_1$ and so the traditional definitions of quasi-equivalence and quasi-reduction allow $x_1 x_1$ to be applied, even if the response to the first $x_1$ is $z$. This goes against the philosophy behind quasi-equivalence and quasi-reduction and explains why these implementation relations were defined for FSMs with harmonised traces.

Let us suppose that if, after observing trace $\bar{\rho}$, the specification $S$ might be in a state $s$ where input $x$ is not specified. Then $x$ should not be supplied after $\bar{\rho}$ even if there is also a state $s'$ that can be reached using $\bar{\rho}$ such that $x$ is specified in $s'$. The reason for this is that $x$ should not be supplied in the first scenario and we can’t distinguish between these cases. This leads to the following definition of what we will call generalised-quasi-reduction in order to distinguish it from the earlier definition.

**Definition 5:** Given states $s_1$ and $s_2$ of FSM $M$, $s_1$ is a generalised-quasi-reduction (GQR) of $s_2$ if for all $\bar{\rho} \in L_M(s_1) \cap L_M(s_2)$ and $x \in X$, if $x \in \Omega_M(s)$ for all $s \in s_2$-after-$\bar{\rho}$ then:

1) for all $s' \in s_1$-after-$\bar{\rho}$ we have that $x \in \Omega_M(s')$; and
2) $\{y' \in Y | \rho x/y' \in L(s_1)\} \subseteq \{y' \in Y | \rho x/y' \in L(s_2)\}$

Given FSMs $I$ and $S$ with the same input and output alphabets, we say that $I$ is a GQR of $S$ if and only if the initial state of $I$ is a GQR of the initial state of $S$.

In the above, $L_M(s_1) \cap L_M(s_2)$ is guaranteed to be non-empty since $e$ is in both $L_M(s_1)$ and $L_M(s_2)$. The first condition above requires that if the response to $x$ after $\bar{\rho}$ is specified (for every state reached via $\bar{\rho}$) and $\bar{\rho}$ is a trace of $I$ then the response of $I$ to $x$ after $\bar{\rho}$ is also specified. The second part requires that for such a trace $\bar{\rho}$ we have that all responses of $I$ to $x$ after $\bar{\rho}$ are also responses of $S$ to $x$ after $\bar{\rho}$. The above definition does not require us to consider the situation in which trace $\bar{\rho}$ reaches states $s$ and $s'$ from state $s_2$ of $M$ and $x$ is specified in state $s$ but not state $s'$. The key is that the definition of GQR places no requirements of the behaviour of $M$ if $x$ is received after $\bar{\rho}$ is observed when testing from $s_1$: all possible outputs are allowed in response to $x$ and from then on all outputs are allowed in response to any additional inputs received. This is consistent with how quasi-reduction and quasi-equivalence deal with the input of $x$ after an input sequence $\bar{x}$ if $x$ is not specified after $\bar{x}$. Naturally, in such situations $x$ should not be applied after $\bar{\rho}$ in testing. Later we will see how test generation can avoid applying an input $x$ in such situations.

Consider the FSM $S_1$ and the above definition of GQR. We have that only one state ($s_1$) of $S_1$ is reached by trace $x_1/y$ and so an SU that is a GQR of $S_1$ must produce output $y$ if it receives input $x_1$ after trace $x_1/y$. However, $S_1$ has two possible states, $s_3$ and $s_2$, after $x_1/y$, $x_1/y$ and $x_2$ is defined in only one of these. Thus, an SU that is a GQR of $S_1$ can produce any output if it receives $x_2$ after $x_1/y$ has been observed.

Now consider the FSM $I_1$ in Figure 2 in which, for example, we use a label such as $x_1/y, x_2/z$ to denote there being two corresponding transitions: one with label $x_1/y$ and the other with label $x_2/z$. Since $S_1$ has a path...
whose label has input portion $x_1 x_1$, in order for $I_1$ to be a quasi-reduction of $S_1$, we require that all traces in $L(I_1)$, that have input portion $x_1 x_1$, are also traces of $L(S_1)$. Thus, since $I_1$ has a path with label $x_1 / z x_1 / z$ and $S_1$ does not, we know that $I_1$ is not a quasi-reduction of $S_1$. However, if we consider this trace $x_1 / z x_1 / z$ then we find that $x_1 / z$ takes $S_1$ to state $s_3$ and $x_1$ is not specified in this state. Thus, under GQR the SUT is allowed to produce any output in response to $x_1$ after trace $x_1 / z$. In fact, it is not too hard to show that $I_1$ is a GQR of $S_1$. This is because the only transitions added to $S_1$ to create $I_1$ involve state/input pairs $(s, x)$ such that $x$ is not specified in state $s$ of $S_1$; under GQR all behaviours are allowed for such pairs.

More generally, if we complete an FSM specification $S$ to form a completely-specified FSM $I$ in this way then $I$ must be a GQR of $S$.

**Definition 6:** FSM $I$ is a completion of partial FSM $S = (S, s_0, X, Y, h)$ if $I$ is completely-specified and is equivalent to an FSM $S' = (S', s_0, X, Y, h')$, with $S \subseteq S'$, that can be formed from $S$ by adding states and transitions in a manner such that if $x$ is defined in state $s$ of $S$ then $h'(s, x) = h(s, x)$.

**Proposition 3:** Given partial FSM $S$, if $I$ is a completion of $S$ then $I$ is a GQR of $S$.

**Proof:** We use proof by contradiction and so assume that $I$ is a completion of $S$ and $I$ is not a GQR of $S$. By the definition of GQR, since $I$ is completely-specified there must exist $\bar{\rho} \in L(S) \cap L(I)$, input $x$ that is specified in all states of $S$ reached by paths with label $\bar{\rho}$, and output $y$ such that $\bar{\rho} x / y \in L(I)$ and $\bar{\rho} x / y \notin L(S)$. Since $I$ is a completion of $S$, $I$ is equivalent to an FSM $S' = (S', s_0, X, Y, h')$, with $S \subseteq S'$, that can be formed from $S$ by adding states and transitions in a manner such that if $x$ is defined in state $s$ of $S$ then $h'(s, x) = h(s, x)$. But since $x$ is defined in all states of $S$ reached by paths with label $\bar{\rho}$, this implies that $\bar{\rho} x / y \in L(I)$ if and only if $\bar{\rho} x / y \in L(S)$. We therefore obtain a contradiction as required.

We now define generalised-quasi-equivalence.

**Definition 7:** Given states $s_1$ and $s_2$ of FSM $M$, $s_1$ is generalised-quasi-equivalent (GQE) to state $s_2$ if for all $\bar{\rho} \in L_M(s_1) \cap L_M(s_2)$ and $x \in X$, if $x \in \Omega_M(s)$ for all $s \in s_2$-after-$\bar{\rho}$ then:

1) for all $s' \in s_1$-after-$\bar{\rho}$ we have that $x \in \Omega_M(s')$; and
2) $\{y' \in Y | \bar{\rho} x / y' \in L_M(s_1)\} = \{y' \in Y | \bar{\rho} x / y' \in L_M(s_2)\}$.

Given FSMs $I$ and $S$ with the same input and output alphabets, we say that $I$ is generalised-quasi-equivalent to $S$ if and only if the initial state of $I$ is generalised-quasi-equivalent to the initial state of $S$.

Similar to GQR, if we complete a partial FSM then we obtain a correct implementation.

**Proposition 4:** Given partial FSM $S$, if $I$ is a completion of $S$ then $I$ is GQE to $S$.

These notions of correctness only consider the application of an input $x$ after trace $\bar{\rho}$ if $x$ is specified in all states of the specification that are reached by $\bar{\rho}$. If this is not the case (there is at least one state of the specification, reached by $\bar{\rho}$, in which $x$ is not specified) then there are no constraints on the behaviour of the SUT. This restriction, to when we consider the response to $x$ after $\bar{\rho}$, is an inevitable consequence of the requirement not to apply an input $x$ in states where $x$ is not defined. If this is too weak then the tester might consider producing a more complete specification. An alternative is to add probes to the SUT so that the test system can distinguish between different paths that have the same trace.

When testing from a completely-specified FSM the notions of correctness can be defined in terms of the traces of the specification. Thus, if specifications $S$ and $S'$ are completely-specified and have the same set of traces then an SUT is a reduction of $S$ if and only if it is a reduction of $S'$. However, for partial FSMs the underlying assumption is that if an input $x$ is not specified in state $s$ then $x$ will not be applied in state $s$ and this allows us to define FSMs $S$ and $S'$, with the same set of traces, such that there is some FSM that is a GQR of $S$ but not $S'$. To see this consider the FSMs in Figure 3. It is straightforward to see that these FSMs have the same traces. However, after $x_1 / y$ the first FSM $S$ can be in a state where $x_1$ is not specified or in a state in which $x_2$ is not specified. Thus, under GQR the SUT can produce any output in response to either $x_1$ or $x_2$ after $x_1 / y$. In contrast, after $x_1 / y$ the second FSM $S'$ must be in a state $q_1$ in which both $x_1$ and $x_2$ are specified. Thus, if an SUT is a GQR of $S'$ then after $x_1 / y$ it must produce output $y$ in response to $x_1$ and $z$ in response to $x_2$.

GQE and GQR reduce to quasi-equivalence and quasi-reduction if one considers observable FSMs with harmonised traces.

**Proposition 5:** If FSM $M$ is observable and has harmonised traces and $s_1$ and $s_2$ are states of $M$ then:

1) $s_1$ is a generalised-quasi-reduction of $s_2$ if and only if $s_1$ is a quasi-reduction of $s_2$.
2) $s_1$ is generalised-quasi-equivalent to $s_2$ if and only if $s_1$ is quasi-equivalent to $s_2$. 

---

Fig. 2. Completely-specified FSM $I_1$
Fig. 3. FSMs $S$ and $S'$ with the same traces

Proof: We will prove the first part; the proof of the second is similar.

First assume that $s_1$ is a GQR of $s_2$ and we are required to prove that $s_1$ is a quasi-reduction of $s_2$. It is sufficient to prove that if $\bar{x}$ is a defined input sequence for $s_2$ then $\bar{x}$ is also a defined input sequence for $s_1$ and $\pi_2(h(s_1, \bar{x})) \subseteq \pi_2(h(s_2, \bar{x}))$. We will use proof by induction on the length of $\bar{x}$. The result immediately holds for the base case $\epsilon$. We will assume that it holds for all sequences of length $k$ or less and that $\bar{x}$ is a defined input sequence for $s_2$ that has length $k + 1$. Thus, $\bar{x} = \bar{x}'x$ for an input sequence $\bar{x}'$ of length $k$ and an input $x$.

By the induction hypothesis, $\bar{x}'$ is a defined input sequence for $s_1$ and $\pi_2(h(s_1, \bar{x}')) \subseteq \pi_2(h(s_2, \bar{x}'))$. Thus, there is a trace $\bar{\rho} \in L_M(s_1) \cap L_M(s_2)$ with input portion $\bar{x}'$. Since $\bar{x}'x$ is a defined input sequence for $s_2$ and $M$ has harmonised traces, $x$ is specified in all states reached from $s_2$ by $\bar{x}'$. Thus, since $s_1$ is a GQR of $s_2$ we know that $x$ is specified in all states that can be reached from $s_1$ by $\bar{x}'$. Thus, $\bar{x}$ is a specified input sequence from $s_1$.

By the definition of quasi-reduction, it is now sufficient to prove that $\pi_2(h(s_1, \bar{x})) \subseteq \pi_2(h(s_2, \bar{x}))$. By the inductive hypothesis we know that $\pi_2(h(s_1, \bar{x})) \subseteq \pi_2(h(s_2, \bar{x}))$. If we consider some $\bar{\rho} \in \pi_2(h(s_1, \bar{x})) \cap \pi_2(h(s_2, \bar{x}))$ then, by Definition 5, we have \(\{y' \in Y | \bar{\rho}x/y' \in L_M(s_1)\} \subseteq \{y' \in Y | \bar{\rho}x/y' \in L_M(s_2)\}\) The result therefore follows.

Now assume that $s_1$ is a quasi-reduction of $s_2$ and we are required to prove that $s_1$ is a GQR of $s_2$. We therefore assume that $\bar{\rho} \in L_M(s_1) \cap L_M(s_2)$, $x \in X$, and for all $s \in s_2$-after-$\bar{\rho}$ we have that $x \in \Omega_M(s)$ and we are required to prove that:

1) For all $s' \in s_1$-after-$\bar{\rho}$ we have that $x \in \Omega_M(s')$;
2) $\{y' \in Y | \bar{\rho}x/y' \in L_M(s_1)\} \subseteq \{y' \in Y | \bar{\rho}x/y' \in L_M(s_2)\}$.

Let $\bar{x}$ denote the input portion of $\bar{\rho}$. Since $s_1$ is a quasi-reduction of $s_2$, $\Omega_M(s_2) \subseteq \Omega_M(s_1)$ and so $\bar{x}x$ is a defined input sequence for $s_1$. Thus, since $M$ has harmonised traces, $x$ is defined in all $s' \in s_1$-after-$\bar{\rho}$ and so the first property holds. The second property is immediate from the definition of $s_1$ being a quasi-reduction of $s_2$. □

GQR is appropriate when non-determinism corresponds to there being several acceptable behaviours. In this paper we focus on the problem of testing for GQR and later we prove (Proposition 6) that this is a suitable implementation relation. Note that unlike [9], we do not require the SUT to be deterministic. However, if the SUT is non-deterministic then it is necessary to run each test case used multiple times and the completeness of a test suite typically relies on the use of a fairness assumption.

4 Test cases and test suites

This section defines test cases and test suites for a partial FSM $S$. A test case will be similar to what has been called an adaptive test case [17]. Adaptivity allows the tester to choose an input on the basis of the observed trace. This will be crucial where the response to input $x$, after input sequence $\bar{x}$, is specified after a trace $\bar{\rho}$ but not after another trace $\bar{\rho}'$; adaptivity allows the tester to apply $x$ after $\bar{\rho}$ but not after $\bar{\rho}'$. A test case and the SUT will interact through synchronising on common actions until a failure occurs or the test case terminates. We follow the previously proposed approach of representing a test case as an acyclic partial FSM [17]. A test case will be deterministic in that at each state of the test case there is at most one input that is specified.

Definition 8: Given partial FSM $S$, a test case for $S$ is an observable partial acyclic FSM $t$, with transition relation $h'$ and initial state $t_0$, that satisfies the following:

1) For each state $s$ of $t$ there is at most one input $x$ such that $h'(s, x)$ is defined;
2) If $\bar{\rho} \in L(t)$ and $x$ is defined in the unique state in $t_0$-after-$\bar{\rho}$ then $h(s, x)$ is defined in every state $s \in s_0$-after-$\bar{\rho}$;
3) If $\bar{\rho}x/y \in L(t)$ then $\{y' | \bar{\rho}x/y' \in L(S)\} = \{y' | \bar{\rho}x/y' \in L(t)\}$.

The application of a test case will operate as follows. If a test case $t$ with transition relation $h'$ is in state $s$ then:

1) If no transitions leave $s$ then testing terminates.
2) Otherwise, we find the input $x$ that labels transitions from $s$, we apply $x$ to the SUT, and observe the output $y$. $t$ moves to the state $s'$ such that $(s', y) \in h'(s, x)$; if there is no such state $s'$ then testing terminates and a failure has been observed.

The first condition in Definition 8 requires that the next input is uniquely defined. The second condition requires that input $x$ can only be applied if $S$ must be in a state $s$ such that $h(s, x)$ is defined and so we know that we can apply $x$. The last condition requires that the corresponding outputs of the test case and specification are the same. Thus, if an output not specified in $t$ is observed then it corresponds to a failure.

We let $T(S)$ denote the set of all possible test cases for $S$, $T(S)$ is exactly the test cases we might wish to use: if a test case is not in $T(S)$ then either it includes input after a trace not in $L(S)$ (so this does not help testing), or it could apply input in a state where this is not allowed, or
it has output that is not consistent with the specification. We will call a set of test cases a test suite.

We now define what it means for the SUT to pass/fail a test case from \( T(S) \). Essentially, a model \( I \) of the SUT fails test case \( t \) if some execution of \( I \) with \( t \) leads to a trace that is not a trace of \( S \). This is the case if \( t \) has a path with label \( \rho \) to a state \( s \) where it applies input \( x \) such that the SUT can produce an output \( y \) in response to \( x \) after \( \rho \) such that \( \bar{\rho}x/y \notin L(S) \) (or, equivalently, that \( \bar{\rho}x/y \notin L(t) \)).

**Definition 9:** Given completely-specified FSM \( I \) that models an SUT and (possibly partial) FSM \( S \) that acts as the specification, \( I \) fails a test case \( t \in T(S) \) if and only if there exists \( \bar{\rho}x/y \in L(I) \) and \( y' \in Y \) such that \( \bar{\rho}x/y' \notin L(t) \) and \( \bar{\rho}x/y \notin L(t) \). Otherwise, \( I \) passes \( t \).

The following result shows that the notion of passing a test case has the expected relationship to GQR. In the following, \( I^0 \) is the initial state of \( I \).

**Proposition 6:** Given completely-specified FSM \( I \) that models an SUT and partial FSM \( S \) that acts as the specification, \( I \) is a GQR of \( S \) if and only if for all \( t \in T(S) \) we have that \( I \) passes \( t \).

**Proof:** First let us suppose that \( I \) passes all test cases in \( T(S) \) and we are required to prove that \( I \) is a GQR of \( S \). Let us suppose that \( \rho \in L(I) \cap L(S), x \in X \), and for all \( s \in s_0 \) such that \( \rho \) we have that \( x \in \Omega_S(s) \). Below we define a test case \( t = ts(\bar{\rho}x/y) \). Essentially, \( ts(\bar{\rho}i) \) has trace \( \bar{\rho} \) and \( \rho \) completes this by allowing other outputs where these are consistent with the specification. The important point is that \( \rho_1 \) is a trace of \( tS(\rho_1) \) and \( t(\rho_1) \) is a test case in \( T(S) \).

Test case \( tS(\rho_1) \) has initial state \( t_0 \), a path with label \( \rho_1 \), and for every prefix \( \rho_2x/y \) of \( \rho_1 \) we have that: for all \( y' \in Y \setminus \{y\} \) there is a transition with label \( x/y' \) from the unique state in \( t_0 \)-after-\( \rho_2 \) to a state \( s' \) if and only if \( \rho_2x/y' \) is a trace of \( S \). Here, \( s' \) is a terminating state of \( tS(\rho_1) \) as there are no transitions with \( s' \) as a starting state.

Since \( \rho \in L(I) \cap L(S) \) and \( I \) is completely-specified, for all \( s \in s_0 \)-after-\( \rho \) we have that \( x \in \Omega_S(s) \). By the definition of GQR it is sufficient to prove that \( \{y' \in Y | \bar{\rho}x/y' \in L(I) \} \subseteq \{y' \in Y | \bar{\rho}x/y' \in L(S) \} \). However, this follows from \( I \) passing \( tS(\rho_2x/y) \) as required.

Now let us suppose that \( I \) is a GQR of \( S \) and we are required to prove that \( I \) passes all test cases in \( T(S) \). By contradiction: let us suppose that \( I \) fails test case \( t \in T(S) \) and so there is some trace, that can be observed when testing \( I \) with \( t \), that is not a trace of \( S \). Let us suppose that \( \rho \) is some minimal such trace and so \( \rho = \rho_1x/y \) for some \( x \in X, y \in Y \) and \( \rho_1 \in L(I) \cap L(S) \). By the definition of \( T(S) \), for all \( s \in s_0 \)-after-\( \rho \) we have that \( x \in \Omega_S(s) \). But this contradicts \( I \) being a GQR of \( S \).

The notion of passing a test case is entirely natural (all observations that can be made when testing the SUT are allowed by the specification) and the notion of a test case

6. Recall that the traces of a test case are traces of the specification; if a different output is produced then we have failure.

is quite general (it allows test cases to be adaptive). This result thus demonstrates the suitability of the definition of GQR given in this paper. In Section 7 we briefly discuss how the overall approach might be extended to GQE.

## 5 Generating an m-complete test suite

This section explores test suite generation. We first say what it means for a test suite to be m-complete.

**Definition 10:** Given partial FSM \( S \) that acts as the specification and integer \( m \), test suite \( T \subseteq T(S) \) is \( m \)-complete for \( S \) if for every completely-specified FSM \( I \) with the same input and output alphabets as \( S \) and at most \( m \) states we have that if \( I \) is not a GQR of \( S \) then \( I \) fails some test case from \( T \).

The following, previously defined \[9\] construction, completes a partial FSM \( S \) to form a completely-specified FSM \( M(S) \).

**Definition 11:** Given FSM \( S = (S, s_0, X, Y, h) \), \( M(S) \) is the FSM \( (S \cup \{e\}, s_0, X, Y, h') \) in which \( e \notin S \) and \( h' \) is defined by the following:

1. If \( s \neq e \) and \( (s, x) \in \text{dom } h \) then \( h'(s, x) = h(s, x) \).
2. If \( s = e \) or \( (s, x) \notin \text{dom } h \) then \( h'(s, x) = \{(e, y) | y \in Y\} \).

The FSM \( S_1 \) (also shown in Figure 1) and its completion are shown in Figure 4. As before, for example, the label \( x_2/y, x_2/z \) on an arc means that there are two transitions, with labels \( x_2/y \) and \( x_2/z \), with the same start and end states.

The FSM \( M(S) \) (Definition 11) behaves like \( S \) until it receives an input \( x \) in a state \( s \) such that \( h \) is not defined on \( (s, x) \) and it then moves to the new state \( e \) and all outputs are possible in response to an input. We now show how testing from partial FSM \( S \) for GQR relates to testing for reduction from the (completely-specified) FSM \( M(S) \); this generalises the result of Petrenko et al. \[9\] that was for observable FSms with harmonised traces.

**Proposition 7:** Given partial FSM \( S \) that forms the specification and completely-specified FSM \( I \) that models an SUT, \( I \) is a GQR of \( S \) if and only if \( I \) is a reduction of \( M(S) \).

**Proof:** First let us suppose that \( I \) is a GQR of \( S \) and we are required to prove that \( I \) is a reduction of \( M(S) \). We will prove that every trace of \( I \) is also a trace of \( M(S) \). Proof by contradiction: let us suppose that there are traces of \( I \) that are not in \( L(M(S)) \) and let \( \rho \) be a minimal such trace and so \( \rho = \rho'x/y \) for some trace \( \rho' \), \( x \in X \), and \( y \in Y \). Trace \( \rho \) cannot take \( M(S) \) to state \( s \) since in this case all outputs would be possible when \( M(S) \) is given \( x \) after \( \rho' \) (contradicting the minimality of \( \rho \)). Thus, \( \rho' \) is a trace of \( S \) and in \( S \) the response to \( x \) is specified in all states reached by \( \rho' \). But, by definition, since \( \rho = \rho'x/y \) is a trace of \( I \) and \( I \) is a GQR of \( S \), we have that \( \rho \) is a trace of \( S \). It is now sufficient to observe that \( L(S) \subseteq L(M(S)) \).

Now let us suppose that \( I \) is a reduction of \( M(S) \) and we are required to prove that \( I \) is a GQR of \( S \). Proof
Fig. 4. Partial FSM $S_1$ and its completion $M(S_1)$

by contradiction: let us suppose that $I$ is not a GQR of $S$. Since $I$ is completely-specified we have some $\rho' \in L(I) \cap L(S)$, $x \in X$, and $y \in Y$ such that the response of $S$ to $x$ is specified in all states reached by $\rho'$ and $\rho'x/y \in L(I) \setminus L(S)$. But, by definition, since the response of $S$ to $x$ after $\rho'$ is specified we must have that $S$ and $M(S)$ have the same set of possible outputs in response to $x$ after $\rho'$. This contradicts $I$ being a reduction of $M(S)$ as required.

We therefore know that to test whether the SUT is a GQR of $S$ it is sufficient to determine whether an FSM $I$ that models the SUT is a reduction of $M(S)$. The following two results will allow us to reason about the effectiveness of test suites when testing from partial FSM $S$ and completely-specified FSM $M(S)$.

Proposition 8: Given partial FSM $S$ that forms the specification and completely-specified FSM $I$ that models an SUT, if $I$ fails test case $t \in T(S)$ when testing from $S$ then $I$ fails test case $t$ when testing from $M(S)$.

Proof: Since $I$ fails $t$ when testing from $S$ there is some trace $\hat{\rho} = \rho'x/y$ in $L(I)$ such that $\rho'x/y' \in L(t)$ for some $y' \in Y$ and $\rho' \notin L(I)$. Let $\tilde{\rho}$ be a minimal such trace. By the definition of $T(S)$ the response to $x$ is specified in all states of $S$ reached by $\tilde{\rho}$ and so by the definition of $M(S)$ we have that the set of possible responses to $x$ after $\tilde{\rho}'$ are the same in $S$ and $M(S)$. But this implies that $I$ fails $t$ when testing from $M(S)$.

In the proof of Proposition 9 below we will use the notion of a prefix of a test case, which can be constructed by deleting subtrees. We use the observation that if $t \notin T(S)$ then the set of prefixes of $t$ that are in $T(M(S))$ (pref$(t) \cap T(S)$) contains a unique maximal element.

Proposition 9: Given specification (partial) FSM $S$ and completely-specified FSM $I$ that models an SUT, if $I$ fails test case $t \in T(M(S))$ when testing from $M(S)$ then $I$ fails the maximal prefix $t'$ of $t$ that is in $T(S)$ when testing from $S$.

Proof: Since $I$ fails test case $t$ when testing from $M(S)$ we have that $I$ can produce a trace $\rho$, in response to $t$, that is not a trace of $M(S)$. Let $\hat{\rho}$ be some minimal such trace. Then $\hat{\rho} = \rho'x/y$ for some $\rho' \in L(S)$ and input $x$ and, by the definition of $M(S)$ and $\rho$, we have that the response to $x$ is specified in all states of $S$ reached by $\rho'$. Thus, as in the proof of Proposition 8, the possible responses to $x$ after $\rho'$ are the same in $S$ and $M(S)$. Further, the maximal prefix $t'$ of $t$ that is in $T(S)$ must have a state reached by $\rho'$ from which input $x$ is applied. This implies that $I$ fails $t'$ when testing from $S$ and so the result follows.

We can therefore convert a test suite $T$ for reduction to $M(S)$ into a test suite (called $R(T)$) for checking whether the SUT is a GQR of $S$ (we use maximal prefixes that are in $T(S)$). Thus, we can use methods for testing from a completely-specified FSM when testing from a partial FSM.

Theorem 1: Given partial FSM $S$, if $T$ is $m$-complete when testing from $M(S)$ then the test suite $R(T)$ is $m$-complete when testing from $S$.

Proof: This follows from Proposition 9.

In the next section we explore the efficiency of $m$-complete test suites generated from $M(S)$.

6 TEST SUITE EFFICIENCY

We now address the issue of efficiency, where a test suite $T$ is efficient if $T$ achieves the test objective (in this case, being $m$-complete) and $T$ is minimal for some notion of minimality. We consider what happens to reduced $m$-complete test suites for $M(S)$ when adapted for use with $S$. We would like the process of converting a test suite for $M(S)$, for use with $S$, to not introduce any redundancy: if we generate a non-redundant test suite $T$ for $M(S)$ then the test suite $R(T)$ is guaranteed not to
be redundant for $M(S)$. In this section we prove that the above property holds and then consider other notions of minimality.

In this section we first define what we mean by a test suite being reduced, with this essentially requiring that the test suite is $m$-complete but loses this property if we make it smaller (by replacing any test case by its proper prefixes).

**Definition 12:** Given partial FSM $S$, $m$-complete test suite $T \subseteq T(S)$ is reduced for $S$ if for every test case $t \in T$ we have that $(T \cup \text{pref}(t)) \setminus \{t\}$ is not $m$-complete.

First we prove a result regarding reduced test suites.

**Proposition 10:** Given partial FSM $S$, if $m$-complete test suite $T$ is reduced for $M(S)$ then $T \subseteq T(S)$.

**Proof:** By contradiction: assume that $m$-complete test suite $T$ is reduced for $M(S)$ and $T \not\subseteq T(S)$. Let $t \in T$ be such that $t \not\in T(S)$ and let $t'$ be the maximal prefix of $t$ that is in $T(S)$. Since $T$ is $m$-complete and reduced for $M(S)$ there is some FSM $I$ with at most $m$ states such that $I$ fails $t$ but passes $t'$. But since $t'$ is the maximal prefix of $t$ that is in $T(S)$, all outputs are allowed by $M(S)$ in response to the inputs in $t$ that follow $t'$. Thus, since $I$ passes $t'$ it must pass $t$ and this provides a contradiction as required.

We obtain the following result, which shows that if we take a test suite $T$ that is reduced for $M(S)$ then the test suite $R(T)$ is reduced for $S$.

**Theorem 2:** Given partial FSM $S$, if $T$ is $m$-complete and reduced for $M(S)$ then the test suite $R(T)$ is $m$-complete and reduced for $S$.

**Proof:** By Theorem 1, $R(T)$ is $m$-complete for $S$. Since $T$ is reduced for $M(S)$, by Proposition 10 we know that $T \subseteq T(S)$ and so we have that $R(T) = T$. Consider some test case $t \in T$. Since $T$ is reduced for $M(S)$ there is some FSM $I$ with at most $m$ states that fails $t$ when testing from $M(S)$ but that passes all test cases in $(T \cup \text{pref}(t)) \setminus \{t\}$ when testing from $M(S)$. Since $t \in T(S)$, by Proposition 9, $I$ fails $t$ when testing from $S$. Further, by Proposition 8, $I$ passes all test cases in $(T \cup \text{pref}(t)) \setminus \{t\}$ when testing from $S$. The result thus follows.

This shows that reduced test suites for $M(S)$ are mapped to reduced test suites for $S$; the mapping does not introduce redundancy. We might be interested in optimisations when generating an $m$-complete test suite from $M(S)$ and so we consider what happens to a minimal test suite for $M(S)$ for other notions of minimality. However, there are several alternative notions of minimal. For example, we want to minimise the number of test cases if the reset between test cases is expensive [28], [29], [30]. In other cases we are interested in the test suite size: the sums of the lengths of the test cases. We thus introduce the notion of a cost function.

**Definition 13:** Given test suite $T$, we have the following three cost functions:

1) $f_1(T) = \sum_{t \in T} |t|$
2) $f_2(T) = \sum_{t \in T} \ell(t)$
3) $f_3(T) = |T|$

Here $|t|$ is the number of states in $t$, $\ell(t)$ is the length of the longest trace in $L(t)$, and $|T|$ is the number of test cases in $T$ (the number of resets used with $T$).

**Definition 14:** Given partial FSM $S$ and integer $m$, test suite $T$ is minimal for $S$ and cost function $f_i$ if $T$ is $m$-complete and for every test suite $T'$ that is $m$-complete for $S$ we have that $f_i(T) \leq f_i(T')$.

We now show that minimality is preserved.

**Theorem 3:** Given partial FSM $S$ and cost function $f_i$, $1 \leq i \leq 3$, if $T$ is minimal for $M(S)$ and $f_i$ then $R(T)$ is minimal for $S$ and $f_i$.

**Proof:** First consider $f_1$. By definition, a minimal test suite for $f_1$ is reduced. Thus, since $T$ is reduced, by Proposition 10 we have that $R(T) = T$ and by Theorem 2 we have that $R(T)$ is reduced for $S$. Proof by contradiction: let us suppose that $T$ is not minimal for $S$. Then there is an $m$-complete test suite $T'$ for $S$ such that $f_1(T') < f_1(T)$. However, since $T'$ is $m$-complete for $S$, by Proposition 8 we have that $T'$ is also $m$-complete for $M(S)$ and this contradicts the minimality of $T$ for $M(S)$ as required. The proof for $f_2$ follows in a similar way.

Now consider $f_3$. Since $T$ is minimal for $M(S)$ there is a reduced $m$-complete test suite $T_2$ for $M(S)$ with $|T| = |T_2|$ and this is also minimal. Since $f_3(T) = f_3(T_2)$ it is sufficient to prove that $T_2$ is minimal for $S$. By Proposition 10 we have that $R(T_2) = T_2$ and by Theorem 2 we have that $T_2$ is reduced for $S$. Proof by contradiction: let us suppose that $T_2$ is not minimal for $S$. Then there is an $m$-complete test suite $T'$ for $S$ such that $f_3(T') < f_3(T_2)$. However, since $T'$ is $m$-complete for $S$, by Proposition 8, $T'$ is also $m$-complete for $M(S)$ and this contradicts the minimality of $T$ for $M(S)$ as required.

The above results show that reduced/minimal test suites for $M(S)$ get mapped to reduced/minimal test suites for $S$ (three notions of minimality). Thus, the mapping from test suites for $M(S)$ to test suites for $S$ does not introduce redundancy and there is value in finding a minimal test suite for $M(S)$.

### 7 Conclusions

This paper considered the problem of generating an $m$-complete test suite from a partial FSM $S$. We explored implementation relations for the case where a completely-specified FSM $I$ models the SUT and a partial FSM $S$ is the specification. We considered quasi-equivalence and quasi-reduction but found that the previous definitions for observable partial FSMs with harmonised traces could not be used in the more general setting. We therefore generalised these to generalised-quasi-equivalence (GQE) and generalised-quasi-reduction (GQR).

Having defined GQE and GQR, we concentrated on testing for GQR. We found that we can complete $S$ to form a completely-specified FSM $M(S)$ such that we can map an $m$-complete test suite for $M(S)$ to an $m$-complete test suite for $S$. Thus, we can use methods for testing from a completely-specified FSM to test from any partial FSM.
We then considered efficiency. We defined the notion of an $m$-complete test suite $T$ being reduced: for all $t \in T$, if we remove $t$ from $T$ or replace $t$ by a proper prefix of $t$ then the resultant test suite is not $m$-complete. We proved that reduced test suites for $M(S)$ are mapped to reduced test suites for $S$. Similarly, a minimal test suite for $M(S)$ is mapped to a minimal test suite for $S$.

One of the main contributions of this paper was to show that the problem of testing (for GQR) from a partial FSM can be expressed in terms of the better understood problem of testing from a completely-specified FSM. One problem for future work is to determine whether the approach can be extended to testing for GQE. The approach used in this paper was based on proving that $I$ is a GQR of $S$ if and only if $I$ is a reduction of $M(S)$. One might look to prove that $I$ is GQE to $S$ if and only if $I$ is equivalent to $M(S)$. However, such a result will not generally hold since an FSM $I$ that is quasi-equivalent to $S$ does not have to implement all of the transitions added to $S$ to form $M(S)$. For example, if $x$ is not specified in a state of $S$ reached by trace $\bar{\rho}$ then $M(S)$ produces all possible outputs in response to $x$ after $\bar{\rho}$ but an FSM $I$ that is GQE to $S$ might only produce some of these outputs in response to $x$ after $\bar{\rho}$. Fortunately, in such circumstance the test generation process removes any test cases that check the output in response to $x$ after $\bar{\rho}$. As a result, it may still be possible to utilise a test suite $T$ that tests whether $I$ is equivalent to $M(S)$; we test the SUT with $R(T)$. Testing for GQE is a topic for future work.

The ideas in this paper have the potential to have an impact elsewhere. For example, if we wish to devise methods for transforming a partial FSM specification $M$ into an observable partial FSM $M'$ then we might wish to know that the same set of SUTs are correct implementations of $M$ and $M'$; we require general implementation relations to reason about this. There is also the interesting question as to whether the results, regarding the completion $M(S)$, have any implications regarding the problem of distinguishing states and whether, for example, we can map the problem of distinguishing a set of states of a partial FSM $M$ to a corresponding problem of distinguishing a set of states of completely-specified FSM $M(S)$. This might allow us to reuse techniques, complexity results and bounds.
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