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Abstract

This thesis describes the Muon Ionisation Cooling Experiment (MICE), an engineering demonstration of the technique of ionisation cooling. It provides a detailed description of the creation of a Geometry Handling System that has been written as part of the MICE Analysis User Software and its benefits in providing a flexible and accurate method to model the MICE experiment. Finally the results of the bench tests of the Electron Muon Ranger will be presented.

MICE is part of an international programme to provide the technology for the Neutrino Factory (NF). The NF requires the technology to; capture the muons from a pion beam; cool them to form a high intensity beam with a small emittance; and accelerate the resulting muons. The decay of the resulting monochromatic muon beam produces a neutrino beam with precisely defined flavour content and an accurately calculable energy spectrum. The $\mu$ beam’s intensity and collimation is sufficiently high to allow experiments to be performed with a baseline of several thousand km.
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Chapter 1

The Small Neutral Ones

1.1 Introduction

“Nature uses only the longest threads to weave her patterns, so that each small piece of her fabric reveals the organization of the entire tapestry”

Richard P. Feynman

Physics has always proved to be an exciting subject with many unknowns. Once a measurement is made and results obtained in answer to initial questions, more are raised. As more is discovered the extent of our remaining ignorance becomes clearer. Ever since the initial discovery of the small, neutral one [1, 2] or ‘neutrino’, experiments to study this fascinating and elusive particle have always raised more questions. Neutrinos are mysterious and have always challenged the boundaries of physics and the understanding of the standard model of particle physics. They are the “lightest” of all the known matter particles and were once thought to be massless.

Charged current neutrino interactions always occur in conjunction with a charged lepton. The lepton type that is involved with the interaction is used to label the ‘flavour’ of that neutrino. The three neutrino flavours are $\nu_e; \nu_\mu; \nu_\tau$. To illustrate this one can consider $\beta$ decay, the decay produces an electron and an anti-electron-neutrino, $\overline{\nu}_e$. Initially it was believed that neutrinos conserved flavour whereby a beam of neutrinos with a particular
flavour would only produce that associated lepton when detected. Neutrino-matter interactions can be described, using quantum mechanics, in terms of the neutrinos flavour ‘eigenstates’, however whilst a neutrino traverses space the appropriate description is in terms of its mass. For leptons the flavour and mass eigenstates are identical; an electron flavoured lepton has a mass of 511 keV/c$^2$. This is not the case for neutrinos, each neutrino flavour is a mixture of the three different masses. Neutrinos moving through free space are described in terms of their masses, $m_1, m_2, m_3$. The three masses are mixed with certain percentages in order to give each of the flavour states. For example, the electron neutrino could be 50% $m_1$, 40% $m_2$ and 10% $m_3$ and it is this superposition of masses that makes the electron flavour state. The reverse is also true in that each mass state is a mixture of the flavour states. If we suppose each mass to be zero, as initially thought, it is expected that an electron neutrino would produce an electron when observed at any point during its life. This is not the case; experimental results have shown that neutrinos oscillate between flavours [3]. This oscillation implies that the three masses are not equal to one another. An explanation of this purely quantum mechanical phenomena can be achieved by considering the particles DeBroglie wavelength. This wavelength is a function of the particle momentum. The particle’s three states travel with the same velocity but have different masses giving different momenta, therefore the wavelengths are different. As a neutrino propagates the percentage of each mass state varies because of the different wavelengths. The flavour of the observed neutrino is determined by the dominant mass upon observation. A neutrino-matter interaction will observe the neutrino’s flavour, the probability of which flavour is observed depends on the relative contribution of the masses at that point.

Figure 1.1 illustrates the mixture of the three flavours of neutrino with respect to each of the mass eigenstates. Highlighted in this Figure is a phenomenon that has yet to be fully understood, the hierarchy of the mass states. Determining this hierarchy will be the aim of future neutrino experiments along with placing values upon parameters that characterise the mass-flavour relationship.

The probability of a neutrino of one flavour appearing as another can be
Figure 1.1: Illustration of the two proposed neutrino mass hierarchies. Colours indicate each neutrino flavour; electron in red, muon in green and tau in blue [4].

parameterised by a mixing angle. The new measurement has implications on proposed experiments that aim to measure other properties of the neutrino family. Understanding these particles fully will help to better explain the asymmetry of matter and anti-matter in the early stages of the universe and may shed light on other phenomena. A number of experiments have been proposed that will improve our knowledge of the neutrino, in particular mapping mass-flavour mixing and determining the mass hierarchy. Each has its own advantages and disadvantages and all of the proposals face huge technical challenges. The measurement of $\theta_{13}$ by Daya Bay [5] will undoubtedly influence the course of future studies but it also represents the progress being made in understanding the neutrino. The Daya Bay [6] experiment has made a precise measurement of one of these angles.
1.2 Neutrino History

In 1930 Wolfgang Pauli wrote a letter to a private meeting of experts on radioactivity held in Tübingen that proposed a neutral particle is emitted during nuclear beta decay that would account for the process’s apparent violation of energy conservation. This was not publically presented until the Solvay congress of 1933. This neutral particle was called the neutron by Pauli and later named the ‘neutrino’ by Enrico Fermi when he postulated a theory where by an electron and a neutrino are both emitted during the decay process [1, 2]. Neutrinos rarely interact with matter and can travel many light years through matter before an interaction does take place. This is why direct observation of the neutrino did not happen until many years later.

In 1953 Clyde Cowen and Fred Reines began work on trying to detect the neutrino. They sought to do this by placing a detector near to a nuclear reactor in order to detect the neutrinos\(^1\) being produced. This study was performed at Hanford but it only tentatively identified the neutrino because of limited statistics and high levels of background [7]. Three years later the duo designed a new detector and began work once again to confirm the neutrino’s existence [8]. This new detector was placed at the Savannah River Plant facility of the U.S. Atomic Energy Commission. This was much more successful. The Hanford experiment had seen high levels of background that lead to the decision to place this new detector underground protecting it from cosmic rays. Cowen and Reines also placed this detector closer to the reactor than in the Hanford experiment, and improved the design of the detector. The new detector consisted of a 200 litre water tank with 40 kg of Cadmium Chloride dissolved in it, this was split between two tanks. The tanks were sandwiched between scintillators read out by photomultipliers. The location of the detector, which was both closer to the nuclear reactor and protected from cosmic rays, improved the signal to ratio background. These alterations lead to the confirmation of a neutrino flux via the inverse beta decay process

\(^1\)They actually observed what are referred to as anti-neutrinos, but this is naming convention.
\[ \bar{\nu} + p^+ \rightarrow \beta^+ + n^0 \]  

(1.1)

1962 saw the detection of a second neutrino type, the muon neutrino. The Stanford Linear Accelerator observed, in the mid 1970’s, the tau lepton and it was hypothesized that the new lepton also had a neutrino much like its electron and muon siblings [9, 10, 11]. The tau neutrino was finally directly observed by the DONUT collaboration in 2000 [12].

### 1.3 Neutrino Oscillation

Many properties of the neutrino are purely quantum mechanical but can be explained through the use of partial analogies. These analogies compare the properties of neutrinos and will allow a classical rather than quantum mechanical understanding of their behaviours. To begin one must consider the facts that have been observed in the study of neutrinos. Firstly, a neutrino can be produced in association with a charged lepton or anti-lepton. The absorption of a neutrino during an interaction will result in the production of a charged lepton. The flavour of the outgoing lepton is then attributed to the flavour of the incoming neutrino. The lepton types of neutrino are referred to as the three flavours of neutrino. Observations show that a particle produced in association with an electron will be absorbed with an electron. From this one can infer that there is a conservation law associated with the production and absorption of neutrinos. If we consider a counter whereby 1 is added for every electron and electron neutrino, \( \nu_e \), and 1 is taken from the counter for every anti electron and anti-electron neutrino, then the counter for the universe will never alter. This explains why there must be a neutrino to accompany the electron produced in Beta Decay. Secondly the neutrinos with an electron flavour produced in the sun transform into muon neutrinos on their journey, although over 20 years of neutrino research was needed to firmly establish the truth of this transformation phenomenon [13].

The sun’s nuclear processes are well understood; \( \nu_e \) are produced as a result of these processes. Early detectors were designed to look for electron
neutrinos only. This was due to the expected flux of neutrinos from the sun which can be calculated using the standard solar model, see “How many sigmas is the solar neutrino effect” [14]. However, the measured $\nu_e$ flux on the surface of the Earth was less than the calculated total flux. This discrepancy produced two decades of debate that cast doubt upon the accuracy of the measurements. The low event rates, the difficulty to control background sources and the unfamiliar, to physicists, chemical techniques contributed to the doubt. The complex nature of the standard solar model where the initial assumptions affect the details of the calculations also increased the challenge of explaining the discrepancy. Early detectors were especially sensitive to these assumptions. This was the basis of the argument to dismiss this early discrepancy, however these arguments could not be held true after observations made by Kamiokande [15].

Kamiokande was measuring the natural flux of “atmospheric” neutrinos. Hadronic showers caused by incident cosmic rays upon the Earth’s atmosphere are comprised mainly of pions. The pions will rapidly decay to produce muons of both flavours $\pi^+ \rightarrow \mu^+ + \nu_\mu$ and $\pi^- \rightarrow \mu^- + \bar{\nu}_\mu$. The muons with low energy will decay before reaching the ground producing neutrinos, $\mu^+ \rightarrow e^+ + \bar{\nu}_e + \nu_\mu$ and $\mu^- \rightarrow e^- + \nu_\mu + \bar{\nu}_e$. The processes of the hadronic shower are well known and understood, there are no other large sources of atmospheric neutrinos. According to the model there should be twice as many muon neutrinos as electron neutrinos. The total flux is difficult to calculate but the ratio of muon to electron neutrinos is easy to calculate and is difficult to vary. Energies of a few GeV will mean that some muons will reach the ground before decaying due to relativistic time dilation. This will increase the muon to electron ratio. Once again, this effect is well understood and easily calculated, meaning the muon to electron neutrino ratio from cosmic rays is well defined. The ratio that was measured by Kamiokande was far away from what was predicted. A totally unexpected dependence on the zenith angle of the neutrino was found. Even if the collaboration had made a mistake in the calculation of their sensitivity to the different neutrino flavours it was difficult to conceive an azimuthal dependence on its value. Kamiokande’s observation of cosmic neutrinos yielded the same $\nu_e$ and $\nu_\mu$ discrepancy [16].
The quantum mechanical nature of neutrinos means that it can be resolved into 3 components upon orthogonal axes within an abstract of space. The components can be described, to a degree, by an analogy with polarised light. If we consider a beam of light, this beam can be broken down into components along two orthogonal axes. The axes are arbitrary and have no bearing upon the light and don’t have meaning unless the angle between them and the beam is known. If the orthogonal axes, $x$ and $y$, are selected to lie along the planes of polarisation the beam’s polarisation components can be described in relation to $x$ and $y$ with the angle $\theta$ between the beam and the axes. This is comparable to a neutrino except the neutrino has three components.

When a neutrino is created it will have a flavour eigenstate where the component along one flavour axis will equal 1 and along the others will be 0. The eigenstate is made of three axes; $\nu_e$, $\nu_\mu$ and $\nu_\tau$. This can be compared to producing light with a state of single polarisation, related to the production mechanism. The axes can be arbitrary and measurement can be taken along that axis or along an axis that is at right angles to the neutrino flavour eigenstate. The polarisation of light uses a 2D system which differs from a neutrino’s where this is 3D. There are two ways to set our “resolving apparatus” for neutrinos. They can be detected through interactions, that is the axis set in the same way as production or they can be allowed to propagate through free space. Propagation chooses the mass eigenstates. Thus while interacting neutrinos have no well defined mass, whilst propagating they will have no defined flavour.

In the interest of the analogy with light we will only consider two components from the neutrino. Two different axes of polarised light can be related to one another if the angle of the beam of light and one of the axes is known. Consider two axes $x_1$, $y_1$ and $x_2$, $y_2$ that have an angle between them $\theta$, their components can be related through the following:

$$x_2 = x_1 \cos(\theta) + y_1 \sin(\theta) \quad y_2 = -x_1 \sin(\theta) + y_1 \cos(\theta)$$  \hspace{1cm} (1.2)

Similarly a comparison can then be made between the neutrino mass and
flavour eigenstates. Where the expressions for the mas eigenstates are parameterised in terms of a single angle $\theta_{12}$ so that:

$$
\nu_1 = \nu_e \cos(\theta_{12}) + \nu_\mu \sin(\theta_{12}) \quad \nu_2 = -\nu_e \sin(\theta_{12}) + \nu_\mu \cos(\theta_{12})
$$

The vector or intensity of the light is not affected by the position of the axis and can be determined by the sum of the squares of it’s components. The probability of finding a neutrino can be determined by the analogous sums of these components. The probability must sum to 1, $\alpha^2 + \beta^2 = 1$ and the mixing can be parameterised by the angle $\theta$ where $\alpha = \cos\theta$ and $\beta = \sin\theta$. Thus $\nu_2 = -\nu_e \sin\theta + \nu_\mu \cos\theta$.

When a neutrino is produced the axis of interest is the flavour axis. If we consider a neutrino is created with a $\nu_e$ flavour then there will be no $\nu_\mu$ component. This can be compared to polarised light whereby a beam polarised in the x axis will have an x component of 1 and a y component of 0. When the light beam passes through an x polarisation plane one would observe the full intensity of light. In the case of the neutrino we would expect that as the neutrino travels it’s components will not alter and when it is absorbed an electron will be produced because it was of $\nu_e$ flavour when it was produced. This is, however not the case, the flavour axes are important in the production and absorption of neutrinos and the mass axes become important as the neutrino moves through space. The flavours have different masses but they have the same energy. The difference in masses that have the same energy results in a different momentum for each mass. This in turn means that there is a difference in DeBroglie wavelength for each flavour. Another analogy can be drawn to describe this phenomena.

A birefringent crystal contains two axes in which light that passes through it are split into two beams. The beams, called ordinary and extraordinary rays, exit the crystal at the same time due to the way the crystal is cut. Inside the crystal the two rays have different velocities, $v_o$ and $v_e$. Now if we consider the wavelength, $\lambda$, and frequency, $f$, of this beam we can equate these to the velocity, $v = \lambda f$. In this case the two rays will have the same frequency therefore their wavelengths must be different and the rays are out
of phase. Assigning \( \phi \) to the phase, the wavelength can be defined as a function of distance giving the phase advance, \( \delta(\phi) = (2\pi/\lambda)\delta x \). This shows that as distance increases the phase continuously alters. The continuous change in phase with distance will change the plane of polarisation.

Neutrinos behave in an analogous manner, whereby if an electron neutrino is created it will pass through space which can be considered a birefringent crystal. This neutrino comprises of two components that propagate with different wavelengths and that in turn means the “plane of polarisation” rotates with distance. The detection of a solar neutrino with a Charged Current (CC) interaction effectively resolves the propagating beam into the fixed flavour components. Matter acts as a polariser aligned along the electron axis which is only one component of the neutrino beam. A Neutral Current (NC) interaction measures the full intensity of the neutrino which is similar to measuring light intensity independent of beam polarisation. Early detectors only saw CC interactions. Solar neutrinos are a mixture of \( \nu_e \) and \( \nu_\mu \) flavour eigenstates at the point where they reach Earth. Typical energies of solar neutrinos when they reach Earth are of the order of MeVs. CC interactions require sufficient energy to produce leptons during interaction. Muons have a mass of 105 MeV/c\(^2\), much higher than the energies of solar produced neutrinos, therefore early detectors were blind to muon neutrinos. The SNO [17] experiment detected both CC and NC interactions. The CC measurements were consistent with other findings, the measurement of NC interactions implied that the total neutrino flux was greater than the flux of electron neutrinos and consistent with the standard solar model. The conclusion from this was that neutrinos were altering flavour between production and absorption.

1.4 Neutrino Measurement

A neutrino travels through space as a superposition of three mass eigenstates, \( m_1, m_2, m_3 \), there is therefore a relationship between these mass states and the flavour eigenstates, \( \nu_1, \nu_2, \nu_3 \). The relationship describes the rotations between the two sets of eigenstates and is characterised by a mixing matrix,
which is analogous to the CKM quark matrix and is known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixing matrix [18, 19, 20].

The variables of interest that describe the flavour-mass eigenstate within the mixing matrix are $\theta_{12}$, $\theta_{23}$, $\theta_{13}$, which describe the three mixing angles, and $\delta$. $\delta$ is the phase factor, the value of this along with $\theta_{31}$ will determine whether there is Charge-Parity (CP) violation in the neutrino sector. The mixing matrix can be seen in (1.4). Where $c_{ij} = \cos \theta_{ij}$ and $s_{ij} = \sin \theta_{ij}$ where $i,j = 1,2,3$. Values for $\theta_{12}$ and $\theta_{23}$ have long been known and in 2012 the Daya Bay Collaboration published a value for $\sin(2\theta_{13})$ of $0.089 \pm 0.010$ (stat.) $\pm 0.005$ (syst.). The value for the phase parameter $\delta$ is currently unknown.

$$U_{PMNS} = \begin{pmatrix}
  c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\
  -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & s_{23}c_{13} \\
  s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} & c_{23}c_{13}
\end{pmatrix} \quad (1.4)$$

Other measurements can be used to determine the values of the absolute mass differences squared $\Delta m^2_{31} = |m^2_3 - m^2_1|$ and $\Delta m^2_{21} = |m^2_2 - m^2_1|$. Confirming the sign of $\Delta m^2_{31}$ will show the relationship between the masses or the mass hierarchy.

To investigate the parameters that are still unknown further experiments are needed. A facility that is capable of producing an intense neutrino beam where the flavour of neutrinos being created is well defined will greatly contribute to determining these unknowns.

### 1.5 Future Neutrino Experiments

The value that was recently measured by Daya Bay of around 0.089 is larger than had been expected [21]. The value of this angle will affect which of the three proposed future neutrino experiments will be best suited to studying this elusive particle further. The following section will describe the three proposed experiments giving a more detailed overview of the Neutrino Factory (NF).
1.5.1 Super-Beam

A Super-Beam produces neutrinos via a conventional method whereby protons interact with a target producing $\pi^+$ which then decay into $\mu^+$ and $\nu_\mu$. It is these neutrinos that will be used in the super-beam proposal. This can be seen in the OPERA experiment where the CNGS beam uses this method to create neutrinos. The advantage of this approach is that the technologies used are well developed and understood. This method of producing neutrinos means that the neutrinos have a wide spread of momenta. A number of muons within the neutrino beam will decay, producing $\bar{\nu}_\mu$ and $\nu_e$. The decay will contaminate the original $\nu_\mu$ beam which will cause serious background in the $\nu_\mu \rightarrow \nu_e$ oscillation measurements. The natural decay of pions inherently gives the neutrino a random momentum kick, coupled with the initial interaction of the protons with the target means that the beam will not be well focussed. The challenge with this facility will be in the production of pions; the design uses a 4 MW proton beam therefore a target and horn that is capable of handling a beam of this intensity is required [22].

1.5.2 Beta-Beam

The proposed Beta-Beam facility [23] is one that employs a beta decaying isotope to produce neutrinos. The isotope is accelerated in the facility where it will decay. The accelerator will be in the form of a ring that will be directed towards a detector facility capable of seeing the resultant neutrinos. Two different isotopes will be required, one to produce $\nu_e$ and the other $\bar{\nu}_e$. The limitation of the Beta-Beam is apparent in the decay processes, the facility will only be capable of $\nu_e$ and $\bar{\nu}_e$ production. This facility would be cost effective due to current facilities such as CERN already having some of the equipment needed to build such a facility. Control over the intensity of the resulting neutrino beam will be harder because of the decay process used for neutrino production.

\footnote{$\pi^-$ beams produce the charge conjugate states.}
1.5.3 The Neutrino Factory

The NF [24] is one of the proposals that will go some way to fully understanding neutrinos. The difference between the NF, Super-Beam and Beta-Beam neutrino production facilities are the properties of the final neutrino beams they produce. The NF will use a similar method to the Super-Beam to produce its beam. Instead of using a pion beam as the neutrino source, the NF will create a muon beam which will be much more focussed and controlled, in terms of flavour, energy and intensity, with respect to the Super-Beam. The front end for the NF produces a high intensity pion beam. The decay of this beam produces muons. The muons are accelerated to the requisite energy. The muon beam will have a single energy compared to the pion beam which has a spread of energy. The resulting neutrino beam will have better collimation. The oscillation signal will be clearer because the oscillation wavelength depends on energy. This method will ensure only $\nu_s$ from the muon decay will form the beam. Selecting $\mu^+$s will produce $\bar{\nu}_\mu$ and $\nu_e$ particles and selecting $\mu^-$s will produce $\nu_\mu$ and $\bar{\nu}_e$. Background can therefore be removed from the observations of $\nu_\mu \rightarrow \nu_e$ and $\nu_e \rightarrow \nu_\mu$ experiments. The disadvantage of the NF is the technologies used to produce a beam of this nature are not well formed although there are experiments developing the required components. To produce such a high quality muon beam an extra section is required within the facility that is not seen in the other proposals. This section will house the ionisation cooling equipment that reduces the emittance of the muon beam. Emittance shall be described in Section 3.4.

Ionisation Cooling

A practical demonstration of ionisation cooling of a muon beam has not yet been undertaken, this is the purpose of the Muon Ionisation Cooling Experiment (MICE). Ionisation cooling is the process of passing a particle beam through a material where the ionisation that occurs in the material will reduce all components of particles momentum. When the beam is then accelerated momentum is returned to only one component and the overall emittance is reduced. This will result in an intense and highly focussed beam.
suitable for acceleration and storage. The storage rings can then point in the
direction of a neutrino detector and when the muons decay the resultant
 neutrinos can be detected.

1.6 Muon Ionisation Cooling Experiment

The following thesis will describe the role of MICE in preparing for the
proposed NF. It will focus upon the work undertaken by the author. Namely,
the software that is used within the experiment and the geometry handling
system that has been developed over the last couple of years. The Electron
Muon Ranger (EMR) detector used in MICE will be examined and the work
carried out to fully characterise the scintillator used in this detector will be
described.
Chapter 2

Neutrino Factory

2.1 Introduction

The Neutrino Factory (NF) is one of the next generation of facilities designed to further study the neutrino. The following chapter describes the design of the proposal and the technical challenges that need to be overcome before the facility can be constructed.

2.2 Neutrino Factory Design

The NF’s components have been outlined in the International Design Study for the NF (IDS-NF) [25]. The aim of the NF is to create an intense, highly focussed beam of neutrinos. Figure 2.1 is an image that depicts the proposed facility. The storage ring is of a ‘racetrack’ shape where the muons are given more time to decay in the long straight. When muons decay in this long straight the resultant neutrinos will continue to travel in the direction in which the straight is pointing. The initial mono energetic muon beam decays, creating a neutrino beam that is uncontaminated with pion products, whose flavour composition is better defined when compared with other methods. In order to create such a beam a number of components are needed.
2.3 Proton Driver

The proton driver will be the first stage of the NF and there are currently many sources and facilities available that produce protons. Current proton sources do not have high enough intensity to produce the muon flux required by the NF. A 4 MW proton beam is needed to meet NF designs, this exceeds current capabilities. A 4 MW beam will cause considerable thermal and mechanical shock to the targets which would rapidly lead to their failure. Next generation proton sources coupled with a number of proposed designs for the proton driver are being developed to provide this power.

The beam is being designed to be intense in order to maximise interactions with the target. The beam will also be comprised of short bunches. A bunch is a group of particles travelling together; most beams used in experiments are not a continuous beam of particles but rather a series of particle ‘bunches’. A 1-3 ns RMS bunch is required for the NF to allow efficient muon capture. The proton beam can be accelerated up to 10-30 GeV.
2.4 Target

The proposed NF target will need to interact with a proton beam of 4 MW energy with a repetition rate of 50 Hz [25]. This represents an engineering challenge to create a target that can withstand this high power.

Many simulations have been carried out to determine the most effective design. One of the proposed solutions is to use a free-flowing moving target. The free flowing target will be a liquid mercury jet that will be injected into the proton beam. Solid targets that are conventionally used in experiments would eventually succumb to thermal shock and would melt, vaporise or disintegrate. Whilst interacting with the beam the target will become irradiated, the regular replacement of the damaged target would therefore be a risk. The proposal of using the free flowing target would overcome this challenge. Research and development for the mercury liquid jet has already been carried out at the MERIT experiment which ran at CERN [26, 27].

2.5 Muon Front End

This section of the factory will contain all of the elements required to capture the particles produced at the target and create a muon beam. Firstly there will be a pion capture and decay channel. This will consist of a solenoid that will send the particles into a helical motion. The helical motion allows particles with larger divergent angles from the central beam line to be captured. Following the decay channel will be a longitudinal drift channel where the pions and their daughter muons will be allowed to develop a position-energy relationship [25]. The beam will then pass through a buncher and phase-rotation system that collects the bunches and decelerates the highest energy particles and accelerates particles with lower energy. This will ensure that the energies of all the particles will be similar. The result is a series of muon bunches that have the same energy and a bunching to match the radio frequency of the ionisation cooling channel.
2.6 Ionisation Cooling

The ionisation cooling channel aims to reduce the emittance of the beam. To achieve this the beam will have to go through a number of Absorber Focus Coils (AFCs) and Radio Frequency Coupling Coils (RFCCs). The AFCs are designed to have interchangeable absorber materials; the absorbers will be of varying designs. A number of different shaped lithium hydride elements can be inserted into the beam line along with a hydrogen absorber. Passing the beam through these cooling materials will reduce momentum in all directions. To maintain the beam’s longitudinal momentum the beam will pass through an RFCC after the AFC. The RFCC will restore the beam’s longitudinal momentum and the overall result of the AFCs and RFCCs in the cooling channel will be a reduction in emittance. The engineering feasibility of this process is currently being studied by the MICE at the Rutherford Appleton Laboratory (RAL). MICE is constructing a single cooling channel that contains 3 AFCs and 2 RFCCs and aims to reduce the emittance by 10%. Emittance will be described in more detail in section 3.4.

2.7 Acceleration and Storage

Once the beam has passed through the Muon Front End and the Ionisation Cooling stages of the NF it will then move on to a set of accelerators. The beam at this stage requires fast acceleration and these accelerators need to have a high acceptance due to the beam’s relatively high emittance. The design study shows that the best way to accelerate the beam is to use two ‘dog-bone’ recirculating linacs (RLA) that are linked to one another by chicanes. This can be seen in Figure 2.1. The final stage of acceleration will occur in a non-scaling Fixed Field Alternating Gradient (FFAG) accelerator. The use of the FFAG means that there is no need to alter the field and a high gradient field can be used for acceleration. The desired energy of the muons can therefore be reached within the muon lifetime.

After the acceleration process the beam will then be stored. The current proposal is to do this via racetrack storage rings. The rings will have short
radii at either end with long straight sections joining the turning circles together. The short radii arcs and long straights of this design increases the chance of decay in the straights rather than the arcs. The straight sections will be directed towards detectors through the earth where the resultant neutrino beam can be detected. Figure 2.2 depicts a racetrack ring.

Figure 2.2: Illustration of proposed racetrack storage ring [25].

2.8 Detectors

In order to take an optimum measurement of $\theta_{13}$ and $\delta$, two detectors will be needed. The near detector will be located close to the NF factory, its purpose is to characterise the beam. The far detector, placed around 7500 km away, will be used to measure any change in the flight between the two detectors. Creating identical detectors will limit the systematic uncertainties of the measurements. There is no final decision on a detector design but a proposal has been inspired by the detectors used in the MINOS experiment [28]. The proposed detectors are Magnetised Iron Neutrino Detectors (MIND) and are made up of layers of magnetised iron and scintillators [29]. They have an octagonal sectional area of $15 \times 15$ m$^2$ with a length of 63 m for the near detector and 125 m for the far. Each detector comprises of a 3 cm thick iron plane followed by two 1 cm thick planes of scintillating plastic. The plastic planes will be constructed of 15 m long 3.5 cm wide extruded scintillating bars. The two planes will be at right angles to one another and are read out by silicon Photo Multiplier Tubes (PMTs). The three layers are repeated along the length of the detector. The entire fiducial area will be housed in a toroidal field of the order of 1-2.2 Tesla. This design is likely to provide the basis for the NF detectors.
2.9 Summary

Future neutrino experiments will seek to fully characterise the unknown parameters that describe the neutrino oscillation phenomenon. The NF proposal describes the construction of a facility capable of producing a neutrino beam that is well understood and detectors capable of observing the particles which have passed through the earth. In order to construct a NF a number of principles need to be proven, foremost of which is the concept of ionisation cooling. A proof of concept experiment is needed that will demonstrate that the necessary amount of cooling is achievable.
Chapter 3

MICE

3.1 Introduction

To build a NF a number of technical challenges must be overcome, one of which is demonstrating that a muon beam can be cooled using ionisation cooling. The following chapter describes the MICE whose aim is to show a practical demonstration of ionisation cooling.

3.2 Aim

There are a number of problems in particle physics that results from the Large Hadron Collider will not address. The Muon Collider (MC) and the NF are two facilities that have been proposed to investigate a number of these problems [30, 31]. The NF will seek to further study neutrinos and aims to measure with high precision the parameters that describe the neutrino’s behaviour. The MC will be used to further investigate and build on the Higgs Boson work currently being conducted at CERN. As these facilities are currently being designed, a number of technical challenges, which these facilities rely on, have to be explored and fully understood. One challenge is Ionisation Cooling. This process reduces the beam’s emittance by passing the beam through a material where the particles lose momentum in three dimensions. The reduction in momentum results from energy loss as the
beam ionises the absorber material. After the beam has passed through the
ionising material it is then re-accelerated in the longitudinal direction via a
Radio Frequency (RF) cavity. The net result of this process is a reduction in
emittance. A reduction in emittance means smaller beam line elements are
needed resulting in less capital cost to build and a smaller field volume which
in turn reduces running costs. A MC with low emittance beams will in result
more collisions per muon. This event rate increase allows higher statistics to
be gathered for the same run time and will increase the collider’s efficiency.

A practical demonstration of Ionisation cooling is being carried out by
the MICE based at the RAL in the UK, where achievable cooling is being
measured. The aim of MICE is to measure a 10% reduction in transverse
emittance of a beam of muons with 1% accuracy. Emittance shall be de-
scribed in section 3.4. The required accuracy places stringent requirements
on the control of systematic errors.

3.3 Future Experimental Requirements

Current colliders use protons or electrons as the beams in order to investigate
the fundamental properties of matter. Protons are made up of many quarks;
proton-proton collisions produce huge amounts of background and only a
small fraction of the resultant particles are of interest. A way to reduce this
background is to use an elementary particle such as a lepton. Cleaner events
can be achieved through the use of electrons. However, the use of electrons
produces a new challenge. Accelerated electrons emit synchrotron radiation,
the energy lost must be replaced which limits the maximum energy achievable
in circular colliders. Collider experiments seek to have the highest energies
possible, and limiting the maximum energy would be undesirable. Using a
linear collider would remove the effects of synchrotron radiation but would
increase building costs substantially. Substantially increased cost is hard
to justify therefore a more cost effective solution must be sought. Heavier
particles lose less synchrotron radiation so using muons instead of electrons
will significantly reduce the energy loss. Thus a muon collider is the ideal
lepton collider, providing the other technical challenges can be overcome.
A muon beam suitable for a muon collider will provide an intense, well collimated beam of neutrinos suitable for use in a NF. Thus results from MICE could form the keystone of two future machines.

3.4 Emittance

Emittance can be described by considering a beam passing through a pinhole, Figure 3.1. Take point A, for a pinhole there is only one path that the particles can travel to get to this point. There is perfect correlation between the position and angle. Placing a quadrupole downstream will produce a parallel sided beam that has an emittance of zero.

\[ \epsilon_x = \langle x^2 \rangle \langle x'^2 \rangle - \langle xx' \rangle^2 \]

If \( x' = kx \) then \( \epsilon_x = 0 \), emittance is therefore a measure of correlation between beam position and angle.

If the beam was not passed through a pinhole but through a larger hole then the effect would be different. Figure 3.2 illustrates what would happen in this scenario. Let us consider A again, for this position there are multiple paths the beam can take to reach this point. In this scenario a particle

\footnote{A single quadrupole will focus in one transverse plane only. Using a set of quadrupoles will produce a parallel sided beam in both transverse planes.}
arriving at a given transverse position may have a range of angles. This results in an emittance that is greater than zero. A quadrupole will bend particles by the same angle at the same x and because the particles moving through any axis at a given distance from the centre point will have varying angles, any attempt to produce a parallel beam via a quadrupole will result in the effect seen in Figure 3.2. Introducing more quadrupoles will never create a parallel beam. The angle that a particle trajectory makes with the beam axis is related to the fractional transverse momentum \( P_x / P_{\text{total}} \) and either can be used as \( x' \) although the actual value of \( \epsilon_x \) depends on the choice.

![Figure 3.2: Diagram of beam travelling through a large hole and a lens.](image)

A non-zero emittance is inherent in the mechanism by which muons are produced: as a particle decays it receives a random momentum of energy altering the direction of travel. Figure 3.3 illustrates this random kick. The pions produced from the proton beam have a range of production angles. Each of the resultant pions will then decay introducing a random momentum kick. The relationship between position and transverse momentum for the muons will become smeared, increasing the emittance of the beam. There is now a smaller correlation between position and transverse momentum for the muons. Figure 3.3 shows that although the beam will have a longitudinal
energy, in this example it is 200 MeV, there will also be random transverse momentum within the beam. Reducing the transverse momentum will decrease the beam’s emittance and this is MICE’s aim. The reduction of emittance must be as great as is possible because as the muons decay, again there will be a random kick of energy. The neutrinos produced from this decay will have a higher emittance than the muon beam due to this energy kick. Unfortunately, the emittance of the neutrino beam cannot be modified because neutrinos are uncharged and have only feeble interactions.

Figure 3.3: Diagram of how high emittance occurs with the creation of muons.

The short lifespan of muons increases the complexity of beam line technologies that can be used. A low emittance beam will reduce the cost of such technologies.

3.5 Ionisation Cooling

Ionisation cooling is the process of passing a beam through an ionising material in order to reduce the momentum of each particle in the beam. Once this reduction has taken place the beam can then be re-accelerated in the longitudinal direction resulting in a reduction in emittance. To describe the effects, consider a muon moving with momentum $\bar{p}_1$. After the beam is passed through ionisation cooling material the beam will be reduced in energy and the resulting momentum will be $\bar{p}_2$.

Once this stage is complete the muon is re-accelerated in the longitudinal direction adding momentum $\bar{k}$, resulting in a final momentum $\bar{p}_3$. Figure
3.4 shows the result of one stage and Figure 3.5 illustrates the process being repeated and the final vector coloured in green shows the muon with a much reduced transverse momentum.

Figure 3.4: Diagram illustrating the reduction in transverse momentum of a particle.

The overall beam emittance is reduced because each individual particle’s transverse momentum is reduced whilst maintaining its longitudinal momentum.

Figure 3.5: Diagram illustrating the effect of transverse momentum reduction on a particle that has been cooled twice.

Introducing material into the beam line will reduce the momentum of
each particle but does introduce the effect of multiple scattering. As particles traverse material they not only lose energy but are deflected from their trajectory which increases emittance. This is known as heating. The change in emittance with distance is given by:

$$\frac{d\epsilon_n}{ds} = -\frac{1}{\beta^2} \left\langle \frac{dE_\mu}{ds} \right\rangle \frac{\epsilon_n}{E_\mu} + \frac{(13.6 \text{ MeV})^2 \beta_\perp}{2m_\mu X_0 \beta_3^3 E_\mu}$$

Where $\epsilon_n$ is the normalised emittance, $E_\mu$ is the Energy of the muon, $m_\mu$ is the muon mass, $X_0$ is the radiation length of the material and $\beta_3$ is the velocity of the muon. Emittance as previously defined is energy dependant. By defining the normalised emittance $\epsilon^* = \beta_3 \epsilon$, beams of varying energy can be directly compared. This equation represents the change in emittance as a function of distance $s$. The first and second terms of the equation are the emittance reduction and heating term respectively. The emittance reduction term depends on the energy loss whereas the heating term depends on the radiation length. The radiation length decreases with the atomic number of a material. It must also be noted that $\beta_\perp$, the transverse $\beta$ function for the beam, must be as small as possible. The transverse beta function is related to the size of the beam at a point along its trajectory. Focussing the beam to a small area during the cooling process reduces the value of this function. To reduce the effect of heating upon emittance a material with the lowest atomic number must be selected; hydrogen. In order to use a material with a reasonable density liquid hydrogen must be used but this introduces significant engineering challenges. The walls of the vessel that will house the hydrogen must be as thin as possible in order to keep the heating effect to a minimum. The vessel must also be strong enough to mitigate the danger of housing an explosive material using cryogenic methods. Due to hydrogen’s explosive nature solid Lithium Hydride absorbers, which have the lowest mean atomic number, of any solid, will also be used in the experiment. The absorber components of the beam will also make use of coupling coils in order to have a strong focus whilst cooling to reduce the heating effect to a minimum. There are other cooling techniques available such as stochastic

\footnote{\(\beta\) is used with two meanings in the emittance formula. This follows normal convention.}
cooling [33] and electron cooling [34, 35], however the muon’s short life span makes them inappropriate.

3.6 MICE Configuration

RAL based at Didcot, Oxfordshire has a synchrotron known as ISIS. ISIS is a neutron spallation source that uses a proton beam directed towards two targets in order to produce neutrons. The MICE hall is set off of the main synchrotron where it dips a titanium target into the ISIS proton beam to produce pions. Its configuration is as follows.

Figure 3.6 shows the layout of the ISIS synchrotron. The beam is initially
injected into a Linear Accelerator (LINAC) that accelerates it to 70 MeV before it enters the synchrotron. The synchrotron comprises of 10 sections, S0-S9, where the proton beam is accelerated to 800 MeV. This process is repeated 50 times per second. The beam can then be directed towards two target stations, Target Station 1 and Target Station 2 on the schematic, where the beam interacts with a tungsten target and neutrons are created via spallation.

MICE’s target is located between sections 6 and 7 where a titanium target is dipped into the beam to produce pions. The pions are then directed, by quadrupole focussing (Q1-3) and dipole bending magnet (D1), towards a solenoid known as the Decay Solenoid (DS). The dipoles select particles with the correct momentum. Particles that are at an angle to the beam axis will be captured by the DS; these would be lost before reaching the experiment if not for the DS. Once in the DS they follow a helical path that increases the distance that the particles will travel, affording the pions time to decay to muons. Muons that exit the DS are momentum selected by the dipole magnet D2.

The cooling channel comprises of two AFCs and three RFCCs. The entire beam line also contains instruments which are used for particle identification and tracking.

Figure 3.7 shows the layout of the MICE experiment. The muons selected by D2 are focussed by a pair of quadrupole triplets, Q4-6 and Q7-9. The beam’s shape and particle make up must be determined; this is done by a number of detectors. The muons must be distinguished from the pions and electrons that contaminate the beam. At the point when the beam leaves the Decay Solenoid Area (DSA) it will be mostly muons. The experiment is designed to produce three different levels of normalised transverse emittance which are 3, 6 and 10 mm for momenta between 140-240 MeV/c. The muon beam is then ready to enter the cooling channel which cannot be seen in Figure 3.7 but is located between TOF1 and TOF2 as seen in Figure 3.8.

As can be seen from Figure 3.8 there are a number of detectors that are used within the cooling channel. They fit into two categories; the first set of detectors are for particle identification, the second set are for particle track-
Figure 3.7: Schematic of MICE layout. This is as used in Step I in the experiment and depicts the experimental layout and positions of the detectors and magnets. The cooling channel will be installed after TOF2 and KL, everything before these detectors constitutes the \( \mu \) beam line [37].

A combination of these two types of detectors gives a measurement of the emittance of the beam. Muons that do not decay in the cooling channel are selected by the PID detectors. The scintillating fibres housed in spectrometer solenoids within the trackers measure the position and momentum of the selected muons. Combining the measurements for many muons the change in emittance, for an input beam of given emittance, can be measured.

A single cooling channel section is considered to be an absorber and a set of cavities. A series of cooling channel sections would be required to cool a muon beam sufficiently for use in a NF.

The construction of MICE has not yet been completed and for the purpose of maximising data taking whilst construction of components is carried out the experiment was split into Steps.

Figure 3.9 shows the staged construction of the experiment. Each Step of the experiment is designed to fully test each component as it is installed. Steps I-III aim to fully test the Time of Flight (TOF) detectors and the...
trackers. There will be no cooling conducted during these stages of the experiment, the aim is to ensure the detectors correctly identify the different particles. The latter steps of the experiment will implement the cooling com-
ponents. Step IV will install a single absorber and will investigate the effect of cooling upon the beam. The next step will then add a second absorber and an accelerating component. This represents a section of the entire cooling channel and will investigate the effect of cooling and re-acceleration upon the beam. The final step will house the entire cooling channel.

3.7 Beam Production

In order to produce the pions needed for the experiment, MICE uses a cylindrical titanium target. The target is located in sector 7 of the ISIS synchrotron where it is dipped into the ISIS proton beam. The interaction of the protons with the target produces the pions that are captured and directed down the beam line. The target is housed in a frame where it can be placed into two positions. The first is the raised position, this makes the target safe even if the target itself were pulsing there would be no interaction with the beam. The second position is where the frame is lowered. Pulsing of the target in this position moves it into the ISIS beam. To maximise pion production while minimising disruption to the beam, the target must interact with protons at their highest energy, this means the target must dip into the beam in the last 2 ms of the ISIS cycle before extraction [38]. Minimising beam loss is important as this will ensure the area around the target does not become active, allowing safe maintenance of ISIS. To avoid interference with the next ISIS cycle the target must be raised before the cycle begins and this means the target must accelerate at roughly 800 ms$^{-2}$ [38]. To achieve this acceleration the target has been designed to be pulsed by magnets which are attached to the target shaft and are controlled by 24-coil stators. There are sets of bearings which keep the target in a vertical position. A schematic of the target can be seen in Figure 3.10.
3.8 Detectors

The different types of detectors in the beam line have already been briefly mentioned. This section will describe each detector and its role in the cooling measurement.

3.8.1 Time of Flight

There are three TOF detectors within the MICE beam line. Their main purpose is particle identification, separating muons from electrons. The detectors are segmented and so some beam profile measurements may also be made by the TOFs. Each detector comprises two layers of scintillators that are made up of individual scintillating bars. Each bar has a PMT connected at each end and the two layers are orientated perpendicular to one another. Figure 3.11 shows the configuration of the TOF detectors. Although there are some minor variations between the three detectors, they all follow this design. The difference between each detector is in the number and width of the scintillating bars they contain. TOF0 and TOF2 both have 10 bars per layer, however the bars of TOF0 are 40 mm wide whereas TOF2’s bars are 60 mm. TOF1 has 7, 60 mm wide, bars per layer. Each detector has a timing resolution of 50-60 ps [39].

The TOF counter provides a measurement of time as a charged particle passes through it. Placing a number of TOF detectors a known distance apart allows the velocity of a particle to be determined. Within MICE D2 selects particles within a range of momenta. Combining this with the velocity
allows the mass of the particle to be estimated and the particle type can be deduced.

### 3.8.2 Cherenkov and KLOE Light detectors

The Cherenkov (Ckov) and KLOE Light (KL) detectors will provide particle identification via the light given off by the particles as they traverse the detectors. The Ckov detector measures the Cherenkov radiation, which is produced when particles travel faster than the speed of light in the media. At this point in the beam line the beam has already been momentum selected by D2. Identifying particles that exceed the Cherenkov threshold of the medium allows a limit to be placed on velocity, from this a limit on the mass can be set. Combining this with the measured velocity taken from the TOFs allows MICE to define a very pure beam. The required accuracy for the experiment means that even the smallest amount of contamination could compromise the measurements.
3.8.3 Trackers

There will be two trackers in this experiment. One will be placed before and one after the cooling channel, an independent emittance measurement will be taken from both. Systematic errors will be reduced to a minimum by the similar construction of both detectors. Running a muon beam through the cooling channel without the absorber in place will produce an almost identical beam in both detectors. Comparing the measurements for each detector will help to set limits on systematic uncertainties.

The Trackers are placed in a solenoid and consist of five stations. The stations are not placed at equal intervals throughout the detector, this helps to resolve ambiguities during track finding. The configuration of the stations within the tracker itself can be seen in Figure 3.12. Each station consists of three layers of 350 µm scintillating fibre. These fibre planes are held in place by a carbon fibre station body which aligns each layer at 120° to the other layers [40]. This allows a determination of the two co-ordinates transverse to the beam with some redundancy in the measurement.

![Figure 3.12: Schematic of tracker station positions. [40].](image)

As particles pass through the detector they will cause the fibres they cross to fluoresce. A Visible Light Photon Counter (VLPC) is used to measure the light produced by the fibres. The effects of placing material into the beam line and heating the beam were carefully considered during the construction of the tracker. Combining thin fibres with highly efficient photon detectors reduces the amount of material in the beam line and avoids compromising
the emittance measurement. The construction of the detector can produce a space point reconstruction efficiency of 99.8% [40].

3.8.4 Electron-Muon Ranger

The Electron-Muon Ranger (EMR) is a 1 m$^3$ totally active detector. There are 48 planes such that each plane is at right angles to the planes either side of it. Each plane has 59 triangular scintillating bars with a Wavelength Shifting (WLS) fibre running through the centre. An illustration can be seen in Figure 3.13. This fibre transports the light collected in the bars to the PMTs at each end of the planes.

![Figure 3.13: Schematic showing a cross section of the EMR scintillating bars. Adapted from source [41].](image)

At one side of the plane there will be a single anode PMT that will collect all of the light from the entire plane giving the total energy of that plane. The other end of the plane will house PMTs connected to each individual bar giving the energy deposited per bar. The information gathered by the PMTs
will give positional data on the particle’s trajectory. Figure 3.14 illustrates a single plane.

Figure 3.14: CAD drawing of a single EMR plane. The bars are connected to PMTs via clear fibres housed in fibre boxes at the ends of the bars [42].

The aim of the EMR is to absorb as much energy as possible from the beam in order to perform particle identification. The particles of interest are electrons, muons and pions. Each of these behave differently when interacting with the EMR. Electrons will deposit energy uniformly across each one of the bars as they pass through the detector. Muons and pions will exhibit an energy spike at the point where they stop and then decay. A particle shower is the result of the decay and it is this shower that causes the energy spike. The principle of detection is a simple and elegant solution to particle identification. The set up of the PMTs allows a full energy spectrum of the whole detector to be evaluated and the recognition software will be able to identify particles by the way they interact with the scintillating layers. Particle identification occurs by analysing the range into the detector a particle has travelled. Pions will decay causing a high energy peak close to the face of the detector that the beam enters. Muons will display a high energy peak further away from this face whereas electrons will not decay depositing lower amounts of energy on each plane. A simulation of the detector can be seen in Figure 3.16, the range at which the particles decay can be seen.

Identifying muons that have reached the end of the beam line with a high degree of certainty has already been stressed, placing the EMR at the
end of the beam line will ensure that only muons are included. There will be instances within the cooling channel where particles will have decayed. This decay, if left unidentified, will add to the uncertainties of calculating the cooling effect because this is based on the assumption that all particles within the calculation are muons. The EMR will help to confirm the information given by the TOFs, however, if a muon were to decay during the cooling channel the resultant electron may continue through the entire beam line with a time of flight indistinguishable from an undecayed muon. It is this contamination that needs to be removed from emittance calculations, because the decay of the muon will give the resultant electron a transverse momentum kick. This kick will affect the beam’s emittance.

Figure 3.15: Illustration of EMR [43].

Figure 3.15 shows the assembly of the EMR, the beam will enter the detector from the top of the image where the particles will deposit energy on each of the layers.
3.9 Cooling Channel

The ionisation cooling channel will consist of three AFCs and two RFCCs. The cooling channel will pass the muon beam through the absorbers that will reduce the beam’s momentum in the $x$, $y$ and $z$ directions. The RFCCs will then re-accelerate the beam in the longitudinal direction only. The end result will be a reduction in emittance and the two trackers will be the main tools for detecting this reduction. This section of the beam will be enclosed in solenoids to provide focusing of the beam.

3.9.1 Absorber Focus Coils

Cooling will take place in the AFCs, this will be done via blocks of lithium hydride or liquid hydrogen, at a point where the beam is strongly focussed. The beam will interact with these blocks as it passes through the focus coil. The material selected for this cooling procedure has been carefully considered. Multiple scattering is an effect that increases beam emittance, therefore the absorber and it’s container must have as little multiple scattering as possible, which means the lowest possible atomic number. The relative effect of multiple scattering can be further reduced by placing the absorber at the
strongest focus point.

![Figure 3.17: Schematic of AFC cross section [44].](image)

Figure 3.17 is a schematic of the AFC. The AFC has been designed to be able to swap the absorbing element. The hydrogen can be changed for the lithium hydride blocks to evaluate the performance of both materials. The schematic displays the vessel in which the liquid absorber will be placed and the design is such that this vessel can be removed.

### 3.9.2 Radio Frequency Coupling Coils

The second process of reducing emittance is to re-accelerate the beam in the longitudinal direction only. The combination of these two processes is to reduce the momentum in the $x$ and $y$ direction of the beam whilst maintaining the $z$ momentum. The RF cavities provide this re-acceleration.
3.10 Summary

This chapter describes the aim of MICE to reduce the emittance of a muon beam by 10%. In order to accurately predict the performance of a realistic cooling channel the emittance reduction must be measured to 1% accuracy, leading to the requirement for a one part per mill measurement of emittance. Protons interacting with the titanium target produces pions. The pions are captured and are allowed to decay to muons. The muons are then passed through a tracker that will be used to measure the beam’s emittance. The beam is then passed through absorbers where the momentum is reduced in all three directions. After this the beam is re-accelerated in the longitudinal direction only. A second measurement is then taken after the cooling channel where the effect of cooling can be determined. The overall result being a reduction in transverse emittance, which is measured by the second tracker. The composition of the MICE beam line cooling channel represents a single cooling section to be used in future experiments.
Chapter 4

Geometry

4.1 Introduction

This chapter will describe the work that was carried out during the overhaul of the MICE software package; the need to move from the previous method of geometry modelling and the management thereof, to a new system and the inherent flaws of the previous software package, specifically the geometry management, that meant that improvements were urgently required. This chapter focuses on the work done to improve the geometry for the new software package.

The first section will give an overview of the underlying software physics engine GEANT4 (G4) [45], the legacy software package used by MICE G4MICE [46] and its replacement Modular Analysis User Software (MAUS) [47]. It will then go on to describe the motivation to move to a new software package, and the geometrical modelling challenges faced by G4MICE that brought about the implementation of the improved Geometry Handling System.

4.2 Simulation Software

There is a fundamental need for a physics simulation package when undertaking a large physics experiment. The software packages allows the results
taken from the experiment to be analysed and understood. The need for the package to be accurate is paramount when considering the accuracy required by MICE.

This software package comprises of a number of components which are; the analysis system, the Monte Carlo system, the physics engine and the geometry modelling system. The analysis system reads the results that can either come from the experiment itself or are generated by simulation and performs the analysis required: an example of this would be to analyse the results from one of the trackers to calculate emittance. One of the methods to produce results is by simulation, the Monte Carlo system provides the ability to simulate an entire physics run, which may contain thousands of particles starting from the target, and simulate these particles travelling through the beam line. The physics engine gives the package the information on how the particles behave as they propagate and finally the geometrical model defines the physical positions and structural make up of the beam line components within the experiment.

4.2.1 GEANT4

G4 is a physics simulation software that is widely used within the physics community. It provides the physics engine, some analysis tools and the ability to create geometrical models. The details of the physics engine and other tools that are provided with G4 are not relevant to the geometric modelling and will not be discussed. The method of constructing geometrical models is the focus of this chapter.

The creation of geometrical models by G4 is done in a modular manner. G4 provides the user a library of geometrical primitives, such as boxes and cylinders, whose size can be defined by the user. One or more of these primitives can be placed within a larger volume of space relative to one another to create more complex shapes. As with the base shapes, the complex shapes can then be placed in another volume of space relative to other complex shapes in order to create components. This hierarchical model can continue as far as the user requires. Typically a large world volume is created that
contains smaller volumes that describe complex components comprised of primitives. Each shape’s material can also be defined in order to provide the physics engine the information required to accurately simulate or model a particle’s behaviour within that volume. Shapes or components within the world volume may be defined independently and do not have to reflect the material of the parent volume or shape.

A simulated particle will traverse a number of materials as it moves through the geometrical model; understanding the energy loss due to scattering and the direction changes that a particle is subjected to is core to the software package. Different materials will give different levels of energy loss and directional change and must be defined for an accurate simulation. The information regarding the particles motion relating to this, position and momentum, are stored by G4 at all times. G4 materials may also be defined to be ‘sensitive’ which is used in modelling detectors, further details on sensitive detectors can be found in section 4.5.3. The geometrical model includes that which cannot be seen, such as electro-magnetic fields. The fields are those that are seen in quadrupoles and dipoles and are needed in order to bend or focus the particles. Defining the fields within the volume is similar to that of creating shapes. The centre point of the field within its parent volume must be specified. The field can then be input into the model by either a field map, where each \(x, y, z\) position is given a field strength or by using the G4 field engine that will generate the required field during simulation.

G4 as a package provides the basics needed to simulate experiments. The package includes the fundamental building blocks required for users to model their physical experiment and how the model affects particles as they move through it.

4.2.2 G4MICE

G4MICE is the legacy software package used by MICE. The base platform package for G4MICE is G4 which has had its functionality extended to satisfy MICE specific requirements. The requirements mainly relate to the analysis system and how this generates results for the detectors that have been built.
for MICE but does include other experiment specifics. The method to create geometrical models is inherited from G4 in that it uses the base shape library and hierarchical construction. Specific examples of the construction of models will be detailed in section 4.3.1.

4.2.3 MAUS

G4MICE was the software package that had supported the experiment. Over time the experiment increased its complexity and it became clear that the methods used to create G4MICE were no longer viable in supporting the increasing complexity. At the time there were concerns that the existing software would prove inadequate to the task of analysing experimental data. The newly formed software group for MICE decided to create a new package, MAUS, for the experiment. One part of the improvement was to create a more reliable method of creating and managing geometrical models. I was responsible for this work.

G4MICE contained some core systems that were migrated from G4MICE as significant effort to re-write them would have been needed. The overhaul of the package included re-writing the custom analysis code specific to MICE, incorporating software engineering best practices for the software group such as continuous integration and creating a governance protocol over the code that was being written. This ensured that the code that was written was well documented, tested and owned by specific members of the software group. G4MICE did not have these procedures and as the experiment grew, management of the package had become unreliable.

MAUS has been developed using industry practices to support the MICE collaboration. It provides the experiment the ability to analyse data from either Monte Carlo simulation or from results taken from the experiment. G4 is a toolbox providing the users the building blocks; specific details of the experiment are provided by the user and coded on top of what G4 provides. The experiment specifics will take energy deposited within the modelled detectors and turn this into numbers that would emerge from the Data Acquisition (DAQ) system ready for analysis. The data output from the Monte Carlo
and the experiment are identical, ensuring results from both are directly comparable.

4.3 Geometry Improvements

Improvements to the geometry within MICE’s software package were needed for a number of reasons. Creating models for G4MICE was done in an ad hoc way. Users could create a model to describe the experiment using MICE specific G4MICE data files as they saw fit. The data files were read in by G4 and converted to G4 primitives. The user would often use engineering drawings as the base for their models, but would rarely identify the drawing and revision number involved. Over time a variety of models were created and used by various parts of the MICE collaboration. Individuals would verify a model by hand but no system existed to document this process and it became difficult to determine which model was accurate or indeed worked. Each model that was produced was not checked for accuracy, validated as a viable model for simulation or audited for its initial purpose. The models that came with G4MICE could not simulate a particle beam, that started at the MICE target, past D2. At this point the beam would travel into the dipoles wall and go no further. The libraries of shapes provided for users to create the beam line elements make it extremely difficult to create the shapes seen within the experiment. The quadrupoles used contain x-shaped apertures which, without significant effort, cannot be accurately modelled by hand. A trustworthy model built using a well defined process was needed to solve these problems; the new geometry system needed to provide a method to create new models to reflect the ever changing experiment with the flexibility to include geometrical details as the simulation and experiment grew more complex.

Initial work on the geometry simulation began by looking to improve the hand written models in order to create a geometry model that was closer to reality than the legacy files. Altering the files by hand and comparing the alterations to engineering drawings was the first part of this project.
4.3.1 G4MICE, Legacy Code and Implementation

A geometry model for G4MICE was constructed using hand written data files; written with MICE specific syntax. These described base primitives, their location within their parent volumes and so on. The result was a series of hierarchical text files that described the global volume containing the experimental arrangement of beam line elements, detectors and their sub-components. An example of one of these files can be seen in Figure 4.1. This example is known as the configuration file; this file describes the world volume and places each beam line element within it. Each element has its own file that describes where each of its own components are placed relative to the beam line element’s centre point. The configuration file can be considered the parent geometry file because it describes the overall volume and experiment. It must also be noted that child files, containing beam line elements, can also contain children as this structure is recursive.

A single slab of a TOF detector, which is one of its simplest components, can be described by a G4 primitive. This represents an element at the bottom of the geometry hierarchy. Figure 4.2 shows the description of a TOF scintillator slab; this example is a simple box made of polystyrene. A number of these slabs can be used to define one of the TOF’s detector planes. This is done in the manner shown in Figure 4.1, replacing ‘Module AFC/AbsorberFocusCoil.data’ with ‘Module TOF/TofSlab.dat’ and would include this file, Figure 4.2, in the configuration file.

The method of creating geometrical models by hand introduces human error and does not provide a way to verify and validate the models created. Models created using the G4 primitives resulted in over-simplified geometries. G4MICE had no process to ensure the models were correct. A test driven approach to model creation that was well documented and managed was built for MAUS.

During the initial investigation into G4MICE’s geometry it was found that some of the modelled beam line elements were not accurate and were constructed in a way that could have caused problems within the simulation. As an example, it was found that the quadrupole’s aperture was modelled
Figure 4.1: Example of MICE module configuration file.

```plaintext
// Stage 6 Floor Plan, z=0 at middle H absorber
Configuration Stage6
{
  Dimensions 6.6.31. m
  PropertyString Material AIR
  PropertyDouble G4StepMax 1.0 mm
  Module Beamline/BeamLine.dat
  {
    Position 0.0.0. -10.283 m
    Rotation 0.0.0. degree
  }
  Module Tracker/TrackerSolenoid0.dat
  {
    Position 0.0.0. -4.783 m
    Rotation 0.0.0. degree
  }
  Module AFC/AbsorberFocusCoil.dat
  {
    Position 0.0.0. -2.75 m
    Rotation 0.0.0. degree
  }
  Module RFCC/RFCouplingCoilUp.dat
  {
    Position 0.0.0. -1.375 m
    Rotation 0.0.0. degree
    ScaleFactor -1
  }
  Module AFC/AbsorberFocusCoil.dat
  {
    Position 0.0.0. m
    Rotation 0.0.0. degree
    ScaleFactor -1
  }
}
```

Figure 4.2: Example of GEANT implementation of a TOF scintillator slab.

```plaintext
Module TOFlHorizontalSlab65ci
{
  Volume Box
  Dimensions 42.0 6.0 2.5 cm
  PropertyString SensitiveDetector TOF
  PropertyString Material POLYSTYRENE
  PropertyDouble GreenColour 1.0
  PropertyDouble RedColour 1.0
}
```

as a circle. In reality this is a cross shaped aperture. The particles following a trajectory which, in reality will see them scattered or even absorbed, in the simulation will pass unaffected. Figure 4.3 shows the cooling channel
from MICE that is made up of some very complex shapes. It can be seen in the Figure that there are only basic cylindrical shapes making up the cooling channel in this instance. The scattered yellow lines show the resultant particles that have interacted with material earlier in the simulation and have not been transmitted to the cooling channel.

Figure 4.3: Simulation of the cooling channel taken from G4MICE legacy models.

The proposed Steps of the experiment increase in complexity where beam line elements will become more sophisticated; an effective management system of the geometry was clearly needed. A series of geometrical models was required, each model should have a version number that reflect either minor or major changes to reality. It was proposed that the Software Group would manage the models and perform well defined checks to confirm their validity. Balancing the detail of the models and the simulation’s computing speed is a constraint considered during development. Extremely complex models impact on computing speed which would impact on MAUS’s effectiveness. The geometry handling system was designed to provide the flexibility to alter the models when needed to seek the right compromise.
4.3.2 G4MICE Limitations

The initial investigation looked into the validity of the models that were packaged with G4MICE; these were assumed to be the official representation of the experiment. A requirement of the simulation is that particles can be simulated through the entire beam line. This was not a possibility in the official release of G4MICE, as a result groups were using other packages for their work. Cross checking their results across multiple packages became impractical.

Figure 4.4: Plan View of beam simulated from the target and stopping at D2.

Figure 4.4 is a plan view image taken from G4MICE; this illustrates the simulated beam as it attempts to propagate past D2. It is clear that the particles (represented by the coloured lines that are mainly yellow going in all directions) interact with the wall of D2 and do not continue towards the cooling channel. It is expected that a collection of these lines would be directed from left to right through the labelled Quadrupole (Quad). Technical drawings were used in an attempt to produce a set of MICE modules that accurately reflected reality. It was thought that the recreation of the beam line elements from these drawings would result in the beam behaving as expected. This proved very difficult and was indicative of the underlying problems with the construction of the model. The geometry may not have been the
only contributing factor to this problem but it was the simplest to address. Other potential factors were: the physics model used to simulate the beam’s propagation and errors in the simulated magnetic fields. The move to MAUS meant that improvement could be made in all areas. The new software package meant a new and effective management and control system could be put in place. Utilising new technologies and organising developers in a way based on industry practices formed the basis of MAUS. The new software and its management created an opportunity to design, develop and implement a new geometry handling system that would decouple developers from users and create a version controlled way of producing validated geometries.

4.4 Design of the MAUS Geometry Handling System

The design of the geometry handling system had to take into account a number of things. Firstly the software group had to find a method of increasing the accuracy and detail of the geometrical models. Secondly, it needed to integrate with the new structure of MAUS. Thirdly, the system had to be designed to allow the models to be versioned and validated. User interaction with the system had to be anticipated in order to build reasonable use cases to begin the design process. Considering these points a full design process was used to create the model for the system. This process began by investigating the possible use cases of the users of the software. The users of the software consist of physicists, software developers, and engineers. Each group have different requirements and will interact with the software in different manners. Discussions within the software group were then conducted that sought a way to incorporate the proposed geometry handling system into MAUS. A number of software packages were already in place and being used by MAUS; including these in the proposed geometry handling system seemed prudent. A set of use cases were then produced to illustrate how the system would operate and how users would interact with it. The use cases formed the basis of how the geometry handling system should be built and
integrated into MAUS.

4.4.1 Increasing Geometry Accuracy

The MICE project is in a constant state of change where new components are being installed in the experiment on a regular basis. MICE engineers are responsible for the installations and as such must produce Computer Aided Design (CAD) drawings of all beam line components that are collated into a single drawing. This represents the experiment in its entirety and provides a huge amount of detail. The drawing is also updated each time a new survey is taken. Surveys are conducted with every significant change made within the experiment hall. As these drawings are maintained and versioned by the MICE engineers it was sensible to find a solution that used the CAD drawings and the engineers’ technical expertise for the modelling. CAD packages are easy to use and allow the creation of accurate models which can be altered quickly and efficiently.

![Figure 4.5: CAD Model of the entire MICE beam line.](image)

One of the main advantages of using CAD is that the level of detail of
the model can be quickly and easily varied, without altering the underlying
description. The level of detail in Figure 4.5 that the package outputs is far
more than is needed for MAUS. Another advantage of using CAD modelling
is the ability to produce simple technical drawings from the model. These
drawings can show the dimensions of anything in the model and will prove
to be very useful for the version control of the model and disseminating the
information regarding component’s position to the MICE collaboration.

The initial investigation found that G4, the base platform for MAUS, can
build geometry models from a translated form of CAD. This translated form
is known as Geometry Description Markup Language (GDML) [48]. G4 can
import and model components from GDML files. Unfortunately the GDML
files cannot be directly imported into MAUS for a number of reasons. Firstly,
much of the core G4MICE code was transferred to MAUS. Rewriting the core
code for MAUS to read GDML rather than MICE Modules was judged to
require too much time, however this does remain a future possibility. The
schema used to define GDML does not include all the information required
by MAUS. A software called FastRad was found that could transform CAD
models into GDML, and the decision to use this was taken. GDML being of
eXtensible Markup Language (XML) form meant that eXtensible Stylesheet
Language Translation (XSLT) files could be used to convert them into MICE
Modules [49]. An extension of the GDML schema was created that allowed
extra information specific to MAUS to be added during the conversion. Initial
discussion with the engineers resulted in an agreement that when new CAD
models are produced a new set of GDML files would also be produced; these
would then be passed to the software group in order to process these into
MICE Modules. Version control and making these models available to the
collaboration was also to be included in this process.

By translating the CAD model into GDML form, the accuracy of the
model improved. The level of detail in the model presented by the CAD
package was chosen by the software group in order to find a compromise
between model detail and simulation speed, this is stored by the engineering
team in a CAD model that is specifically for MAUS. CAD packages are
also much more user friendly than previous model creation methods used in
MICE. This allows new, accurate models to be created with a much higher standard, much more quickly than if they were created by hand.

4.4.2 Existing MAUS Components

As part of the re-structure of the MICE software an online database was created, known as the Configuration Database (CDB) [50]. The CDB serves the purpose of being a central online store of information. Initially this database stored run information gathered directly from the control room during running periods. Run information includes all magnet currents and settings, the aim of the run and its beam line settings. Calibration data and electronic cabling information is also stored in the CDB and can be accessed via an Application Program Interface (API) written in Python that is included in MAUS. The CDB stores its information in XML format, meaning that any geometrical information could be stored on the CDB along with the previous detailed information. MAUS, therefore, had a way to store CAD translated models in such a way that they could be date stamped. This provides the ability to version the geometries and to maintain a central store of models.

4.4.3 User Interaction

After the initial stage of design, which included speaking to all concerned parties and discovering their needs, a more formal implementation of the system requirements was produced. This involved creating use case scenarios that would help structure the code. The six use case scenarios that were developed were as follows:

First Use Case

The user would like to download the current valid version of the geometry.

Second Use Case

The user would like to download a version of the geometry that was valid for a specific period of time.
Third Use Case
The user would like to download all the information associated with a particular run number. The valid geometry for that period of time should be downloaded along with all the run configuration information.

For each of these use cases there are two different ways in which it was envisaged users would interact with the system. For design purposes these users were split into two groups: basic users and advanced users.

Basic User Interaction
A basic user will only need to run simulations, this means that they only need to select a current, time or run number geometry. The geometry handling system should therefore automatically download the correct version for use in the simulation. The user does not need to receive a local copy of the geometry.

Advanced User Interaction
An advanced user is someone who wants to make modifications to the beam line geometry. This requires access to the MICE Module files. For this use case the system will download a local copy of the geometry where the user can save and alter the geometry as they please. They will not, however, have access to the CDB to store their altered configuration as this only contains official geometries. The local copy can then be used for simulation instead of the official copy stored in the CDB.

There is potential for a seventh use case that is touched upon in the Advanced User Interaction case. This is when a user has created a specific geometry that they wish to keep. They may wish to store their local modified copy of the geometry for future reference or as evidence to support a publication. It had been decided that the CDB should only be a store of official geometries. As the local modified copy is not an official version of the geometry it should not be stored on the CDB. To create a separate store for these types of geometries would involve creating a separate CDB store. This use case was, after some discussion, dropped for the time being as it would
mean much more effort creating CDB compartments for different geometries and could prove to be unmanageable. It may be added at a later date if the need arises.

4.4.4 Final Design Choices

The final choices for the design of the system were based on the processes described up to this point. Firstly, the MICE engineers would create a CAD model for use in MAUS and translate this into GDML files. These files are then collated and stored on the CDB with a description of the geometry, a period of time for which the geometry is valid, and the time and date it was uploaded. An executable file enables users to download a geometry of their choice. The choices are either the current valid geometry, the geometry that was valid at a user defined time or the geometry that is valid for a particular run. If a particular run number was specified, the handling system downloads the specific run configuration parameters along with the geometry. This provides the magnet currents as they were during the run, as well as the geometry. This functionality is provided by a series of python modules that comprise the geometry handling system.

4.5 Implementation

The implementation of the geometry handling system required a number of different technologies. Python classes were created to handle the different aspects of uploading and downloading. This code made use of some non-standard Python libraries to interact with different parts of the overall proposed architecture. The GDML was customised to suit the system’s needs, which proved to be easy to do because XML is designed to be extensible i.e. users can expand an XML schema to match their requirements. In the case of the geometry handling system it was extended to include run time information. Finally, XSLT were used to translate the GDML files into MICE Modules, the format required by MAUS.
4.5.1 GDML Schema

Part of the drive to design a new system was to decouple the geometry models from users. This means that the handling system needs to be stand alone; users can simply download a geometry model and all the information required to run the simulation. To do this, the GDML schema had to be extended to include MICE-specific information that does not exist in the original GDML schema. The schema of any set of XML or GDML files can be considered as the rules that the files format must adhere to. The rules govern how the information in the files is stored and managed. If data is added in a way that breaks the schema it is deemed to be an invalid XML form. The MICE specific information that extends the GDML schema is as follows:

Run Configuration Information
This is the information gathered in the control room

G4 Field Information
This is the information required by G4 to build magnetic fields.

Environment Variables
These are the environment variables that direct MAUS code to local directories. This information cannot be gathered by GDML or XSLT as these languages have little functionality. The information is needed for the running of the simulation within MAUS because local path names are needed in the Python modules that handle the geometry downloads, the path names are specified in the GDML schema.

These points are currently the only schema extensions but future requirements can be incorporated with ease. The implementation of the extension involved creating a new schema called GDML_MICE.xsd that forms part of the geometry handling system.

The MICE schema is then included in the existing GDML schema, which then allows the MICE specific elements to be added to the CAD translated geometry without invalidating it. The two schemas are merged together during the download process. Figure 4.6 is an example of the definition of the parent elements within the GDML_MICE schema.
This schema allows MICE-specific GDML elements such as those in Figure 4.7 to be included in the geometry description. When the GDML is validated against the schema it will not throw an exception because the MICE extension has been designed to be optional. This allows the GDML files to describe either geometry only or geometry and MICE specific information together.

It must be noted that Figure 4.7 is only an example of the elements that can be incorporated into the existing GDML. The schema has been designed to allow multiple fields i.e. more than one set of quadrupole settings, as well as configuration settings direct from the control room and additional detector information. The extension of the GDML schema was defined and written by the author.

4.5.2 Module Transformations

After MICE specific data was merged within the GDML files a method of translating these files into MICE Modules was required. This was done using XSLT. XSLT is a stylesheet that searches the nodes and elements of XML and rearranges them in a layout that has been specified in the stylesheet. It can also include some logic to only write certain predefined terms for specific
cases. To create MICE Modules two stylesheets were created: One translates the parent configuration file and the second translates its children. Figure 4.8 shows an example of the parent files stylesheet.

```xml
<configuration_information>
</configuration_information>
<field_information>
<field>
  <fieldname name="D1"/>
  <position x="0" y="0" z="0"/>
  <rotation x="0" y="0" z="0"/>
  <volume name="None"/>
  <fieldtype name="magneticFieldMap"/>
  <fieldmap name="Read"/>
  <filename name="~/G4Modeling/Models/QuadLine/QuadLin.txt"/>
  <symmetry name="D1pole"/>
</field>
<field>
  <fieldname name="Quad"/>
  <position x="0" y="0" z="0"/>
  <rotation x="0" y="0" z="0"/>
  <fieldtype name="Multipole"/>
  <dimensions height="0.5" width="0.5" length="2.0" units="m"/>
  <fieldstrength value="1" units="T/m"/>
  <pole value="2"/>
  <maxpole value="4"/>
  <enfieldtype name="Tanh"/>
  <enlength value="0.15528" units="m"/>
  <centrelength value="0.20099" units="m"/>
</field>
</field_information>
</mice_information>
```

Figure 4.7: Example of GDML field elements.

This stylesheet takes the GDML and translates it into a MICE Module. An example GDML file is shown in Figure 4.9. All stylesheets were built specifically for the Geometry Handling system. The resulting MICE Module text file produced by the XSLT can be seen in Figure 4.10.

Figure 4.8: Example of parent stylesheet.
4.5.3 Detector Implementation

During the design process it was concluded that direct translation of the CAD models of the individual detector components would result in an unnecessarily high level of detail in the resulting geometry. If they were to be translated in this manner the responsibility to maintain these models would fall upon the software group. Each detector is unique and modelling them requires further interaction with G4 in terms of how particle hits are digitised and presented in the data. It was therefore decided that the CAD Models should only be used to provide detector position information within the world geometry. The model of each detector then remains the responsibility of the appropriate detector group. This works well because each group has the expertise to model the complex components of the detector and how they interact with G4 within MAUS. Initially, the legacy models taken from G4MICE are being placed in the correct positions in the CAD model. However, the intention is to update the models and re-write the GDML schema to include the individual detector components. The detector components include the positions of the 'sensitive volumes' of the detectors. What is
meant by ‘sensitive volumes’ is a volume created using G4 base volumes such as boxes and spheres that react to particles. When a particle travels through a sensitive volumes within the simulation, the energy deposited within the material is recorded. This recorded data is then digitised through a number of parameters to represent values that the real detector would produce in response to that event. The Tracker group produced the first schema out of the different detector groups; they produced a set of GDML files describing the Tracker. An XSLT script was produced that translated the GDML files into the MICE module files needed to model and simulate the Tracker. The GDML file was stored with the other CAD GDML files and the Tracker model will be placed in its correct location within the world volume upon download of the geometrical model.

4.5.4 Python Code

Python is the main language chosen to write the Geometry Handling System. This language was chosen by the software group for its strength in scripting. The core code used by the Geometry Handling System is for uploading and downloading the geometries. The core code contains functionality, in the form of executable files, that enables the user to query the CDB. More information on how to use these files and also technical information about the Python classes can be found in the MAUS user guide [51]. The three programs that constitute the core code are summarised below:

upload_geometry.py

This program collates all the GDML files produced by the engineers into a single file. This is then zipped and uploaded to the CDB. The information required for the separation of the GDML files once they are downloaded is included as part of the collation process. The compressed file is uploaded along with a note explaining what the geometry represents, the time period in which it was valid and also the date and time of the upload.

download_geometry.py
This program downloads the compressed file and separates it into the individual GDML files; these are then placed into the location specified by the user. Local directory paths and information required for simulation are then added to the files. This includes the location of the GDML schema and the material files that are associated with the GDML files. The materials file is produced with the GDML files by the engineers; this specifies all of the materials that are used within the models. After the GDML files have been formatted correctly they are then translated, using the XSLT sheets, into the MICE modules necessary for simulation. The user will be able to download a geometry that is either: a current valid model of a certain time period, or a model of a specific run.

geomety_ids.py

This program queries the CDB about the geometries stored there. It prints the information associated with each geometry to screen or to file, allowing users to identify the geometrical models that they require.

These programs are designed to be used by MAUS users, with the exception of the upload program which is for developers only. This is to ensure only official geometries are uploaded to the CDB. The main store for geometries on the CDB only has write access from one machine based in the MICE control room, this adds more security and control for the MAUS development team.

The programs have been designed to behave in this manner to accommodate the requirements that were produced during the design process. They also account for the existing technologies of the MAUS framework and other external tools used for MICE.

4.6 Geometry Handling System

The new handling system provides greater control over the geometry models that are used in MAUS. The overall system has been designed to follow a simple flow from CAD drawings to users. The responsibility of each detector
model will be that of the corresponding detector group. Once the model is complete and the detector group have modelled the necessary sensitive volumes, volumes that interact with particles and provide particle data as hits, the model will be passed to the software group. The software group will then place the detector model in the correct position relative to the MICE beam line. A geometry release system has been created that incorporates a pre-release that allows detector groups time to de-bug their models. After this period is over, the geometry is officially released to all MAUS users. Figure 4.11 depicts an information flow diagram for the geometry handling system.

![Flow diagram of information within the Geometry Handling System.](image)

**Figure 4.11**: Flow diagram of information within the Geometry Handling System.

### 4.6.1 Component Improvement

One of the advantages of the new system is the greater level of detail of each component. CAD models can produce a geometry that could not be created by hand using MICE Modules.

Figure 4.12 is a technical drawing of a quadrupole and it can be seen that the drawing contains a vast amount of detail. This is, in fact, too much detail for the simulation as only large metallic components close to the beam line will have any significant effect on the beam. To begin with only material
within a 1 m radius of the beam was included in the MAUS CAD model. An investigation into what level of detail is sufficient to yield accurate results is required. The investigation must find a balance between computational cost and model accuracy in order to determine the best compromise for MAUS.

For comparison Figure 4.13 is an image taken from G4MICE showing a quadrupole that was written by hand. It is clear from the figure that this method of modelling does not contain very much detail compared to the technical drawing in Figure 4.12. It must be noted that the technical drawing represents the real quadrupole as this was one of the drawings used during the quadrupole’s refurbishment and has been verified by the engineering team. A simple box volume to represent such a complicated component does not reflect reality. The original model has missing material. Particles in the experiment would interact with this material; not modelling this will alter
the characteristics of the beam and conclusions drawn from the Monte Carlo simulation will not represent reality. Comparisons between the experiment and the Monte Carlo simulation will be suspect. Considering the tolerances required for the emittance measurement, which is the primary focus of MICE, this problem must be addressed. The CAD transferred model yields much a more realistic representation of the quadrupole, seen in Figure 4.14.
As CAD is much more user friendly, in terms of physically representing and actively modifying the models, the level of detail can be altered according to user and developer requirements. The new system is currently live and users are allowed to download the first geometry model. This model has been transferred from a CAD model that has been tailored to include information specified by the MAUS development team.

Figure 4.15: Simulation of MICE hall that has been downloaded from the CDB.

Figure 4.15 shows this first geometry model of the current MICE hall. As the work to model each of the detectors is still to be carried out, this model does not contain these yet. The purpose of showing the Figure is to illustrate a simulated model that has gone through the process of uploading to the CDB and then download and finally simulation. This represents the initial version of the handling software. Figure 4.15 has within the model various magnets and the coloured lines that can be seen are particles. Currently MAUS simulates the path of every particle regardless of its direction.

The functionality to stop tracking a particle, when its trajectory takes it beyond a certain distance away from the beam centre, has not yet been implemented. The particles seen in the Figure are moving away from the beam line because they have interacted with a solid material. It is expected that as the experiment grows this model will change. The geometry handling system will continue to improve. The initial proof of feasibility that a system of this design can work, and be integrated with the other systems and technologies already in use, is complete.
4.7 Geometry Validation

In order to validate the geometry handling system within MAUS the new system must be compared with the old system. To do this comparisons were made between the models created by hand, used in G4MICE, and those created by CAD. The MAUS model, when compared to the engineering drawing of the quadrupole, is a better representation than its predecessor. The method used to create this model took less time than creating the model by hand.

The geometry handling system has been designed to enable flexibility and greater accuracy of the models being created for simulation. It has also been designed to properly manage the geometries produced. The geometrical models used in the construction of the system are by no means final but have been used in order to investigate the systems performance so that it can be compared to its predecessor. The investigation conducted by the author included:

- A simulation of the magnetic fields that are initially to be used within MAUS. This is to ensure that the field maps model theory. Further investigation is needed to determine if the fields represent the fields seen in reality.

- Simulating a beam that starts before D2 and travels through the magnet, which was not possible in G4MICE.

- Determining whether simulated particles reach the cooling channel and interact with the sensitive volumes to produce hits.

- Producing emittance vs beam axis plots to examine whether emittance is being reduced as expected, giving insight into the overall geometrical model and where future improvements can be made.

- Evaluating the speed of simulation of the model as the beam moves through the geometry; this also gives an insight into the model and where improvements can be made, as well as the overall geometry handling system.
The investigation that has been outlined was performed during the development of the Geometry Handling System. The purpose was to ensure that the work presented has improved the way geometry is modelled with respect to G4MICE. Further work will be needed to move the Geometry Handling System to improve areas of management and control for the users of MAUS. This will be outlined in the conclusion of this chapter.

4.7.1 Magnetic Field Validation

The magnetic fields of the beam line are not included in the CAD models as these only deal with the physical objects in the experiment. The magnetic fields therefore need to be placed in the correct position in the world volume. The fields can either be generated by G4 or read in via a 3D field map. In order to generate a field using G4 the user must specify the position of the centre of the field, the field type i.e. quadrupole/dipole and the field’s strength in tesla. G4 will produce an idealised magnetic field for that region. Other parameters are available to tailor the field to the users needs. A 3D field map measured from the real experiment is the desired approach to field simulation as this will be a real representation, but not all magnets have been mapped as of yet. MAUS uses a 3D field map to create the dipole fields; all other fields are generated by G4. It must be noted that similar to G4 generated fields, mapped fields can also have their absolute strength altered to represent magnets with different currents in the simulation. MAUS has a utility that allows the user to print the magnetic field strength at specific positions. The utility was used to investigate the magnetic fields within the model. The planes cut through the field at certain positions along the magnets in the direction of particle motion. Figure 4.16 shows the field map, inside the magnet, at \( z = 600 \) mm from the face of the dipole. The \( z \) position, 600 mm, was selected because it is the approximate centre line of the dipole. The plane represents the view into the aperture of the dipole. Figure 4.16 is the field map of a simulated dipole with an arbitrary field strength taken from MAUS. Although there is work to do in order to improve the fields within the magnets, this initial simulation shows large discrepancies in the
structure of the field.

Figure 4.16: Simulated field map of dipole at 600 mm from the dipole’s face. This represents the field $B_z$ which is expected to be 0 in the centre of the magnet.

The same procedure was conducted with the quadrupole magnet. Figure 4.17 shows the field produced by MAUS which again shows the expected structure.

The fields simulated within MAUS are positioned with their centre points upon the geometrical centre points of the magnets in the experiment. The positions of the magnets, relative to the overall experiment, were taken from surveys provided by the engineering team. Once complete the model of MICE will have all the magnets, with their respective fields, in the correct positions.

### 4.7.2 Model Validation

Validation of the model can be done in two ways. The first is by comparing the technical drawings, such as that in Figure 4.12 with the corresponding model produced by MAUS Figure 4.14. Some images have already been shown that illustrate the accuracy of the MAUS models. The second way is to validate the overall model of the experiment via producing data. G4MICE
could not simulate a beam, the particles would strike the wall of D2 and the beam would be scattered at this point. To validate the model two simulations were carried out with MAUS. First, a seeded beam whose profile has been provided by another package was positioned just before D2 as if the beam has come from the Decay Solenoid. A seeded beam is used instead of a MAUS simulated beam starting from the target because the seeded beam gives a more accurate profile. MAUS cannot yet produce a beam with a realistic profile at the exit to the decay solenoid. The purpose of this simulation is to examine whether the beam moves through D2 and propagates through the next quadrupole triplet and towards the cooling channel. The second simulation will use a greater number of seeded particles and will investigate the initial transmission ratio of particles starting before D2 and reaching the positions where the trackers will be placed within an area of a quadruple aperture. The combination of these simulations will show that MAUS can simulate past D2 where G4MICE could not and that particles reach the cooling channel.

The initial simulation consisted of only the magnets and their fields, no
detector elements were included. The simulation used to seed the beam into this model of MAUS simulated particles generated at the target and propagating through the initial magnets. Care was taken to place the beam’s starting position in such a place as not to have the fringe fields of the decay solenoid and D2 affect the particles. If the starting position were to be placed in the fringe area of either of the beam line elements this may have undesired effects upon the beam. The desire is to have as many particles as possible enter D2 in order to observe how many will travel through D2 and the following quadrupoles. 4000 particles were seeded and a transmission ratio of those that reached the end of the model was determined. Three virtual planes were placed in the model which gave the number of particles passing through them. Virtual planes are not physical objects within the model and do not interact with particles; they are used purely for analysis. They were placed as follows: one before each quadruple triplet and a third at the end of the model. For this simulation the x and y positions of all particles crossing the virtual planes in an area of 500 × 500 mm centred on the beam axis was recorded. This area is the size of the magnets’ aperture and therefore allows the number of particles within the beam to be determined. The currents of the magnets will also have an affect on the number of particles that are directed down the beam line and tuning the currents for maximum transmission can be done. For this simulation the magnet currents have not been tuned. The number of particles is not a priority as long as particles do reach the end of the model; if this is the case then this model will have surpassed G4MICE’s model where particles did not travel past D2. Figure 4.18, 4.19 and 4.20 show the positions of particles crossing each of the virtual planes.

This simulation provides information relating to the transmission of particles but can also give an indication of the simulation speed of a model with this level of detail.

Figure 4.20 shows that 151 particles from the initial 4000 lie within the approximate aperture’s area after the beam has passed through the series of magnets. This equates to a transmission rate of 3.8%. This demonstrates that the new model will allow particles to be transported past D2 and into
Figure 4.18: XY plots of particles before first triplet.

Figure 4.19: XY plots of particles before second triplet.

Figure 4.20: XY plots of particles after second triplet.
the cooling channel. This concludes the first simulation.

Step IV is the next stage of construction for MICE and will see the installation of two trackers and an AFC. Placing a virtual plane at the beginning of the cooling channel will give the number of particles that reach this point. Increasing the number of particles will test the speed of the simulation as well. 10,000 particles were simulated using the hybrid Step IV configuration. What is meant by a hybrid Step IV configuration is that the magnets are taken from CAD models and the cooling channel components are taken from legacy detector models. Placing the detector models into the simulation will allow data to be produced by the sensitive volumes within them. Unfortunately, at present, the detector models are still in development and do not produce hit data; so virtual planes were used to show particles entering the cooling channel. The detector models will be removed from this simulation and the virtual planes will be used to detect the particles.

Figure 4.21: XY particle hit positions of the simulated beam of 10,000 particles at position $z = 12000$ mm; the $z$ position is the beginning of the cooling channel.

Figure 4.21 shows the positions of the particles that enter the cooling channel. Using the 10,000 particle sample it can be seen that 170 particles reached the beginning of the cooling channel, $z = 12000$ mm, and that they
focus around the centre point of the beam axis. The $z$ axis in this simulation was aligned with the beam line axis. The particles reaching the beginning of the cooling channel focussed upon the beam line axis is what was expected. As the model is refined and improved, along with improvements to MAUS as a whole, it is expected that the number of particles reaching this point will increase to match the real experiment. This is a good test that shows the model is behaving as expected in the transportation of particles along the beam line. This was not achieved with G4MICE.

The purpose of the simulations undertaken in this section were to provide a comparison between MAUS and G4MICE. The simulations have proven the ease of creating new geometrical models and also tested the new handling system by uploading the initial model and then downloading it. The simulation used the downloaded model and showed that the model does not have the same problems that the previous G4MICE model had. The simulations performed here show the first stage of an iterative process. These are by no means the finished article and improvements will be made in the future. A future study is needed to make a more detailed study of transmission rates and beam profiles at different momenta and emittances.

### 4.7.3 Speed Evaluation

One of the disadvantages of increasing the accuracy of the model used for simulation is the impact on computational speed. G4 operates by producing values for a number of parameters for every particle, such as position, velocity, direction and momentum, every time the particle in question moves to its next step which is a length that can be defined. The step size changes dependant of the particle’s position in space, and when close to a boundary this step size decreases. The CAD model translation increases the complexity of the models, resulting in an increase in the number of calculations that are carried out. The speed of the simulation is quantified by the computational time taken for the overall simulation divided by the number of particles it is simulating, giving the time taken per particle. The goal for simulation time is 0.1 sec/particle which has been specified by the software group. This is
an initial target and may be reviewed at a later date. The expected speed of this model is 1 sec/particle. Improvements to both the physics engine used by MAUS and the geometrical models can be made in the future to decrease simulation times. The MAUS simulation of the hybrid Step IV configuration gave the first indication of the speed. The linux 'time' function recorded the time taken by the simulation. It was carried out on a Samsung R540 laptop which has a 2.4 GHz Intel Core i3 processor and 4 GB of RAM. The first time is a simulation of 10,000 particles simulated all at once and the second is 10 separate instances of 1,000 particles simulated one instance after another. No other background programs were running during these simulations. The CPU time taken to simulate the single simulation of 10,000 particles was 2.8 seconds/particle whilst the 10 instances of 1,000 particles yielded a time of 2.8 seconds/particle as well. For the purpose of acquiring a time per particle value the ‘user’ and ‘sys’ values from the ‘time’ command were used, as they represent the time taken from the beginning of the function call to the end of computation. The measured time exceeds the initial expectations of the system which was a simulation speed of 1 second/particle. What can be taken from this simulation is that a large number of particles can be simulated with CAD models that have been acquired from the CDB.

There are a number of improvements that can be made in order to increase the simulation speed. Internal computational mechanisms can be optimised, such as stopping the simulation of particles that fall outside the beam line or particles that strike walls that are not of interest. There is another potential way to speed up the simulation related to the internal working of G4. The CAD models are constructed using a number of tessellated triangular facets in G4. A warning has been observed when the MAUS simulation is running; it is that a particular particle is unsure whether it is inside or outside of a volume. Initial investigations show that this is due to the tessellated make up of volumes within MAUS and that this is a problem with G4 and not MAUS. The observation of this error indicates that this particular function is being called iteratively during the simulation and yields a considerable number of warnings to be printed in the simulation’s logs. This problem is being investigated, but so far a solution has not been found. Another way
to improve the speed is to reduce the level of detail that is included in each beam line component. A balance must be found between the level of detail in the simulation and its speed and this will be done in a future study.

4.7.4 Monte Carlo Simulations

The final set of investigations into the new system that were conducted aimed to prove that the simulation can be used for analysis. To prove this a simulation of the hybrid Step IV geometry was used to produce hits made by particles in the cooling channel, that were then used to calculate the emittance of the beam. The purpose of this study was to show that particles can be simulated from the beginning of the current CAD model through to the detectors and cooling elements of the beam line. The cooling elements and detectors have been taken from the legacy models and have not been translated from CAD; these models are still being constructed by the engineers.

Figure 4.22 shows the emittance vs $z$ for the cooling channel. The figure has been produced by MAUS and shows that an emittance measurement can be made using the current geometry model. This shows that the models being used by MAUS can be used to produce emittance plots. This does show that the new system can be used in the manner it is intended.

Figure 4.22 shows the MAUS calculated emittance along the $z$ axis or beam line of the cooling channel. The cooling channel spans the region of approx 16000 mm to 28000 mm on the $z$ axis from the MICE centre point which is 0 mm on this axis. At position 20000 in the Figure the emittance gradually decreases; as this is where the cooling channel elements are it is reasonable to suggest that the momentum of the particles is being reduced here as they pass through the elements. The Figure displays a large peak at approx 19000 mm; within the model this is the gap between two of the beam line elements. I was unable to establish a reason for this effect. The cooling channel models being used within this simulation have been taken from legacy G4MICE models and are suspect until validated. Three promising features should be taken from this simulation; first is that the CAD translated model can be used to yield data, second is that the emittance
appears to be decreasing within the cooling channel models, and third that a framework now exists to perform reliable studies. The purpose of this simulation is to show that an emittance measurement can be produced by MAUS using a model from the Geometry Handling System. This plot does have positive features but cannot be considered correct in comparison to any real measurements as there is much more work needed within the geometry and other areas of MAUS.

4.8 Conclusion

G4MICE had a system that involved including geometry models that represented the complete MICE experiment. Creating these models by hand left out a lot of detail that may or may not be important to the results produced by the simulation. It allowed anybody who used the software to create and alter the models themselves resulting in the models becoming inaccurate and uncontrolled. With the move to the new software, MAUS, the opportunity to address the accuracy and management of the models presented itself. The design of the new management system resulted in using CAD models
that were created specifically for the software group and to the group’s requirements. These models are then stored in a database where users can use the models but not alter them. The system has been launched and is currently in use as part of the MAUS package. The design of the geometry handling system looked to cater for the needs of the different stake holders in the system; the software group, the engineering team and the end users of MAUS. The design aimed to make use of current systems that are in place such as the CDB and the versioned CAD drawings that are maintained by the engineering team.

The current MAUS user guide highlights the system and the various improvements made upon the work presented in this chapter. The Geometry Handling System was incorporated into MAUS and available for use during summer 2012 [52]. The overview of the Geometry Handling System, taken from the MAUS user guide, can be seen in Figure 4.23.

The overview highlights that the geometry handling system is in use within MAUS and the designed structure and flow of the models has been maintained. The models continue to be modelled using the tessellated shapes and information is added using an XML that describes MICE specific information.

Figure 4.24 displays the MAUS User Guide description of the available...
executables that interact with the system. These have been previously described in this chapter and enable the user to Upload, Download and query models from the CDB. The User Guide does display work that has been done upon the system since the work done in this chapter. Figure 4.25 displays the control parameters that have been exposed for use by the user. Some of the parameters, such as G4\_step\_max, have been included to allow simulation directly from download. Improvements to the system in integrating it more fully with MAUS have been undertaken to provide this functionality. The downloading and construction of the model and legacy detector models remains the same as described here.

The final image taken from the MAUS User Guide describes how to use the download executable and can be seen in Figure 4.26. This give an example of the geometries that are available from the CDB and also describes the use of the download executable.

My contribution to this work was to write the code that handles the CAD model translation and the interaction with the CDB that stores the models.
This work included the integration with MAUS in order to use the translated models for use by the overall software package. I also collaborated with the engineering team to produce the initial CAD models that were the starting point for the model used in MAUS. The work formed the basis of geometrical model handling and version control within MAUS and is still in use today.
Chapter 5

SLitrani Photon Simulation

5.1 Introduction

This chapter presents the work that was carried out on modelling the scintillating bars used in the EMR detector. This work used a photon simulation package to understand the behaviour of photons within the bar. Further studies were carried out upon the physical bar to validate the model. The model can be used to inform the analysis of data from the EMR and provides valuable input into the EMR’s digitisation code within MAUS.

5.2 Monte Carlo Simulations

In order to support the simulation of the EMR in MAUS a photon simulation package is used to create a model of the individual scintillating bars. Modelling the behaviour includes understanding the number of photons generated in the scintillator and the transmission efficiency of the photons as they pass through the different materials of the detector. The program used is SLitrani [53], this is a photon simulation program based upon ROOT. The results show yield efficiencies of photon capture and give an insight into the number of photons generated at different points within a bar. The purpose of the simulation is to model the bar and the behaviour of light in the bar in order to provide a suitable parametrisation for MAUS to transform the
GEANT sensitive volume data into MICE DAQ data. This process is known as digitisation within MAUS.

5.2.1 Monte Carlo Set Up and Material Modelling

The first step was to measure the emission spectrum of the bar. A sample bar was cut down to a small piece measuring roughly a 1 cm cross section and 4 cm long. This was placed in a fluorescent measurement device, the Horiba Scientific FlouroLog -3 [54] coupled with a R298P Photomultiplier detector. The test material is then irradiated with a β source and the resultant emission spectrum was recorded. The emission spectrum was then modelled within SLitrani in order to provide data to model the bar’s behaviour. Figure 5.1 is the spectrum that was modelled. What is not entirely clear is that there are two curves within the plot, a red dotted curve and a blue one. The red line depicts the emission spectrum that was produced by the FlouroLog device, the blue line is the modelled emission spectrum used in the simulation. The peak emission is roughly at 420 nm.

![Figure 5.1: Emission spectrum of EMR plastic scintillator.](image)

SLitrani makes use of two databases to define spectra to be used within the modelling of materials. The first database, known as the TSplineFit database, contains real, measured spectra, these are purely for reference and
the data within them cannot be assigned to a volume within the model to define its behaviour. An example of data that can be stored is the red line in Figure 5.1.

The second database, known as the TLitSpectrum database can be used to assign spectra to materials within the model. In order to input a spectrum taken from real data into this database one must use a spectra from the first TSplineFit database. SLitrani provides a function whereby the user can input a spectra from the first database and the function will break the data into a number of Gaussian fits. The equation defining the Gaussian fits can be altered by the user to produce a better fit. Once complete this new Gaussian fit of the spectra from the first database can be stored in the second database. This can then be assigned to a material.

Figure 5.2: Fitting of a curve to the scintillator emission spectrum.

Figure 5.2 is the result of the TLitSpectrum fit of data taken from the first database. The red curve is the fitted curve that is calculated by the fitting method provided by SLitrani. The blue curve is entered into the TSplineFit database. It is clear that the fitted curve is very close to the data and provides a satisfactory model for behaviour of the plastic scintillator.

The second component of the EMR bar is the WLS fibre that runs through the centre of the bar. In order to model this the data of the absorption and emission is required. Figure 5.3 is the absorption and emission spectrum for
the fibre used in the EMR bar. This fibre is BCF 92 and is manufactured by Saint-Gobain Crystals. In figure 5.3 the absorption spectrum’s amplitude is not given in cm and needs to be converted into a distance in order for the information to be input into SLitrani. This data has been taken from the Saint-Gobain fibre brochure [55].

![Figure 5.3: Manufacturers absorption and emission spectrum for BCF 92 WLS fibre. [55]](image)

Research into the subject found that group A within the CMS have modelled the fibre BCF 91A produced by Saint-Gobain. Although this is a different fibre the manufacturers brochure shows that the fibres are similar except 92 has a different time decay and absorption spectrum. Nonetheless the process required to convert the amplitude given in the brochure to cm is the same for each fibre. The CMS team converted to cm with the following equation [56]. $\text{Amplitude} = 0.3 \text{ cm} - f(\lambda) \times 0.28 \text{ cm}$ where $f(\lambda)$ represents the absorption curve from Saint-Gobain. Applying this equation to the values seen in the absorption spectrum yields absorption lengths for the range of wavelengths seen in the Saint-Gobain brochure and the absorption curve produced can be seen in Figure 5.4. The peak absorption is 0.02 cm at around 405 nm.

The WLS operates by absorbing photons at a wavelength of around 400
nm and re-emitting them at around 500 nm; it is important this region is accurately modelled. Modelling the fibre’s absorption uses the data provided in Figure 5.3; this only provides information for a particular wavelength range. Wavelengths outside this range are assumed by SLitrani to have an absorption length of 0 cm if no length is defined. This causes photons to stop being simulated resulting in the loss of data. An approximate absorption length of 0.3 is provided for below 300 and above 480 nm. This is an initial approximation that can be verified and altered later if necessary.

Figure 5.5 is the emission spectrum input into SLitrani. It peaks at just under 500 nm; the time decay graph is the default time decay produced by SLitrani. This is sufficient for the initial simulations but can be refined later if required.

To verify the WLS fibre behaves in the manner required a simple simulation was conducted. The simulation modelled the fibre, with dimensions that reflect reality, with a light source at one end and a general detector at the other end. The default physics settings of SLitrani were used. The fibre itself was also made into a detector in order to see the wavelengths of the photons within the fibre. 10,000 photons were simulated at a wavelength of 400 nm entering the fibre. SLitrani provided the details of the photons moving through the fibre, this information verified that photons were reaching
the detector as required. This was a rudimentary test to ensure that photons were being transported.

Figure 5.6 shows the simulation undertaken to verify the fibre was transporting photons. The image shows the simulation’s model; the pink cylinder is the fibre, the photon source is positioned at the left most face of the pink cylinder and at the right most face the general detector is placed. The black lines seen are the tracks of some photons as they leave the source and are
reflected by the surface of the fibre. It shows an efficiency of around 30%, this relates to photons seen by both the fibre and the detector. Assuming that the fibre has no scratches or cracks within it and that the ends of the fibre have a mirror finish, this is a good representation of the fibre. The real fibre will have scratches and imperfect ends which will contribute to lowering the fibre’s efficiency. This efficiency seen in the simulation is a ratio of the number of photons produced to the number seen by the detectors. The fact that the fibre itself is being modelled as a detector, means all of the photons within the fibre and detector are recorded in order to understand transmission between them. The photons seen in the detector will be the shifted photons and therefore will match the emission spectrum.

Figure 5.7 shows that 450 photons have reached the general detector at the end of the fibre. The photons have a wavelength range that centers on 530 nm. The simulation generated photons with a range centred on 400 nm. This shows that these photon’s wavelengths have been shifted. It can also be seen that the wavelength distribution is that of the emission spectrum, Figure 5.5, which was assigned to the fibre. Secondly there is a sharp cut off of photons around 500 nm and this is due to the fibre being a “fast shifter” where shorter wavelength photons are lost during transit.

Figure 5.8 shows the photons in the WLS fibre. It shows that the spread
of the shifted photons is greater in the fibre than the detector. The sharp cut off of photons at 500 nm cannot be seen in this plot. The number of photons seen by the WLS is nearly three times larger than those seen in the detector meaning that nearly two thirds of the photons are lost or are captured within the fibre during transit. Finally, there is a small peak of photons at 400 nm that shows that the photons produced by the source are seen by the WLS and are indeed shifted to the greater wavelengths as expected. One might expect to see a larger peak at the 400 nm point, it is unknown at this time why this peak is not larger. Further investigation into the reason for this was not pursued due to time constraints.

The spectra that were added to the different materials within the EMR bar means that the bar can be modelled and investigations into the behaviour of the full bar can be conducted. The assembly of the full bar included adding three thin slices of material to the WLS fibre. The slices cover the fibre’s surface and have been introduced in order to model the fibre’s cladding. The fibre’s cladding consists of two layers with the same material as the bar. The first and second slices are the two cladding layers, adding the slices in the simulation will ensure that reflection of light at these boundaries is modelled. The cladding is there to protect the fibre and also to aid photon capture. The third slice represents the epoxy resin that the fibre is enclosed in, in order to
secure it within the plastic bar. The bar itself also has a thin slice added to its surface which will represent the plastic coating which the bar is coated in. This coating is added to the bar to protect the scintillator and aid photon capture.

The simulation that was conducted are described below:

**Z Position Simulation**

Particles and point light sources were used to produce light within the bar at different positions along the bar’s length. The efficiencies for each position were observed.

The data produced from this simulation was compared to the experiments involving the real bar.

### 5.3 Simulations

We require the simulation of the scintillating bar to represent reality. The EMR bars are designed to be excited by the passage of charged particles within the MICE beam. A well collimated source of particles with sufficient intensity is unavailable for use in the laboratory as there is no access to such sources. Laboratory experiments use a laser to excite the bar, although this is a different method of excitation the subsequent propagation of light will be the same. SLitrani models this system with a source of muons that pass through the plastic at the desired locations.

Figure 5.9 shows the set up of the simulation, the pink object is the scintillating bar that houses the modelled WLS fibre. The blue object at the far right end of the bar is the general detector that will record data about any particles that pass through it. The yellow object beneath the bar is the source, which can be set to simulate a number of different types of source. This image depicts a source that is simulating a laser but the Z position simulations will use muons. The black lines represent photons that are captured by the bar and the WLS fibre. This image has been taken from the initial simulations which were conducted and the dimensions of the bar
has been refined since this stage of the investigation. This image has been shown to give an idea of the set up of the overall simulation.

### 5.3.1 Z Position Simulation

The Z position simulations model the experiments that moved the source along the length of the bar. The efficiency of the photon collection can then be shown as the particle hit moves towards the PMT. Firstly, a simulation was run with the source in the centre of the bar. For this simulation the WLS fibre has been set to be a sensitive detector. The detector at the end of the fibre is the only other detector. The purpose of this simulation is to determine the number of photons generated in the plastic and the subsequent number that were captured in the fibre and then transported to the detector. This will determine the efficiencies.

Figure 5.11 shows the wavelengths and the number of photons that are seen by the WLS fibre. For this simulation 816 photons were collected by the fibre, Figure 5.10 shows the number of photons that were generated in the overall simulation. This represents the photons generated in the plastic; for this simulation 10 muons at an energy of 240 MeV were generated in the source and directed towards the bar. Roughly 67,000 photons were generated in the plastic seen in Figure 5.10, this gives a WLS fibre collection efficiency of 1.2%. Figure 5.11 does not show many photons with a 400 nm wavelength.
but a scatter of them down to 200 nm. The reason for this is unknown and further investigation is required, this cannot be understood in this body of work due to time constraints.

Figure 5.12 shows the wavelengths of the 690 photons seen by the detector at the end of the fibre. This equates to 85% efficiency for photons produced entering at the interaction point and reaching the end of the fibre. This efficiency does appear to be high, the reason for this is unknown and further investigation is needed to determine its accuracy. Due to time constraints understanding this efficiency could not be carried out in this body of work. The efficiency of photons generated in the plastic and then collected in the detector is 1%.

The next simulation that was carried out is that of moving the source
Figure 5.12: Photon numbers seen by the detector.

along the length of the bar and measuring the efficiency for each point and comparing this to the position of the hit.

Figure 5.13: Main simulation results for z position efficiency simulation with muons.

Figure 5.13 shows the main results of the simulation where the source has been moved along the bar. For this simulation a single muon was fired into the bar at each position and the source was moved in 10 cm intervals. The initial position of the source was at the opposite end of the PMT. Again, the energy for the muons remained at 240 MeV. The WLS fibre was not set to be a sensitive detector for the simulation, only the detector itself. The right hand panel in Figure 5.13 gives an efficiency of roughly 1% which is that seen in the previous simulations.
Figure 5.14: Main simulation results for z position efficiency simulation.

Figure 5.14 is the plot of the efficiency of photon collection for each point along the bar. The plot suggests that the efficiency is flat along the bar except for a tapering off of efficiency at the opposite end to the detector.

5.4 Conclusion

The purpose of the simulations carried out in this chapter were to support the studies being conducted upon the scintillating bars. The study also gave an insight into the efficiencies of the photons as they move between the different components of the bars. These could be used in the MAUS program in order to improve the accuracies of the model.

The simulations carried out will be compared to the experiments that will be carried out and relationships between hit position and light yield can be determined at that point.
Chapter 6

EMR Scintillator Characterisation

6.1 Introduction

Detectors can be divided into two categories based on their purpose. Detectors such as trackers and cloud chambers measure the particle’s position in space allowing their trajectory to be reconstructed. This is important to MICE because the aim is to measure the beam’s emittance. Emittance is a function of momentum and position therefore knowing a particle’s trajectory is vital.

Other detectors such as TOF and the EMR provide particle identification. Distinguishing between particle types within a beam is important. MICE must identify muons in a beam that contains electrons and pions as well. The emittance measurement must be to within one part in a thousand, and too much contamination will render this unobtainable. The TOF detectors do not allow the beam purity to be determined reliably enough and so a second, independent measurement is required. This is provided by the EMR which uses a different method to identify the particles and allows the target accuracy for the measurement to be reached. This chapter will focus upon the EMR. The work presented here was done in order to understand the optical behaviour of the scintillating bars used in the EMR. The information
could then be used to validate the physics simulation model presented in Chapter 5. That model will be a reliable base and can be used to write the MICE specific code that models the EMR.

6.2 EMR

The EMR resides at the end of the beam line acting as a beam stop. All of the beam enters the detector which comprises of a 1 m$^3$ block of scintillator. The block is made up of scintillator planes perpendicular to the beam’s travel. The EMR is used in conjunction with the TOF detectors in order to identify muons that have decayed within the cooling channel. The particles that have decayed while traversing the cooling channel can then be distinguished between those that have successfully traversed the cooling channel and this reduces the uncertainty on the emittance measurement. The EMR consists of layers of triangular scintillating bars which are arranged in planes that are at right angles to the beam direction. The construction allows a number of discriminators to be used to identify particles. The first studies the uniformity of deposited energy by a particle as it moves through the detector. Uniformly deposited energy is typical of a muon whereas an electron’s deposited energy, which causes an electromagnetic shower, will fluctuate from plane to plane. The second discriminator is related to the width of the deposited energy. A muon’s energy will be collimated around the particle’s trajectory where an electron’s electromagnetic shower will spread sideways as it penetrates the detector.

The scintillating bars used in the EMR have been modified from those used in the Main Injector Experiment for $\nu$ -A (MINERvA) experiment [57]. The bars will be used in a stand alone detector rather that being part of a larger device, as seen in MINERvA. Being used in a different manner to the MINERvA detector, it is prudent to fully understand the detector. In particular we need to validate the detector model to allow us to accurately estimate the efficiency and purity of the muon signal that can be extracted from the data. The full design of the EMR has been described in section 3.8.4.
The light generated by a particle interaction is subject to a number of losses. Firstly, the particle excites the scintillator; this excitation produces light. The generated light will move around the bar in the local vicinity of the interaction point and will be captured by the WLS fibre. The WLS absorbs light at one wavelength and re-emits it at a longer one. The longer wavelength is not absorbed by the scintillator so light is transferred down the fibre to the ends. The scintillator specifically produces blue light when excited and the WLS shifts blue light to green. During these processes some light will escape and is lost. Attenuation of the light will also cause losses. The ends of the WLS fibre are set flush against clear fibre. The clear fibre’s role is to transport the light to the PMT detectors. Light will also be lost at the point where the WLS meets the clear fibre. Each bar is at a different position in the detector so to keep the length that the light travels equal, all the clear fibres are the same length. Clear fibres closer to the PMT must be bent in order to reach the PMT. All the charge recorded by each bar is collected at one end by a single anode PMT, this measures the charge for the entire plane. Individual PMTs record the charge for each bar at the opposite side of the plane. The clear fibre configuration is more important for the single anode PMT. The bending of the clear fibre also induces losses of light. Losses are again incurred where the face of the clear fibre meets the PMT. The photons that reach this stage of the process are then converted to photoelectrons which then produce the signal. It is this signal that is recorded and analysed.

6.2.1 Scintillating Bars

The scintillating bars used in the EMR were taken from a design developed by MINERvA. The extruded scintillator was also used in the MINOS [58] and Tevatron’s D0 Detector. MINOS used 8 m long scintillators sandwiched between steel plates. The extruded scintillators were read out using WLS fibres that were incorporated into the plastic. Their decision to use this set up was mainly based on the cost advantage of this system. MINERvA sought to use a totally active detector to cope with the high intensity NuMI
neutrino beam. The high statistics require a detector which can read out the data quickly and efficiently. The EMR will have to deal with a similar rate and utilising the technology produced by other experiments is prudent.

MINERvA conducted a study into the performance of the scintillators [59]. The study aimed to investigate the attenuation length and light yield of the bars. It particularly focussed on the effects different diameter WLS fibres would have on the overall performance. Tests were also conducted on the effects the glue used to secure the WLS fibre had on the performance. The glue filled the space between the outside of the WLS fibre and the diameter of the hole through the extruded bar. The test bench for the experiment was simple; the selected bars were housed in a dark box with a PMT at one end of the bar and a reflective surface at the other. A Cs$^{137}$ gamma source was used to excite the bar at four different positions along the bar. The attenuation length that was determined for both diameters of the proposed hole to house the WLS fibre was in the range of 42-44 cm for the long component and approx 30 cm for the short. The study that aimed to determine the light yield for the different configurations of hole diameter to WLS diameter ratio found that there was no correlation with the different ratios. A. Pla-Dalmau shows there is a slight increase of light yielded when the source is closer to the PMT [59].

Scintillation is the main process which the EMR employs to detect ionising particles from the beam. Curran describes the fundamental process of scintillation [60]. Firstly, the atoms and molecules of the luminescent material, the scintillating plastic, receive energy from the incident radiation of the interacting particle. This energy excites and ionises the particles of the scintillator. The atoms and molecules will then de-excite and de-ionise returning to a stable state. This process releases fluorescent radiation, light, which is of a desired emission spectrum. The resultant fluorescence is then captured and transported to the PMT where the signal is read out and recorded.

The extruded scintillating bars used in the EMR have been manufactured using polystyrene (PS) pellets. A dopant mixture of 1% PPO (2,5-diphenyloxazole) and 0.03% POPOP (1,4-bis(5-phenyloxazol-2-yl) benzene) was added to the PS to allow the plastic to scintillate. The final bar emits
blue light and has been designed to have an absorption cut-off wavelength of approximately 400 nm and a maximum emission wavelength of 420 nm. To verify these properties and obtain an emission spectrum to be used in simulation, a sample piece of the plastic cut from an EMR bar was illuminated using the FlouroLog -3 [54]. The FlouroLog excites the source using a 450 W xenon lamp, the detector used in determining the emission spectrum is a R928P photomultiplier. The FlouroLog excites the source across a range of wavelengths and records the corresponding emission using the detector. Figure 6.1 shows the emission spectrum that was obtained from the sample.

![Scintillator Spectrum](image)

**Figure 6.1: Emission spectrum of EMR scintillating bar.**

To capture the yielded light a WLS fibre will run through the center of each bar. The fibre is a fast blue to green shifter with an emission peak of 492 nm and a decay time of 2.7 ns. The configuration of the bar aims to ensure that as much fluorescent light produced reaches the detecting equipment as possible.
6.3 Method

Experiments were carried out on a bar taken from the EMR. The data collected from these experiments were then used to support and validate simulations that model the light’s behaviour within the bar. The light modelling simulation is SLitrani [53]. The MAUS simulation uses sensitive volumes to provide data to the user. This data does not come in the form that is produced by the DAQ for this detector. Meaning that the analysis code, designed to consume DAQ output, cannot be used unless the sensitive volume data is transformed to resemble DAQ output. In order to perform this transformation within MAUS the inner workings of the detector, such as the light’s behaviour within the scintillators, must be known. The experiments measure the optical properties of the bars and are used to support the SLitrani model and simulation. This can then be used to create a parameterisation for MAUS.

The experiment was designed to determine a relationship between the light generated as a function of the particle’s interaction position in the bar. The bar is an extruded triangular prism meaning the particle interaction point will determine the amount of light generated and thus the signal produced by the detecting PMTs. Particle hits that fall closer to one of the PMTs will also produce a larger signal. This experiment uses an LED to illuminate the bar at increments along the bar’s length. Blue and white lasers are then scanned across the bar’s length and width. Both response time and PMT output charge are be recorded for the LED and laser. The EMR bar includes a scintillating bar and a WLS Fibre, which is glued in the centre of the bar. Testing the fibre on its own and the full bar aids in separating the behaviours of the two elements of the complex system that is the full bar.

The following experiments were conducted to fully understand the bar’s behaviour. Figure 6.2 depicts the set up used.

Charge Experiment

This experiment measures the PMT charge of both the fibre on its own and a complete bar across its length and width where possible. An LED, laser and radioactive source will be used to illuminate the fibre
Figure 6.2: Schematic of the experiments to be undertaken upon the bar. A source, LED, laser or radioactive source, scans along the X and Z direction.

and bar.

**Response Time Experiment**

This experiment will measure the PMT charge of both the fibre on its own and a complete bar across their length and width where possible. An LED and laser are used to illuminate the fibre and bar.

**Photon Simulation - SLitrani**

A simulation of a single bar is carried out. Its aim is to determine the photon capture efficiency of the bar (Chapter 5).

**Plane Efficiency Experiment**

This experiment uses a single layer of the EMR itself to determine its efficiency over a range of different voltages with two different types of PMT. This is to determine the most efficient set up for the detector and the measured efficiencies will be used in the software.
6.3.1 Experimental Set Up

The entire experiment is housed in a large, light tight, dark box. The test bar is supported by two shoulders that were manufactured in house to suit the dimensions of the bars. These shoulders ensured the bar was located in the exact same position for every data run.

A translation deck, located underneath the bar, provides the ability to move the source or laser in both the x and z directions along the bar. It is controlled via a dedicated PC which provides the calibrated location of the source or laser. The z direction is controlled by an Anorad [61] translation deck. This locates the excitation source along the length of the bar. Due to the size of the overall housing this stage cannot move the entire length of the bar but can move the majority of the bar. It can move up to approximately the last 8 cm of the bar so this last 8 cm is not measured. This will be adequate for taking data. The translation stage is only capable of moving the deck in one direction, therefore a novel solution was sought to allow a second degree of freedom.

A Lego Mindstorms [62] kit was used to create a deck that could provide controlled movement in the x direction, across the width of the bar. It comprises of a motor and a small stage that is set upon a rack and pinion. The motor can drive the stage in a forward/backward direction across the bar’s width and can be controlled with good accuracy. The Lego set up allows the laser or source to be positioned to within a millimetre. As with the main translation stage the motor of the Lego translation stage is controlled via a dedicated PC. The PC in question has access to both translation devices which gives simultaneous control over both directions. Lego was selected for its ease of construction and its precision engineering. The combined stages are both controlled with user programs that enable full automation of the illumination source positioning. I designed and implemented this code.

Figure 6.3 shows the LED support that was built for the LED experiments. The Figure displays the housing for the LED illumination source, illuminating the WLS fibre in a tubular housing.

A PMT is then placed flush to the WLS fibre at each end of the bar.
This, in turn, is connected to an amplifier, a discriminator and finally to either the flash Analogue to Digital Converter (fADC) board or the PicoHarp. Both readout devices are connected to PCs that collect the data and provide analysis of the results.

### 6.3.2 Readout Equipment

Two measurements were performed during the experiments. The first measurement was of the charge that was output by the PMT and the second recorded the response time.

The PMT charge was measured by an Analogue to Digital Converter (ADC) used with the EMR; the CAEN V1731 board [63]. This is an 8 channel waveform digitiser with a programmable Digital to Analogue Converter (DAC) and 200 to 500 MS/s 8 bit sampling rate. The DAC allows adjustments to be made in order to change the DC offset that is used to reduce noise. This is used to digitise the signal produced by the detecting PMTs. Data collected provides information on the amount of charge that is being collected from the light produced in the scintillator.
The response time was measured by the PicoHarp 300 [64] which is a
time-correlated single photon counting instrument. The system can have an
input from an electrical output and record the time it takes to receive a
trigger. In the case of the experiment being described here the trigger will
be the output received from a PMT. The input trigger will be taken from the
waveform generator which also triggers the laser or LED. It can be used to
determine scintillator response times and has a timing resolution of 4 ps. It
has a range of 260 ns to 33 µs and a count rate of up to 10 million counts/sec.
This device is ideal to measure the time response of fast scintillators such as
those used in the EMR.

6.4 Charge Experiments

This experiments uses a blue LED to illuminate the bar. The LED does
excite the scintillator but its light will be captured by the WLS fibre within
the bar and measured by the PMT. The LED is then replaced by a laser
that gives greater control over the position of the hit and also increases the
intensity of the light being captured by the bar. Two different lasers are
used: the first is a blue laser whose light is captured by the WLS fibre only,
the second is a white laser whose light is captured by the bar. Measurements
were made on the WLS fibre on its own as well as the complete bar. This
helps to separate the behaviour of the fibre from that of the overall bar. The
results seen in this section show the data and effects of the position of the
hit on the amount of light collected. The board was calibrated before each
of these experiments.

6.4.1 Uncertainties

The experiments that are described have two areas where uncertainties must
be taken into account. The first is when measuring the position of the illumin-
ating device, be that the laser or source, and the second is the uncertainties
in the ADC measurement. These refer to the uncertainties within the ADC
board.
The position of the illumination source is measured using a ruler that is accurate to 1 mm which gives an uncertainty of 0.5 mm. The calculation for the ADC board is undertaken in the analysis script that analyses the output from the board. Firstly, each signal is converted into a charge histogram, each histogram is added together to create a histogram for each data run. Each experiment consists of 10 runs each containing 5000 events (signals). The mean charge measured is calculated for each run and the error on this mean is derived from the RMS width of the distribution divided by the square root of the number of events.

6.4.2 ADC Board Calibration

Before testing can begin the ADC board has to be calibrated. This involves taking a controlled data run and calculating the optimum DC offset value for the board. The optimum value reduces the pedestal noise to a minimum. The calibration is required because of the internal currents of the board itself. This fluctuating current can exceed the trigger level and create a false ADC count.

Obtaining an optimum DC_OFFSET value uses a program that was designed to take a data set across a range of DC_OFFSET voltages. Each data run contains 5000 events and the calibration run requires 100 data runs to scan around the DC_OFFSET voltage range. Each run records the charge that is produced by the PMT. The baseline level of the charge is not stable when the DC_OFFSET value is not at an optimum. Figure 6.4 shows the accumulated charge curves for the first run of the calibration data set.

One can see that the baseline of the curve is between 201 and 202 ADC counts. The oscillation seen is due to noise in the circuit. The level of noise varies with the DC_OFFSET. Custom software analyses a calibration run and determines the optimum voltage to be set for the board in order to reduce the noise to a minimum. This is calculated by integrating across the baseline, where there is no signal, for a window width that matches the signal window.

Figure 6.5 depicts the charge curve with the optimum value of the DC_OFFSET.
The baseline of the curve, 201 counts, shows a marked improvement on the fluctuations compared to Figure 6.4.

Figure 6.6 shows the histogram of the charge before calibration. The right hand peak, approx 900 events, is the accumulated charge integrated during
the signal’s acquisition window. The red curve is the charge integrated across
the baseline of the curve, which does not include the signal itself, with the
same window width as the integration across the signal.

Figure 6.6: Pre calibration charge histogram. ADC charge is in mV.

Figure 6.7 shows the same histogram after the calibration has taken place
and the optimum DC_OFFSET voltage has been set. The pedestal charge is
clearly narrower and the high tail is reduced.

Figure 6.7: Post calibration charge histogram. ADC charge is in mV.
6.4.3 LED Experiments

A blue LED is used to illuminate both the WLS fibre on its own and the complete bar. The light emitted from the LED is captured by the WLS fibre, and the wavelength shifted light carried to the PMT. Blue light produced by the LED favours being captured by the WLS only. When working with the complete bar a white laser will be used because this will favour the light being captured by the scintillator.

WLS Fibre: LED

After the LED is placed in the correct position the ADC board records the output from the PMT. Figure 6.8 shows the recorded waveform seen by the PMT, this is an average of a number of signals.

![Waveform](image)

**Figure 6.8:** Average waveform signal recorded with the LED 5 cm from the PMT.

The actual charge recorded by the signal is taken from integrating a window that covers the signal itself, and subtracting the pedestal value derived by integrating the charge window from 0 to 27 ns.

Figure 6.9 is the charge histogram that is created from nearly 5000 such measurements. The red curve seen in the Figure is the pedestal charge seen...
Figure 6.9: Charge histogram recorded with the LED 5 cm from the PMT. ADC charge is in mV.

on the baseline of the signal. The pedestal is narrow showing that the correct DC offset value is present. The black curve shows the charge histogram of the signal itself. The mean value measures the amount of charge collected by the PMT when the bar is excited at the position where the LED has been placed. This process is repeated for a number of different positions and the average charge for each position can then be plotted against the position on the bar.

Figure 6.10 shows that the charge declines as the distance from the PMT is increased. When the light source is closer to the PMT one would expect that the light within the WLS will be recorded by the PMT. As the distance increases, less light reaches the PMT.

For this experiment the WLS fibre was contained within a metal tube. The tube has a larger inner diameter than the diameter of the fibre which left space within the tube. Figure 6.10 shows a linear relationship between charge and distance; this is not as expected. An exponential fall of charge as distance increases is expected. The gap between the fibre and the wall of the tube in which it was housed could explain the linear relationship seen. The relationship of charge yield against distance in air is linear and it appears
that the light being projected into the tube is not being captured fully by the fibre but is being transported to the PMT in the gap that is left. Although this plot cannot be considered to be wholly representative of the behaviour of the WLS fibre; it does demonstrate the need for greater control over the light source. This will be achieved using the laser.

**Full bar: LED**

Figure 6.11 shows the data collected from the complete bar. The purpose of beginning the experiments with the LED was to set up the experiment and ensure the method of data taking works well. What is expected to be seen is a decrease in charge as distance increases. Figure 6.11 suggests that this relationship is exponential. The closer the light source is to the PMT the greater the amount of charge there will be. The light from the source may be travelling directly into the PMT as well as being captured by the WLS which may have an effect on the amount of charge recorded. As distance increases one would expect there to be some degradation in the light’s strength resulting in a lower recorded charge in the PMT. The 8, 38 and 68 cm points are consistent with an attenuation length of 115 cm. This
Figure 6.11: Plot of average charge against position recorded in the complete bar.

is comparable to the attenuation length presented in R. Asfandirayov’s thesis [42] of just over 1 m.

The total signal is comprised of all of the light within the bar reaching this PMT, this includes; the light travelling directly to the PMT from the excitation point; and the light that has been reflected by the end face of the bar. As the excitation point moves towards the end of the bar a greater proportion of light is reflected. The reflected light leads and light that travels directly to the PMT causes an increase in signal seen by the PMT. This is exhibited in Figure 6.11 which shows a rise near the end of the bar. The rise seen at 98 cm is likely to be due to the combination of direct light and the reflected light at the end of the bar. This reflection effect can be duplicated by assuming a perfect reflecting surface of radius 3.5 mm at this end. This surface is smaller than the end of the bar but is consistent with an imperfect reflection.

For the next experiments greater control over the light source and more hit positions on the bar and fibre will aid in removing any unknown factors.
6.4.4 Laser Experiments

The laser experiments use the same set up as the LED experiments but with a laser to illuminate the fibre or bar. The laser is positioned along the z axis or length of the bar/fibre using the Anorad movement stage. This ensures the x position, across the bar’s width, will not be altered between data points. For the x direction measurements the laser was moved using a fixed ruler and the position of the laser’s stand was measured by the ruler. Initially the point of light is fixed at the edge of the bar which is at the bar’s thinnest point. The z position is fixed for this experiment.

Wavelength Shifting Fibre: Blue Laser

Collecting data relative to position against charge proved difficult for the WLS fibre. This is due to the width of the fibre being small and its sensitivity towards the entry position of light. Like the LED experiments the light entering the fibre must enter at exactly the same point across the width of the fibre at each data point. The fibre had been housed in a metal tube in an attempt to aid this. The fibre is a blue to green light shifter therefore the blue laser was used for this experiment.

Figure 6.12: Plot of average charge against position along fibre length.
Figure 6.12 shows the results of the experiment. The plot suggests that there is a decline in charge collected by the PMT as distance increases. The LED experiments have fewer data points along the length so it was difficult to see a definite relationship between charge and position. One would expect that charge would decrease exponentially and Figure 6.12 seems to suggest this is the case. The last two data points, 70 cm and 80 cm, do not follow the trend; this could be due to the position of the laser with respect to the fibre’s width. It was observed whilst conducting the experiment that very slight movements in the z direction would alter the signal seen significantly.

A possible way to overcome this would be to use a diffusion mechanism to disperse the laser’s light over an area that covers the entire fibre’s width. This may help with the sensitivity to position. This was not done however, because the detector will not be using the fibres on their own but as part of the full bar. Therefore the bar’s experiment will be more important to understanding the relationship between position and charge.

**Full Bar: White Laser**

The construction of the bar means that the WLS fibre is housed in a transparent scintillating plastic. This plastic, in turn, is coated in an opaque white plastic that provides protection as well as stopping the light generated in the scintillator from escaping. A white laser was used in order to be captured in the scintillating plastic and then the WLS fibre. In order to maximise the light entering the bar 1 cm strips of the protective outer coating were removed from the base of the bar. These strips are aligned across the width of the bar and are at 10 cm intervals along the bar’s length. This meant the protective outer coating did not affect light entering the bar. It does mean, however, that light may escape from these strips. Due to this being a constant between all the data points this should not affect the results. Although the mechanism for producing scintillation light with a laser beam is different from a charged particle, still the light is produced the same. For this experiment the white laser was used as the source to enable maximum light to be captured by the plastic.
Figure 6.13 shows that there is a decrease of charge with distance from the PMT. Close to the PMT at the 10 cm data point shows an increase in charge. This increase could be an effect seen by light captured in the bar and not the fibre travelling directly into the PMT. Light this close to the PMT will also not be shifted as it has not had the distance in order to shift along the WLS fibre.

Like that seen in the WLS experiment very slight variations of z position of the laser can result in a higher or lower charge yield. This is not so pronounced as that seen in the WLS fibre but is still present. In order to improve the experiment the laser could be passed through an optical sphere that would illuminate the section of the bar that has the protective coating removed. This would mean that uniform light illuminates this section and should normalise the amount of light entering the bar at each point. This set up would also improve the results with the WLS fibre only experiment.

The second experiment conducted with the bar was to place the laser at the edge of the bar and scan across its width. The edge of the bar is it’s thinnest point, the data point will traverse the bar through its thickest point in its center to the other end of the bar’s width. It is expected that the charge should decline towards the edges where the material has less thickness. The
thicker areas of the bar allows more light to be captured and therefore should yield greater charge in the ADC board.

Figure 6.14: Plot of average charge against position across the width.

Figure 6.14 is the plot of the charge over the width of the bar. As expected the charge decreases as it nears either edge of the bar. It should be noted that the bar is approx 33 mm in width where around 1 mm of the thickness is the protective coating. The data was taken by placing the laser at the edge of the bar so the laser is illuminating the scintillating plastic rather than the protective coating. The data was taken over a 30 mm length to reduce effects that may occur from the protective coating. The is a slight drop in charge as the laser passes over the center point of the bar, after 15 mm, in comparison to the first half. One would expect this to be more symmetric due to the bar’s cross section shape. The fibre within the bar does not totally fill the hole in which it resides and there is also glue that fills the gap and holds it in place. There is no guarantee that the fibre is exactly in the center and could be closer to one side than the other. This could be the reason for the slight drop, further investigation will be needed if this effect is deemed to be detrimental to the overall experiment.

Figure 6.14 shows that charge decreases only in a region of a few millimetres from either edge of the bar with uniform response from the rest of
the bar. This is to be expected because the amount of material the laser interacts with is considerably less than towards the center. The bars in a plane are built in a tessellated fashion meaning the edge on a bar will align with the center of the next bar in the plane. This indicates that there will be good efficiency across the whole plane.

6.4.5 Radioactive Source Experiments

The last of the planned experiments was to conduct the same charge investigation replacing the LED and Laser sources with a radioactive isotope. The $\beta$ source was held in a lead lined container with a collimator to ensure the interaction is well localised in the bar. The source was initially placed close to one of the PMTs and was then moved incrementally along the bar’s length. Figure 6.15 plots the output of one of the PMTs only. A PMT was placed at both ends of the bar with a view to using coincidences to eliminate dark noise. Due to time constraints the analysis to remove the dark noise has not been undertaken. The resultant plots are compared to what has been seen with the LED and laser experiments.

Using the radioactive source to excite the bar induces true scintillation which is closer to the situation in MICE. The uncertainties associated with these experiments have been determined in the same manner as those that used the LED and lasers to excite the bar.

Figure 6.15 shows the recorded charge for each position along the bar. The 40 cm point has been discarded as an anomaly. In this case the source started at the end of the bar furthest away from the PMT whose output is being plotted. For charged particles the light collection is uniform along the bar. This plot includes the dark noise seen by the PMT. Dark noise is caused by the thermionic emission from the photo cathode. Background noise from cosmic rays are also included within this plot. Cosmic ray rates are too small to cause a problem. Noise can be rejected by looking for coincidences between the two PMTs at either end of the bar. The noise affects every point on the bar and since the bar’s response is reasonably uniform it will effect every point equally.
The difference between the amount of charge collected via the source and the other methods that have been described is considerable. Charged particles produce a much larger amount of light. The data shows much more fluctuation than that seen with the laser. Photons from lasers deposit fixed amounts of energy whereas energy deposition from charged particles can vary from event to event.

Figure 6.16 shows the charge collected as the source is moved across the width of the bar. For this experiment a micrometer was adapted to move the source across the width of the bar with high precision. The source was initially placed at the edge of the bar and moved in 1 mm increments across the bar. This plot shows uniform response across the bar. It should also be noted that the first and last two mm of the bar have no data, this is because these positions contain only the protective plastic coating. Figure 6.14 depicts the results taken with a laser across the bar’s width. Combining the results measured using a charged particle across the bar’s length and width demonstrates the bar produces the same response almost independent of position. This implies the digitisation model, for the EMR, used within MAUS is just a suitable constant, and no position dependant corrections are needed during analysis of EMR data.
6.5 Response Time Experiments

A number of different methods were used to excite the bar and a WLS fibre on its own. Firstly, an LED was used to excite a complete bar and a WLS fibre on its own. The LED was then replaced with a laser where a blue laser was used to excite the WLS fibre and a white laser to excite the scintillating bar. When the PMT recorded a signal the PicoHarp then stopped the timer, recording the time it took for light to enter the bar and travel to the PMT. The LED’s position along the bar was moved incrementally away from the PMT and the results used to determine the bar’s response time.

6.5.1 Uncertainties

The uncertainties used for the timing experiments used the same measurement techniques for the distance of the interaction point along the bar as that used in the charge experiments. Therefore the same value for these uncertainties will be used.

The PicoHarp records the time taken for a signal to be seen in the PMT after the the source has illuminated the bar or fibre. A number of sample times are recorded per position and the average is displayed. The associated
error is $\frac{RMS}{\sqrt{N}}$.

6.5.2 LED Experiments

The LED is initially placed at a distance of 8 cm from the PMT. An 8 cm distance is chosen because at this position there is enough space to push the LED and its casing flush with the underside of the bar. The shoulders and shelf that support the bar are between this position and the PMT, therefore the LED cannot be located any closer. The furthest position of the LED is at 98 cm from the PMT. This was chosen because it is 90 cm from the initial location. The LED is driven via a waveform generator that produces two signals, one signal drives the LED and the other serves as a trigger for the timing device. The trigger acts as the start signal for the timing device and the stop time signal is provided by the PMT when it records light. This means that the time for the light to travel through the bar to the PMT is measured. Data is taken over a ten second period for each position.

One can calculate the time light will take to travel a 90 cm distance through plastic. The base medium of the scintillating bar is Polystyrene and the refractive index for this is 1.59. This value was taken from the Particle Data Group [18]. The WLS fibre BCF-92 produced by Saint-Gobain Crystals is also provided with a refractive index of 1.6 as the core material for the fibre is also Polystyrene. If it is assumed that the combined refractive index for the composite bar is 1.6 then the speed of light in the bar can be determined. Completing the calculation, $v = c/n$, yields a speed of $1.875 \times 10^8 ms^{-1}$. Both the WLS and the bar are polystyrene so it is safe to assume this is the velocity through all the media. However, the diameter of the hole where the WLS is housed is larger than the diameter of the WLS. The remaining volume is filled with glue; this volume can be considered a very thin slice of glue due to the space that has been allowed for it. Considering the area occupied by the glue being less than a mm it can be considered to have a negligible effect. Using this information the time to travel 90 cm along the bar can be determined. This calculation yields a time of 4.8 ns.

Figure 6.17 displays the mean recorded time for each position along the
Figure 6.17: Left: Time Response at 8 cm. Right: Time Response at 98 cm.

bar. The response time seen at the 98 cm position has a greater width than at 8 cm. At 98 cm the light can take multiple paths before reaching the detector causing the spread in the width.

Figure 6.18: Plot of average response time against position.

Figure 6.18 shows the data produced using the LED and the fibre. The recorded timings are well correlated and this shows that the bar is working well in transporting the light to the PMT. The fibre was designed to shift blue light to green; using a blue LED allows the light to be shifted easily because it is captured well by the fibre due to its design; this gives good results in terms of recorded times.
6.5.3 Laser Experiments

The laser experiments use the same set up as that of the LED experiments. Two different lasers were used. One laser, which emits blue light, is used to illuminate the wavelength shifting fibre. As the WLS has been manufactured to shift blue light to green this was perfect for achieving accurate results. The second laser emitted white light and is used to illuminate the full EMR bar. This does not cause true scintillation but gives a good level of control over the position where the light enters the bar. The light is then captured by the bar and makes its way into the WLS fibre to be transported to the PMT. By conducting the experiments in this fashion the effects of the WLS can be isolated and can be compared to the performance of the overall bar.

Sanity Check

Before the experiments were conducted a sanity check was carried out. This experiment directed the laser directly into the PMT and moved the PMT in 10 cm intervals similar to the WLS and full bar experiment. This provided data in order to calculate a time for the light to travel through air. Figure 6.19 shows the data taken from the sanity check.

![Figure 6.19: Plot of average response time against position in air.](image)

To find a value of the time it has taken for the light to travel an expanse
of 10 cm the difference between each data point is averaged. Light travels at $3 \times 10^8 \text{ms}^{-1}$ which means the data recorded should yield an average of 0.3 ns for 10 cm. This is what is seen in the data, secondly it is expected that light should take 2.33 ns to travel across a 70 cm distance. If the time recorded at the 78 cm position has the 8 cm recorded time subtracted; the recorded travelling time yield is 2.35 ns. The recorded time to traverse the 70 cm gap differs from the calculated time by 0.02 ns. This experiment can also be used to calculate a value for the speed of light. The values for distance at the times 51.5 ns and 53.8 ns are 8 cm and 78 cm respectively. The means that light has taken 2.3 ns to travel across the 70 cm and this yields a speed of $3.04 \times 10^8 \text{ms}$. The speed of light is $2.99 \times 10^8 \text{ms}$. Both calculated and recorded results are close and this does not raise concerns as to the performance of the equipment.

**Wavelength Shifting Fibre: Blue Laser**

The blue laser was pulsed at 5 kHz at an intensity that was captured by the WLS fibre. The initial position of the laser was 10 cm from the PMT. It was then moved in 10 cm intervals along the WLS fibre. The time was recorded for each position and the results can be seen in Figure 6.20.

![Figure 6.20: Plot of average response time against position along WLS.](image)
Figure 6.20 shows a strong correlation of the data points. The average time it takes the light to traverse the 10 cm gap taken from the difference between each data point is 0.6 ns. By subtracting the time recorded at the 10 cm position from that recorded at 80 cm provides the time to travel 70 cm. This calculation eliminates the time it takes for the electrical signals to travel along the cabling. This gives a 4.3 ns difference and represents the time taken to travel 70 cm along the WLS fibre. We can repeat the calculations for 70 cm to determine the theoretical travelling time. This calculation yields a value of 3.7 ns for a distance of 70 cm. This value represents the time it would take for the light to travel directly along the fibre in a straight line. In practice this is not the case. The light enters the fibre at right angles. The laser will create isotropic scintillating light along its path. If light meets the fibre with anything less than the critical angle it will escape. Light within the fibre that is travelling along a path that has an angle that is greater than the critical angle will be internally reflected. It will move along the fibre via these reflections.

Figure 6.21: Diagram illustrating the bouncing of light within the WLS fibre.

The extra distance travelled by the light bounce within the fibre can be calculated. The red line in Figure 6.21 shows the path of light as it travels along the length of the bar. The angle ‘a’ is the angle of total internal reflection; this is 68.6° [55]. The internal angle is therefore 21.4°. Length B and C can then be calculated. These are 0.00255 cm and 0.00274 cm respectively where 0.0025 cm is the length travelled by light which is travelling in a straight line and 0.00274 cm is the distance travelled by light which is bouncing between the edges of the fibre. The total length of the distance of interest, 70 cm, if this is divided by Length B the total number of bounces
can be calculated. If this is then multiplied by Length C the total length of
distanced travelled by the bouncing light can be determined. This distance
is 75.76 cm, repeating the calculation for the time it takes light to travel
this distance within the WLS fibre gives a new value of 4.1 ns. The time
recorded across 70 cm is 4.3 ns; this value is closer to the new theoretical
calculation that includes the extended distance that accounts for the light
bouncing within the fibre. The fibre does include cladding that protects the
fibre, this has been included within the thickness.

**Full Bar: White Laser**

As with the WLS experiment a white laser is pulsed at 5 kHz at an intensity
that the bar could capture, that produced a reasonable pulse within the
PMT. The laser is initially placed in a position of 10 cm from the PMT and
then moved in 10 cm intervals away from the PMT. Unlike the experiments
that were carried out on the WLS fibre the bar will have its characteristics
investigated in two ways. Firstly, as described, the laser is moved along
the length of the bar and data points will be taken every 10 cm. This will
investigate the effects the hit will have along the length of the bar. The
second experiment will investigate the effect of a hit crossing the bar at
different points across its width. For the width experiment the laser begins
in a position that is at the very edge of the bar. This position is at the
thinnest point of the triangular cross-section of the bar. The laser is then
moved a millimetre at a time across the bar’s width until a millimetre after
the center point, this is where the bar is thickest.

Figure 6.22 shows the response of the full bar, this shows that the time
increases with distance. The fibre saw that the average time for light to
travel along a 10 cm distance within it was 0.6 ns, the full bar delays this
travel by a fraction. Light travels along a 10 cm distance within the bar at
an average of 0.7 ns. The full bar contains extra materials for the light to
travel through, firstly there is a layer of glue around the fibre and the fibre
itself for the light to traverse. These could increase the time it takes for the
light to be captured by the fibre.
During this experiment the Full Width Half Maximum (FWHM) values for each of the timing peaks is recorded. This value gives an indication of the spread of recorded times for each peak. A smaller FWHM value shows that the different recorded times that make up the peak fall within a small time window. A larger value will indicate that the times are more diverse. Plotting the FWHM values will show how each data point varies with distance, this can be seen in Figure 6.23.

The FWHM plot shows a general trend of increasing peak timing spread with distance. This is expected, the most direct path to the detector represents the minimum distance for the light to travel. Not all light at the source will take this path but may take longer paths to the detector. The light that takes a longer path to the detector will take slightly more time than light taking a direct path. As distance increases the light has more distance to travel on the various paths to the PMT and so the time variation is more pronounced. The light travelling along the path with the greater distance will be more attenuated. As the distance from the light source to the PMT increases, the loss of light from the longer path becomes more pronounced and the high time tail will decrease. This will reduce the RMS but for the distances seen here the time tail seen by light travelling along greater paths
is still captured increasing the RMS in this case.

The second experiment records the effect traversing the light across the bar’s width has upon the timing.

![Plot of average time against distance](image)

Figure 6.24: Average time against position across the bar. This experiment was across half the width of the bar, the full width of the bar is 32 mm.

This experiment began by placing the laser at one edge of the bar and
moving it a millimetre at a time until just after the center point of the bar. Figure 6.24 shows the results of this experiment. It is apparent that the time for light to travel to the PMT decreases as the laser moves towards the center of the bar. This is due to the placement of the fibre within the bar. The fibre is housed in the center of the bar and is the main form of transport for the light. Light captured at the bar’s extremities has a greater distance to travel before it is captured by the WLS fibre and therefore takes a greater time to do so.

6.6 Systematic Tests

Repeatability of the experiments conducted is important to ensure that the results are not affected by variations in the environment of the test bed. The following tests were carried out to understand if there are any effects.

6.6.1 Prolonged Running

The first test involves running the experiment in a controlled manner for a prolonged period of time. This is to check that the system is stable and that environmental effects do not alter the results. The concern that was raised was due to the location of the experiment. The dark box, in which the experiment sits, is located in small clean room within a larger room with large windows. It is known that the temperature within the clean room can become high during the day. The test aims to investigate whether this has an effect upon the equipment. The experiment uses an LED that was surrounded by a light tight cover, Figure 6.25, pressed against the bar of one of the scintillators.

The LED is driven at a frequency of 1 kHz. The voltage is to 3.3 V where the baseline is at 0 V and the signal peaks at -3.3 V. The voltage is set this value because it is the lowest voltage needed to light up the scintillator and thus see a signal in the PMT. The LED is driven by a wave form generator and the sync output signal is used as the external trigger for the fADC. The PMT is plugged into Channel 0 and it was configured accordingly. Testing
lasted for 5555 runs which equates to roughly 18.5 hours of data taking where the equipment continued to record data. The prolonged test proved that the system is stable for extended periods which are much longer than required to take detailed results.

6.6.2 System Restart Test

Another potential source of uncertainty is the effect of a system restart. A known source of errors is the calibration of the DC offset voltage, if the fADC board is restarted a new calibration is needed because the offset value will have changed. For this test the entire system is shut down for 48 hours then restarted. A calibration test and data run were carried out after the system restart. The set up used for the prolonged test was used for this test to ensure consistency.

Figure 6.26 shows that the calibration reduced the pedestal noise down to a minimum. The waveform of the signal taken from the data run can be seen in Figure 6.27 and when compared with 6.5 one can see that there is very little difference in the shape of the curves of the signals. Although there
is a difference in the baseline, acquisition window and amplitude these are not to be compared as these will vary from experiment to experiment. What is under comparison is the shape of the signal curve itself. A smooth curve of constant shape is required because this is what the integration window will cover for analysis. There is an effect on the tail of Figure 6.27 but the reason for this is unknown, the integration window selected for analysis will include as little of the tail fluctuations as possible. As with the previous experiment this test investigates whether the equipment could have an effect upon the data being plotted. In both cases the shapes of the signal curves and the calibration demonstrates reproducibility after a restart.

The tests that were carried out show that outside variables such as temperature and restarting the equipment did not have an effect on data quality. Calibration of the board, however, does need to be done every time it is restarted as the internal current changes.
6.7 Plane Efficiency Experiments

The detector is designed to identify each particle by capturing the light produced in the scintillating bars. It is therefore paramount that the detector planes capture as much light as possible. In order to determine the best operational set up for each detector plane, measurements were made on two different PMTs for a range of different voltages. The PMT that provides better results for the various voltages can be selected for data taking.

Each PMT is connected to a single plane in turn; a run of roughly 5000 cosmic events are then taken. This is repeated for five different voltages to determine the optimum voltage for the PMT. Two small scintillators are located, above and below the plane, in line with one another. A cosmic ray that goes through these scintillators at the same time triggers the data taking. Figure 6.28 illustrates the experimental set up. The entire set up is positioned in a dark box made of thick black material.

When a data recording is triggered the fADC board digitises the signal it receives from the PMT. In this instance every scintillating bar is connected to the PMT. The signal seen in the PMT represents the total light produced in the plane at the time of interaction. The average raw signal that was
produced by the interaction can be seen in Figure 6.29.

This signal is then integrated over the two windows to determine the charge pedestal and the charge of the signal. The result of this integration can be seen in Figure 6.30 where the red curve is the pedestal signal and the black the cosmic event signal.

The average charge for this voltage can now be used and compared with
Figure 6.30: Charge histogram of signal taken by the Hamamatsu PMT at 1500 volts.

the same voltage data of the Philips PMT. If these average charges are plotted against one another a comparison between the performance of each PMT can be seen.

Figure 6.31: Average charge at each voltage for each PMT.
Figure 6.31 shows the average charge recorded at each voltage for each of the two PMTs under examination. It is clear that the Hamamatsu produces more charge than the Philips. This, however does not indicate a greater efficiency than the Philips. This means that for each interaction more charge is recorded but there may also be a higher pedestal charge as well. To calculate the efficiency the integrated charge from the point where the pedestal charge crosses the signal charge to infinity is divided by the integrated charge of the entire signal. Equation 6.1 shows this calculation where; $E$ is the efficiency and $Q$ is the charge.

$$E = \frac{\int_{x}^{\infty} Q}{\int_{0}^{\infty} Q}$$  \hspace{1cm} (6.1)

If the first 10 ADC counts are rejected as noise from the pedestal. The charge integration will then begin at 10 counts, after the pedestal/signal intersection, the efficiency for each voltage and PMT can be calculated and compared.

Figure 6.32: Plane efficiency for each voltage and PMT.

It can be seen from Figure 6.32 that the Hamamatsu PMT delivers the best efficiencies for the entire range of voltages. This suggests that this PMT
would be better suited for use as the plane's PMT to be used with the EMR. This will ensure that the maximum amount of light is seen in the detecting equipment which will improve data quality.

6.8 Conclusion

The investigations in this chapter sought to determine a relationship between the position of a hit upon the bar and the amount of light that this hit generated. The charge across the bar's width was seen to be flat with a drop off towards the edges. The edge of the bar will overlap with a neighbouring bar and thus the efficiency of each plane will be high. The aim is to be certain of when an interaction with the bar has occurred. The results support that an interaction at any position along the width will be recorded.

When light is injected directly into the fibre an exponential fall of light collected at the PMT is seen. The exponential fall off is less steep when the light is injected into the complete assembled bar, consisting of the bar and fibre. When charged particles are used to excite the bar the light collected depends little on the position of the hit. The uniform response of the bar to the position of the hit means that the digitisation code for the EMR can be made using a suitable constant with no position dependant corrections.

The measurements taken during this study show that the bar behaves in a manner that is as expected. A plane's response is uniform and no position dependant analysis is needed.
Chapter 7

Conclusion

The neutrino factory is currently being designed to produce a controlled beam of neutrinos. It will allow the production of a beam of greater intensity and purity than any other source. In order to build the neutrino factory a number of technologies must be developed and refined to suit the requirements of the NF. Ionisation Cooling is a major feature of the NF and as of yet the engineering feasibility of the concept has not been demonstrated. MICE aims to build a single cooling channel section that will cool a beam by 10%. The neutrinos will be created through the decay of pions into muons and then muons into neutrinos. Due to the lack of interactions of neutrinos and their neutral charge, cooling the neutrinos directly is impossible. Therefore, cooling must take place before neutrinos are created. Cooling will be carried out upon the muons before they decay into neutrinos. It is after the cooling stage that the muons will be captured and stored in storage rings where they will be allowed to decay and directed towards detectors.

To support the studies being carried out by MICE a software package has been developed that is capable of Monte Carlo simulation and real data analysis. This thesis has described how the representation of the physical geometry within the software package has been updated through importing CAD models. The models are versioned and controlled by the software group. This system decouples the users from the developers allowing greater control and flexibility over the geometry. The use of CAD models means that the
geometry can be changed rapidly and accurately which suits the needs of this ever changing experiment.

MICE has a number of different detectors that have been designed to either identify particles or track them. Particle identification is important to the cooling measurement because it ensures that only muons that have not decayed in the channel are included in the measurement of the cooling efficiency. The Electron Muon Ranger is a PID detector that will act as a beam stop and its purpose is to distinguish between electrons and muons. It does this through a number of layered scintillating bars. The behaviour of the two species within the detector differs allowing them to be identified with ease. Combined with other PID detectors the EMR will allow accurate identification of particles throughout the experiment. In order to simulate the performance of the EMR the efficiency of the bars and light collecting equipment needs to be measured so accurate models of the behaviour can be formed. This thesis studied the light capture of the scintillating bars of the detector and different points along the bars. The experiments used a number of different sources to illuminate the bars and the results can be used to model the bars within MICE’s software package.

The work seen in this thesis lays the foundations for future studies. The CAD handling system can be optimised further and studies into the best combination of detail and simulation speed will need to be carried out in order to determine an optimum. The SLitrani simulation will also need to be developed further to incorporate different particles, for this to happen GEANT4 simulations will need to be conducted to determine the energy deposition of muons against distance penetrated within plastic. The energy vs distance information can then be input directly into the SLitrani experiment and the difference between electrons and muons can then be studied. The experiments conducted on the scintillating bars have shown that hits that vary across the width of the bar show negligible differences in terms of light generation. Further studies can be carried out on the experiments that vary the length of the bar, particularly studies that will change the PMTs that are being used to capture the light. The EMR bars have the potential to be a useful technology in a number of engineering areas outside of phys-
ics. A suitable model will enable reliable designs to be developed for these applications.
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