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Abstract—Automatic continuous affect recognition from multi-
ple modalities is one of the most active research areas in affective
computing. In addressing this regression problem, the advantages
of a model, such as Support Vector Regression (SVR), or a model
that can capture temporal dependencies within a predefined time
window, such as Time Delay Neural Network (TDNN), Long
Short-Term Memory (LSTM) or Kalman Filter (KF), have been
frequently explored, but in an isolated way. The motivation
is towards decoupling temporal information from its features
at the semantic level, in order to exploit the slow-changing
emotional property at decision level. This paper explores and
proposes 2-stage regression framework where SVR, that has
been regarded as the baseline approach on affective recognition
task, is concatenated together with subsequent models. Extensive
experiments have been carried out on a naturalistic emotion
dataset, using eight modalities present in RECOLA database.
The results shows the proposed framework can capture temporal
information at the prediction level, and outperform state-of-the-
art approaches in continuous affective recognition.

I. INTRODUCTION

In recent years, considerable amount of research in au-
tomatic affect recognition has undergone to enable natural,
intuitive and friendly human-machine interaction. Early works
have focused on the recognition of basic discrete emotion,
with the data being collected in a laboratory setting, where
speakers act in specific emotional states [1], [2]. Recently, a
considerable amount of literature focus on naturalistic emo-
tional behaviours in continuous dimensions (e. g., arousal and
valence) [3], [4], One possible explanation is that a single label
may not reflect the complexity of the affective state conveyed
by such a rich source of information. Hence a number of
research areas have started to model, analyze and interpret the
continuity of affective behaviors in terms of latent dimensions,
rather than discrete emotion categories. With the advancement
of devices such as the camera and microphone, multimodality
has been widely implemented for emotion recognition [5].
The combination of various modalities can be more useful for
identifying and classifying emotions, which can boost emotion
accuracy, since each modality can provide complementary
information [6], [7].

In order to learn the relationship between the feature from
various modalities and the multi-dimensional affective space,
a variety of machine learning models have been investigated,
such as k-Nearest Neighbor [8], continuous conditional ran-
dom fields (CCRF) [9] and Relevance Vector Machine (RVM)

[10]. Support Vector Regression (SVR) is a popular technique
that has been frequently employed and is regarded as the
baseline regression approach for many continuous affective
computing tasks [11], [7]. Recently, Long Short-Term Memory
Recurrent Neural Networks (LSTM- RNN) [12] has become
one of the state-of-the-art modeling technique in continuous
emotion recognition, thanks to its ability to incorporate knowl-
edge about how emotions typically evolve over time so that the
inferred emotion estimates are produced under consideration
of an optimal amount of context [13]. LSTM-RNN was first
applied on acoustic features [14], and consecutively it has been
successfully employed for other modalities (e. g., video, and
physiological signals) [15], [11].

There is a large volume of published studies covering wide
range of machine learning techniques for continuous affect
recognition [11]. However the methods discussed above make
use of modeling techniques that are still tied at the features
level. The aspect of decision level has been an uncommon
approach when compared to feature level. The approach
employed in [16] tackles this issue by proposing multistage
classification by taking into account temporal information at
the decision level. Motivated by this initial promising results,
this paper plans to extend this approach by capturing the
temporal relationship at decision level by proposing a two-
stage regression framework for automatic continuous emotion
recognition from given modalities. This method will try decou-
pling the modeling of the temporal dynamics of an emotional
state from the high variability of the feature level by using
a two-stage regression framework. In this approach, the SVR
model, which captures the strength of the features, represents
the initial prediction. This further progresses as inputs for
regression analysis in a subsequent model. By using this
approach, it will allow the network to easily exploit the slow
changing dynamic between emotional state.

The remainder of the paper is organized as follows: Section
2 discusses the related works; Section 3 presents the method-
ology of two-stage regression framework; Section 4 describes
the databases and its corresponding features; Section 5 offers
an experimental evaluation towards proposed approach; and
finally, Section 6 concludes this work and discusses potential
avenues for future work.



II. RELATED WORKS

Automatic naturalistic affect recognition typically comprises
of two systems: feature extraction, which provides a low-
level representation from given modality such as audio, visual
and/or physiological recordings; and modeling approaches that
translate the low-level descriptors into high-level affect-related
features.

Then, all features will be compose to form a feature vector,
which in turn feeds a regular classifier or a regressor. As a
result, given a sufficient set of features of the time series,
it permits any classical supervised learning algorithm (linear
classifier, k-NN, Support Vector Machine, etc) to be applied.
The most widely used regression method, which become the
baseline for continuous affect is SVR [11] [7]. Other than
SVR, Relevance Vector Regression (RVR), or linear regression
models [18] are effective in predicting naturalistic affect.

However, a major disadvantages of feeding a set of descrip-
tive features into regular classifier is that, even though features
summarizing the whole sequence can provide a meaningful
description for the purpose of classification/regression, the
temporal structure of the sequence (of emotions) is neglected
and not being taken into consideration. For example, a ran-
domly shuffled version of a sequence would result in the
same statistical feature representation, but it would correspond
to a completely different temporal pattern. These regression
models are effective in predicting continuous affect, but are
insufficient in capturing the temporal information of the af-
fective dimensions. To overcome this limitation, LSTM-RNN
has been successfully applied to continuous emotion prediction
[11], since it has the ability to incorporate knowledge about
how emotions typically evolve over time so that the inferred
emotion estimates are produced under consideration of an
optimal amount of context [13] Apart from LSTM-RNN,
continuous state-model approaches such as Kalman Filter (KF)
[19] is employed to allow a deeper insight into emotional
prediction. In [20] the authors leverage a KF based approach
by treating emotional state (x) as a function of time of the
features information (z) from the respective modality using
the standard state space framework. This model is being
used to fuse each of the modality/sensor measurement per
time step, and at the same time it models the time-varying
nature of the model to further improve system performance.
In [21], good performance were achieved simply by modeling
acoustic feature from music using KF. A possible rationale
behind the success cases of KF in affect recognition is that
its ability to propagate the emotion predictions mean and
covariance of the current state in time. On the other hand,
only a few parameters are needed to be estimated with a small
number of observations for KF modeling. A somewhat less
explored NN method is Time Delay Neural Network (TDNN)
[22]. TDNN has the ability to capture dynamic relationship
between consecutive observations, due to its delay property
in the TDN nodes. Emotional expressions which occur in a
particular moment are classified by taking into account not
only the input features describing that moment, but also the

input features describe the moment before. This sentence is
parallel with [14], whose amongst the first to apply LSTM-
RNN in continuous affect recognition, where emotions are
typically evolve over time. The delay property in TDNN
nodes can be set as the number of past instance of emotional
expression, making it a perfect fit for a modeling continuous
emotion recognition. However, only [23] fully exploits TDNN
structure when modeling the temporal relationship at the
semantic level. For each and every regression model stated
above, despite having the ability to learn useful features
directly from each and every modality, they completely ignore
temporal information present in continuous affect recognition.
Therefore, in this paper, a two-stage regression framework
is proposed to try decoupling emotional state dynamics by
modeling using the emotional state prediction step based on
the input features. The first stage regression model, which is
based on SVR, generates the original training prediction based
on training a feature vector. Then, the training prediction will
become an input to the subsequent model, in order to learn the
temporal information on decision label. The subsequent model,
which consists of TDNN, LSTM and KF is chosen because
it has the ability to incorporate the temporal information of
the decision labels, and propagate this information from one
time point to the next (see arrow in second-stage regression).
In second stage, it will learn the expected prediction using
the development prediction from the first stage regression
approach.

III. METHODOLOGY

The proposed two-stage regression framework for contin-
uous affect prediction is depicted in Fig. 1. SVR is being
chosen as the first regression model, generates the initial
prediction «,, based on the feature vector from each modality.
Then, subsequent model is trained with initial prediction #,, to
learn the expected prediction z,,. To implement the two-stage
regression framework, SVR and subsequent model are trained
in order. In other words, subsequent model takes the predictive
ability of SVR in account for training. These two-stage models
are both built using the same training dataset. Once the two-
stage models have been trained, it can be treated as two
layer system where the expected prediction x; is produced
continuously once a unit of sequences of features are received.

A. First-stage regression model

1) Support Vector Regression (SVR): SVR has been chosen
as model to perform first stage regression task, by fully
utilizing liblinear library [24]. SVR is the most prominent
method in the context of machine learning, particularly in
continuous emotion recognition[11] [7]. In this experiment, the
hyperparameter is chosen empirically to balance the emphasis
on the error and generalization performance. A more in-depth
explanation of the SVR is in [25].

B. Subsequent model : Second-stage regression model

1) Time Delay Neural Network (TDNN): Given TDNN
network has M inputs (z'(t), 22(t), ...,z (t)) and one output
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Fig. 1: Architecture of Two-stage Regression Modeling of Naturalistic Affect Recognition using RECOLA dataset [7]

(2(t)) where these inputs are time series with time step ¢. At
each input 2%(¢), given i = 1,2,..., M each of these input
has bias, b, delays N, and unknown weights w. N delays,
indicate as D%, D, .., DA act as a function of storing the
previous input I*(t — d) with d = 1,2,.., N and unknown
weights ,w = w1, w2, .., w;n. In this experiments, sigmoid
function (o) is being chosen as transfer function due to its
convenient of mathematical properties. A single TDNN node
can be represented as in Equation 1

z(t) = fZ[sz(t —d) xw;d + by

i=1 d=0

(1

As previously known, features in affective dimensions may
represent different information at a different time point. When
it is fed into a traditional neural network, the neural network
may only treat them as different information in different
neurons, without taking the accountability that the emotions
may have dynamic relationships between each consecutive
time sample. In TDNN, the presence of delay tackle this
matter, since it has the ability to relate and compare current
input to the past history of events. In Equation 1, both the input
at current time steps ¢ and previous time step ¢ — d contribute
to the overall outcome of the neuron.

2) Long Short Term Memory-Recurrent Neural Network
(LSTM-RNN): An LSTM is consist of a series of cells, each
of which has internal state (c;) that is updated based on the
current input (x;) and previous cell state (c;—1). Using gates,
the network then determines how much the previous cell state

and current input contribute to the new cell. The forget gate f;
calculates the value between 0 and 1 using a sigmoid function
(o), which detemines the contribution of the previous cell
state (c;—1). The input gate (i;) performs same operation on
current input (x;). The equation for these operation are as
shown below:

iy = 0(WaiTs + Whils—1 4+ Weics—1 4 by) 2
ft = o(wapxy + wpphe—1 + wepci—1 + by) 3)
¢ = tanh(wgexy + wpehi—1 + be) (@)

et = frxci—1 i x G %)

The model then uses the cell state (¢;) to compute its output
representation for time ¢, that is h;. The current cell state
contribution is determined by an output gate o,
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3) Kalman Filter (KF): The Kalman Filter approach is used
to exploit the time series nature of the emotional label data
by estimating the emotional state as a function of time (z),
from the respective modality using the standard state-space
framework. In this paper, the prediction of naturalistic affect
trajectory is considered as a time series and apply methods for
time series. It is assumed that continuous affect trajectory can
be modeled by the state transition equation:

O = O'(w:coxt + Wholi—1 + WeoCt + bo)

2t = o * tanh(ct)

®)

Tep1 = Py + wy



where F; is state transition matrix, x; is the state of time ¢
and w; is process noise. To further up the assumption, the
observation of the state can be made through a measurement
system which can be represented by a linear equation in the
form:

2y = Hyxy + vy &)

where z; is the observation or the measurement made at time
t. x; is the state of time ¢, H; is the observation matrix and
vy 18 additive measurement noise.

To simplify the equation, F}; and H; is being assumed as
constant 1, F; = 1; H; = 1, the process and measurement
noise random processes, w; and v; are uncorrelated, zero-
mean, white noise processes with known covariance matrices,
we ~ N(0,Q:) and v; ~ N (0, R;). At each lookback window
N, a new estimation of the process covariance ); and noise
covariance R; is produced using Equation below

(10
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Noted that, (); and R, is produced from training prediction,
therefore it can be incorporated as predict and update of

the Kalman Filter iteration, where the input is the continuous
affect prediction from development data of 1-stage approach.

Q¢ = cov(xp—a N — Fri—1 N—1)

R, = cov(z1=1,n — Hxi=1,N)

IV. DATASET AND FEATURES

In this experiment - RECOLA [26] has been adopted as
standard dataset for the Audio-Visual Emotion Challenge
in 2015/2016 [7] [11]. In this database, it was recorded
in in spontaneous interaction mode, during resolving of a
collaborative task remotely through video conference. The
corpus consists of multimodal data, such as; audio, video,
and physiological signal. The data is labeled in two affective
dimensions, namely arousal and valence, and was manually
annotated using a slider-based label tool. A combination of
these individual ratings is used as gold standard label.

A. Audio Features

Audio features are computed with openSMILE [27] and
the extended Geneva Minimalistic Acoustic Parameter Set
(eGeMAPS) [28]. LLD descriptors cover spectral, cepstral,
prosodic and voice quality information are extracted. Overall,
the acoustic baseline features set contains 88 features.

B. Video Features

The RECOLA dataset provides a set of video features
consisting of appearance features, namely Local Gabor Binary
Patterns from Three Orthogonal Planes (LGBP-TOP) [29],
as well as geometric features computed from 49 landmarks
tracked in the video sequences using a Supervised Descent
Method (SDM) [30].

LGBP-TOP is a dynamic appearance descriptor that is ro-
bust to illumination changes and misalignment [29]. Principal
Component Analysis (PCA) is applied, obtained 84 features
representing 98% of the total variance. As for video geometric
features, 49 facial landmark were tracked.

C. Physiological Signal

The physiology features which consists of ECG signals,
EDA signals, HRHRV signals, SCR and SCL signals were
adopted exactly as in [7], with a features size depends on
each modality respectively.

The first physiological features is ECG, recorded the elec-
trical activity of the heart. In this signal, it consists of total
of 19 features, zero-crossing rate, the four first statistical
moments, the normalized length density, the non-stationary
index, the spectral entropy, slope, mean frequency plus 6
spectral coefficients, the power in low frequency (LF, 0.04-
0.15Hz), high frequency (HF, 0.15-0.4Hz) and the LF/HF
power ratio.

The second physiological features is EDA, derived from the
property of the human body that causes continuous variation
in the electrical characteristics of the skin. From this signal, 8
features has been extracted including the four first statistical
moments from the original time-series and its first order
derivative.

The third physiological features is HRHRYV, which is ex-
tracted from the heart rate and its measure of variability. Its
being derived from filtered ECG signal by applying zero-
delay bandpass filter (3-27Hz) on the signal. 10 features has
been extracted including the two first statistical moments, the
arithmetic mean of rising and falling slope, and the percentage
of rising values for each of those two descriptors.

The fourth physiological features is SCR. SCR is the phe-
nomenon that the skin momentarily becomes a better conduc-
tor of electricity when either external or internal stimuli occur
that are physiologically arousing. 8 features were extracted,
including the four first statistical moments from the original
time-series and its first order derivative.

The fifth physiological features is SCL, where its directly
controlled by the sympathetic nervous system and indicates
the activity of the sweat glands in the skin. 8 features were
extracted, including the four first statistical moments from the
original time-series and its first order derivative.

V. EXPERIMENTAL RESULTS

Separate continuous affect recognition, arousal and valence
predictions are obtained from individual modalities as de-
scribed in the AVEC2016 paper [7]. The regression task is
performed using linear SVR provided with the liblinear library
[24] for the continuous affect recognition in the unimodal
setting. Then, second stage prediction is incorporated using
subsequent model, i.e, TDNN, LSTM-RNN and KF, as shown
in Fig. 1.

The results of the proposed approach is reported in terms
of Concordance Correlation Coefficient [11] metric:

2p0 0y

(12)

Pec =

where p is the Pearsons Correlation Coefficient between two
time series (e.g: prediction and gold-standard); g, and p,
are the means of each time series; and ag and 05 are the
corresponding variance. Thus, CCC fits better in continuous



affect recognition and its being utilized as an official scoring
metric for the last two edition of AVEC challenge.

The CCC values for unimodal performance in predicting
arousal and valence separately are shown in Table I. Results
show comparable unimodal performance in audio modality,
where no significant improvement in performance is observed
here due to the audio recordings being mostly clean speech.
Second-stage regression approach perform somewhat better on
video appearance, video geometric and physiological signal.
As it can be seen, the second-stage regression set-ups either
match or outperform their corresponding individual baseline
SVR models in majority of the cases. The improvement could
be due to the fact that the baseline initial models such as SVR
prediction actually helps the subsequent model to avoid its
local minima.

In the arousal dimension, closer inspection of Table I
indicates that the second-stage regression approach predom-
inantly gives higher performance compared to the baseline
in all modalities except audio. More specific, in each subse-
quent model, SVR-TDNN gives higher performance compared
to SVR-LSTM and SVR-KF, in video-appearance, video-
geometric, ECG and HRHRV modality. These results further
support the idea of TDNN, where the model can capture dy-
namic behaviour between consecutive affective states through
delay. It is noted that the delay is determined by experimentally
setting the parameter. Detailed analysis of the number of
delay chosen would be the part of future work. However, in
contrast with earlier statements, SVR-KF gives superior results
on EDA, SCL and SCR modality, compared with baseline,
SVR-TDNN and SVR-LSTM. While the noisy observations
or measurements in this context are the unimodal predictions
acquired in the 1-stage approach, KF is able to model the
process and measurement noise as a Gaussian efficiently,
thus giving the optimal solution towards the performance,
compared with the other two subsequent model.

Similarly, the second-stage approach brought additional
performance improvements when compared to baseline results
on the valence dimension, although not as obvious as for the
arousal dimension. From Table I, it shows that video geometric
modality appear more informative than audio modality. SVR-
KF is the only models that contribute to the higher results
across video-appearance, video-geometric, HRHRV, SCL and
SCR modality, but not as significance as in arousal dimensions.

The relatively lower performance of predicting valence
when compared to arousal dimensions in second-stage ap-
proach is likely due to the subsequent model which cannot
easily capture the temporal aspect of the emotional expres-
sions, when mapping it to the valence dimensions. Taking a
deeper look into its gold standard, it appears that, with only
small time interval, valence dimensional has a lot of start,
peak, and end points, making its harder for the model to
capture temporal dynamics, and leads to lower performance
of improvement when compared to arousal dimensions. It
is possible to hypothesise that having a high level feature
extraction method can possibly lead to further improvements
of the results, but it is outside the scope of this paper. The

TABLE I: Comparison of baseline results with two-stage regression
approach of unimodal performance on development sets

Modality Arousal
Baseline-SVR [7] | SVR—TDNN | SVR—LSTM | SVR—KF

D-Audio 0.796 0.794 0.769 0.780
D-VA 0.483 0.519 0.504 0.524
D-VG 0.379 0.430 0.402 0.415
D-ECG 0.288 0.356 0.325 0.337
D-HRHRV 0.382 0.427 0.417 0.423
D-EDA 0.077 0.125 0.130 0.163
D-SCL 0.101 0.105 0.161 0.247
D-SCR 0.071 0.157 0.175 0.214

Modality Valence

Baseline-SVR [7] | SVR—TDNN | SVR—LSTM | SVR—KF

D-Audio 0.455 0.381 0.428 0.432
D-VA 0.474 0.462 0.467 0.481
D-VG 0.612 0.624 0.630 0.638
D-ECG 0.153 0.130 0.153 0.153
D-HRHRV 0.293 0.274 0.293 0.298
D-EDA 0.104 0.188 0.194 0.197
D-SCL 0.124 0.156 0.166 0.170
D-SCR 0.110 0.066 0.085 0.086

future works would involve additional experiments about high
level features which can verify these assumptions.

To further highlight advantages of 2-stage regression archi-
tecture, Table II and Table IIT shows the comparison of per-
formance on online tracking by Kalman Filter [31] with SVR-
KF and LSTM on physiological sensors with SVR-LSTM
[20], respectively. From Table II, in arousal dimension, one
can observe that SVR-KF achieves a higher CCC value than
online tracking by Kalman Filter [31] for video appearance,
video geometric, ECG, EDA and HRHRV modality. As for the
valence dimension, it has achieved a balanced performance,
SVR-KF performs better in video appearance, video geometric
and EDA modality, whilst online affect tracking using KF is
superior on audio and ECG modality. Surprisingly, it achieved
similar performances of CCC for both SVR-KF and online
affect tracking in the HRHRV modality. From Table III, similar
observations were seen where SVR-LSTM gives superior
results on arousal dimensions for both HRHRV and EDA
modality. In valence dimensions, applying LSTM directly
on physiological sensor features [20] gives superior results
on HRHRV modality, however SVR-LSTM gives comparable
results on EDA modality.

TABLE II: Comparison of unimodal performance by Somandepalli
et al and SVR-KF on the development set.

Modality Arousal Valence
[31] SVR-KF [31] SVR-KF

D-Audio 0.800 0.780 0.448 0.432
D-VA 0.481 0.524 0.474 0.481
D-VG 0.297 0.415 0.612 0.638
D-ECG 0.272 0.337 0.159 0.153
D-EDA 0.080 0.163 0.178 0.197
D-HRHRV | 0.383 0.423 0.298 0.298

TABLE III: Comparison of unimodal performance by Brady et al.
and SVR-LSTM on the development set.

Modality Arousal Valence
[20] | SVR-LSTM [20] SVR-LSTM
D-HRHRV | 0.357 0.417 0.364 0.293
D-EDA 0.082 0.130 0.177 0.194




VI. CONCLUSION

This paper proposed and investigated a 2-stage regression
approach, for naturalistic affective emotion recognition from
multiple modalities.

Results gained from RECOLA database indicate that the
2-stage regression approach can match or outperform the
corresponding conventional SVR models when performing
naturalistic affect recognition. An interesting observation was,
apart from the audio modality, that all three subsequent models
outperform baseline results of arousal dimension, and give
competitive results towards baseline results of valence dimen-
sion in unimodal setting. This demonstrates the effectiveness
of proposed framework, in terms of capturing temporal infor-
mation in prediction of emotion recognition, and being able
to work with different combination of regression strategies.

For future works, the combination/fusion of all individual
predictions will be investigated.We also intend to evaluate the
performance on other affective dimension regression tasks in
order to generalize the promising advantage offered by 2-stage
regression framework.
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