An Approximate Minimum Variance Filter for Nonlinear Systems with Randomly Delayed Observations
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Abstract—In this paper, we extend our earlier results on minimum variance filter for systems with additive multiplicative noise in two different ways. Firstly, we propose a novel characterization of the linearization error in terms of multiplicative noise. Secondly, we also allow for random delay of up to one time step in the measurement. The delay is modelled by Bernoulli random variables. We derive a closed-form expression for the minimum variance filter for the resulting system with a linearized state transition equation, accounting for both the linearization error as well as the random delay. The utility of the proposed filtering algorithm is demonstrated through numerical experiments.
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1. Introduction

In our previous work reported in [1], we considered a linear discrete-time system with an interpretation of multiplicative uncertainty as stochastic uncertainty in parameters. It is however an accepted fact that, in many applications of interest, the system dynamics and the observation equation are nonlinear including economics, radar tracking, weather forecasting and navigation systems. In the past few years, considerable attention has also been devoted to the nonlinear filtering problem. A series of suboptimal approaches have been developed in the literature to solve the nonlinear filtering problem, which include the Extended Kalman filter or the EKF [2], the particle filter or the PF [3], the Unscented Kalman filter or the UKF [4], the Ensemble Kalman filter or EnKF [5] and the quadrature Kalman filter or the QKF [6].

Moreover, an extensive theory and a number of algorithms have been developed for filtering in nonlinear systems using linearization, see e.g. [7]. If computational time is not an issue, there are powerful sampling based particle filtering algorithms available which are guaranteed to converge and outperform the suboptimal methods if a sufficient number of samples are generated at each time-step. However, linearization-based filters are still often preferred in real time systems where sampling tends to be an expensive operation.

A separate strand of literature considers randomly delayed measurements, which are frequently encountered in many practical application, such as target tracking, communication, signal processing, control, transporta- tion, and so on see, e.g. [8], [9], [10] and [11]. In order to make sure that the filtering error dynamics converge, the possible measurement delays should be taken into account in designing filters. In the past few years, many results have been reported in the literature on the estimation of the state of discrete-time systems with randomly delayed observations see, e.g., [12], [13]. These models have received a considerable research attention and many important results have been reported in the literature. Linear filtering for discrete time systems with finite random measurement delays is investigated in [14]. In [15], an optimal filtering problem for networked systems with random transmission delays is investigated using a multi-state Markov chain model for the delay process. Centralized fusion filters have been designed in [16] for linear systems with multiple sensors with different delay rates. In [17], different approximations of the statistics of a nonlinear transformation of a random vector are used to investigate the filtering problem for a class of nonlinear stochastic systems with randomly delayed observations, where the possible delay is restricted to a single step. This work is extended in [18] to address the case when the measurements might be delayed randomly by one or two sampling steps. For the same model, a Gaussian approximation filter is derived [19]. Furthermore, many researchers have investigated these problems under different assumptions about the possible delays and different filtering approximations; See [20], [21], [22], [23] and [24], for example.

To the best of authors’ knowledge, the problem of state estimation in nonlinear systems with random delays has
not been fully investigated. This paper is concerned with the problem of the state estimation for a nonlinear discrete time systems with a single random delay in measurement. We use stochastic multiplicative noise as a proxy for the impact of linearization error, and design a closed form minimum variance filter for the resulting linear system with additive multiplicative noise as well as a random delay.

The remainder of the paper is arranged as follows. In section 2, the aforementioned class of systems is described. We outline the problem and derive its solution for a single random delay in this section. In section 3, the proposed filtering algorithm is demonstrated with a numerical example. Some concluding remarks given in section 4. Proof of the main theorem in section 2 is provided in the Appendix.

2. System model and problem formulation

Our aim is to address the problem of the state estimation for nonlinear discrete time systems with additive noise, where the measurement might be delayed randomly by one sample time when the Bernoulli random variables describing the delayed observations, with their values one or zero indicate whether the measurement is delayed or not.

Consider a class of discrete-time nonlinear stochastic systems with additive noise, where the measurement might be delayed. The model is described by the following state and measurement equations:

\[ \dot{X}(k+1) = f(\hat{X}(k)) + U_wW(k), \]  
\[ Y(k) = h(\hat{X}(k)) + U_vV(k), \]  
\[ Z(k) = (1-p_k)Y(k) + p_kY(k-1), \]

where \( \dot{X}(k) \in \mathbb{R}^n \) is the state vector at time \( k \) to be estimated, \( Y(k) \in \mathbb{R}^r \) is the measurement vector at time \( k \) and \( Z(k) \in \mathbb{R}^r \) is the one step randomly delayed measurement equation, \( p_k \) denotes the Bernoulli random variable at each time \( k \) (binary switching sequence taking the values 0 or 1) with a known distribution \( \mathbb{P}(p_k = 0) = \beta \) and \( \mathbb{P}(p_k = 1) = 1 - \beta \) and \( p_k \) are uncorrelated with other random variables. \( U_w \) and \( U_v \) are given deterministic matrices. \( W(k) \in \mathbb{R}^n \) and \( V(k) \in \mathbb{R}^r \) are the process noise and the measurement noise, respectively. The nonlinear function \( f(\hat{X}(k)) \) and \( h(\hat{X}(k)) \) are analytic everywhere with known form. The work of this paper is carried out based on the following assumptions.

Assumption 1: The noise signals \( W(k) \) and \( V(k) \) are zero mean, i.i.d. random vectors with identity covariance matrix \( I \) and mutually uncorrelated.

Assumption 2: The initial state is a random vector with a known mean and covariance matrix, \( \mathbb{E}[X(0)] = \hat{X}(0) \) and \( \mathbb{E}[(X(0) - \hat{X}(0))(X(0) - \hat{X}(0))^\top] = P(0) \) respectively. \( X(0) \), \( W(k) \) and \( V(k) \) are mutually independent.

The approximated conditional mean of \( \hat{X}(k+1) \), which provides the predictor, \( \hat{X}(k+1|k) \), is derived using (1):

\[ \hat{X}(k+1|k) = f(\hat{X}(k|k)). \]  

For further brevity of notation, an expression \( LL^\top \) will sometimes be denoted as \( (L)(\ast)^\top \), where \( L \) is a matrix-valued or vector-valued expression and where there is no risk of confusion.

The update equation for a nonlinear filter using one step randomly delayed measurements is

\[ \hat{X}(k+1|k+1) = \hat{X}(k+1|k) + \]  
\[ \hat{K}(k+1)(Z(k+1) - \hat{Z}(k+1|k)), \]  

and the estimation error covariance matrix is given by

\[ \hat{P}(k+1|k+1) = \mathbb{E}[(X(k+1) - \hat{X}(k+1|k+1))(\ast)^\top] \]  
\[ = \mathbb{E}[f(\hat{X}(k)) + U_wW(k) - f(\hat{X}(k|k))] \]  
\[ + \hat{K}(k+1)(Z(k+1) - \hat{Z}(k+1|k))(\ast)^\top] \]  
\[ = \mathbb{E}[f(\hat{X}(k)) - f(\hat{X}(k|k))(\ast)^\top] + U_wU_w^\top \]  
\[ - \mathbb{E}[\hat{K}(k+1)(Z(k+1) - \hat{Z}(k+1|k))(\ast)^\top], \]  

where \( Z(k+1) = (1 - p_k)(h(\hat{X}(k+1)) + U_vV(k+1)) \)  
\[ + p_k(h(\hat{X}(k)) + U_vV(k)). \]  

By using the Taylor series expansion around \( \hat{X}(k|k) \), we linearize \( f(\hat{X}(k)) \) and \( h(\hat{X}(k)) \) as following:

\[ f(\hat{X}(k)) = f(\hat{X}(k|k)) + A(k)\hat{X}(k|k) + o(|\hat{X}(k|k)|), \]  
\[ h(\hat{X}(k+1)) = h(\hat{X}(k+1|k)) + C(k+1)\hat{X}(k+1|k) \]  
\[ + o(|\hat{X}(k+1|k)|), \]  

where

\[ A(k) = \frac{\partial f(\hat{X}(k))}{\partial \hat{X}(k)} \bigg|_{\hat{X}(k) = \hat{X}(k|k)^\top}, \]  
\[ C(k+1) = \frac{\partial h(\hat{X}(k+1))}{\partial \hat{X}(k+1)} \bigg|_{\hat{X}(k+1|k) = \hat{X}(k+1|k)^\top}, \]  
\[ \hat{X}(k+i|k) = \hat{X}(k+i) - \hat{X}(k+i|k) \quad i = 0, 1. \]  

In [25], \( o(|\hat{X}(k|k)|) \) are characterized as

\[ o(|\hat{X}(k|k)|) = B(k)N(k)L(k)\hat{X}(k|k), \]

where \( B(k) \) are bounded problem-dependent scaling matrices, \( L(k) \) is for providing an extra degree of freedom to tune the filter and \( N(k) \) are unknown time-varying matrices accounting for the linearisation errors of the dynamical model and satisfies

\[ N(k)N(k)^\top \leq I. \]
In our work presented here, we characterise the linearization error $o(\mathcal{X}(k+i|k)))$, $i = 0, 1$ as a stochastic perturbation which is linear in $\mathcal{X}(k+i|k)$:

$$o(\mathcal{X}(k+i|k))) = Q_j(k+i)\mathcal{X}(k+i|k)R_j(k+i), \quad j = 1, 2.$$  

This gives us an approximate equivalent linear system with additive multiplicative noise:

$$\mathcal{X}(k+1) = f(\mathcal{X}(k|k)) + A(k)\mathcal{X}(k|k) + Q_1(k)\mathcal{X}(k|k)R_1(k) + U_w\mathcal{W}(k),$$

$$\mathcal{Y}(k+1) = h(\mathcal{X}(k+1|k)) + C(k+1)\mathcal{X}(k+1|k) + Q_2(k+1)\mathcal{X}(k+1|k)R_2(k+1) + U_v\mathcal{V}(k),$$

where $R_1(k) \in \mathbb{R}^n$ and $R_2(k) \in \mathbb{R}^r$ are zero mean, i.i.d. random vectors with identity covariance matrix $I$ and are mutually independent with the initial state and other noise signals. $Q_1(k)$ and $Q_2(k)$ describe the effect of higher order terms in the Taylor series in terms of parameter uncertainties. The justification of characterising deterministic Taylor series truncation error by stochastic multiplicative noise can be given as follows. Firstly, we are typically interested in filter tracking performance over a period of time, e.g. as measured by the root mean squared error, and treating the error as stochastic can be advantageous if it yields a closed-form result (as is the case here). Secondly, as demonstrated in the numerical example presented, the size of the stochastic uncertainty representing the linearization error can be used as a tuning parameter for the linearized filter, to improve the filtering performance.

The objective of this section is to find the optimum filter gain $K(k+1)$ that minimizes the trace of the covariance matrix $\hat{P}(k+1|k+1)$ of the state estimate $\hat{X}(k+1|k+1)$ for the approximate linear system given by (7), (8), (9) and (10). Our main result in this section is given in the next theorem.

**Theorem 1.** For equations (7)-(10), the filter gain $\hat{K}(k+1)$ that minimizes the trace of the covariance $\hat{P}(k+1|k+1)$ is given by

$$\hat{K}(k+1) = (\beta \hat{P}(k+1|k)C(k+1)^\top + (1-\beta)\times A(k)\hat{P}(k|k)C(k)^\top)[\beta(C(k+1)\hat{P}(k+1|k)C(k+1)^\top + Q_2(k+1)\hat{P}(k+1|k)R_2(k+1)^\top + U_v\hat{U}_v^\top) + (1-\beta)(C(k)\hat{P}(k|k)C(k)^\top + Q_2(k)\hat{P}(k|k)Q_2(k)^\top + U_v\hat{U}_v^\top) + \beta(1-\beta)(\tilde{\psi}_0(k+1) + \tilde{\psi}_1(k+1)C(k+1)\times A(k)\hat{P}(k|k)C(k)^\top + C(k)\hat{P}(k|k)A(k)(C(k+1)^\top) - \beta(1-\beta)(\tilde{\psi}_0(k+1) + \tilde{\psi}_1(k+1)^\top)\psi_0(k+1)\psi_0(k+1)^\top)\psi_1(k+1)\psi_1(k+1)^\top]\top - \beta(1-\beta)(\tilde{\psi}_0(k+1) + \tilde{\psi}_1(k+1)^\top)\psi_0(k+1)\psi_0(k+1)^\top)\psi_1(k+1)\psi_1(k+1)^\top]^{-1},$$

where $\hat{P}(k+1|k)$ and $\psi_i(k+1)$, $\tilde{\psi}_i(k+1)$, $i = 0, 1$ are as defined in (14) and (13), respectively in the Appendix.

**Proof:** See Appendix for an outline of proof; details are omitted for brevity.

**Remark:** It can be easily verified that setting $\beta = 1$ and $Q_1(k) = Q_2(k) = 0$ gives the familiar linear Kalman filter for delay-free case.

### 3. Numerical Example

To test the accuracy of the new algorithm, the following univariate non-stationary growth model is considered,

$$\mathcal{X}(k+1) = a\mathcal{X}(k) + b\frac{\mathcal{X}(k)}{1 + \mathcal{X}(k)^2} + d\cos(1.2k) + U_w\mathcal{W}(k),$$

$$\mathcal{Y}(k) = \frac{\mathcal{X}(k)^2}{20} + U_v\mathcal{V}(k),$$

where $\mathcal{V}(k)$ and $\mathcal{W}(k)$ are i.i.d random variables with zero mean and unit variance. This model has been previously used in [26]. We use the parameters $a = 0.5$, $b = 1$, $d = 8$, $U_w = 0.1$ and $U_v = 0.1$. Initial conditions are $\mathcal{X}(0) = 1$, $\mathcal{X}(0) = 0$ and $P(0) = 0.1$. In equations (8) and (9), we use $Q_1(k) = \gamma$ trace $(A(k))$ and $Q_2(k) = \gamma$ trace $(C(k))$, where $\gamma$ is our tuning parameter expressing the linearization error as a percentage of linearized parameters. As the model has strong nonlinearities, we expect that using a large non-zero gamma might improve the performance.

In order to evaluate the efficiency of the estimators, we use the root mean square error (RMSE) criteria. Consider 100 independent simulations, each with 200 data points. Denoting $\hat{X}^{(s)}(k), k = 1, \ldots, 200$ as the $s^{th}$ set of true values of the state, and $\hat{X}^{(s)}(k|k)$ as the filtered state estimate at time $k$ for the $s^{th}$ simulation run, the RMSE is calculated by

$$RMSE(s) = \sqrt{\frac{1}{200} \sum_{k=1}^{200} (X^{(s)}(k) - \hat{X}^{(s)}(k|k))^2},$$

$s = 1, \ldots, 100$.

Then the average of RMSE of the state over 100 simulations is given by

$$AvRMSE = \frac{1}{100} \sum_{s=1}^{100} RMSE(s).$$

We performed two experiments for this system with different levels of of linearization error $\gamma$. Firstly, to isolate the improvement in performance even in the absence of delay, we first conduct a delay-free experiment (i.e. with $\beta = 1$) and compare the performance of filter with pure linearization (i.e. $\gamma = 0$) with filter with different values of $\gamma$ (i.e. $\gamma = 0.25, 0.5, 0.75$). We then use the first experiment with actual delay free filter. Table 1 summarizes the results of this experiment. As can be seen, the filtering algorithm with uncertainties outperforms the filtering algorithm with pure linearization (i.e.
\( \gamma = 0 \). Further, improvement in the performance of filter becomes more pronounced as \( \gamma \) increases.

**TABLE 1. COMPARISON OF \( AvRMSE \) FOR DIFFERENT VALUES OF \( \gamma \)**

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( AvRMSE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1169</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1168</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1166</td>
</tr>
<tr>
<td>0.75</td>
<td>0.1164</td>
</tr>
</tbody>
</table>

In the second experiment, we compared a one delay filter with pure linearization (i.e. \( \gamma = 0 \)) with a one delay filter using interpretation of multiplicative noise in terms of linearization error. We use different level of uncertainties (i.e. \( \gamma = 0.25, 0.5, 0.75 \)) and different values of \( \beta \) (i.e. \( \beta = 0.3, 0.5, 0.7, 0.9 \)). Table 2 summarizes the results of this experiment. As can be seen, the filtering algorithm with uncertainties outperforms the filtering algorithm with pure linearization (i.e. \( \gamma = 0 \)) in all the cases.

**TABLE 2. COMPARISON OF \( AvRMSE \) FOR DIFFERENT VALUES OF \( \beta \) AND \( \gamma \)**

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( AvRMSE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta = 0.9 )</td>
<td>0 \quad 0.1170</td>
<td>0.1229</td>
</tr>
<tr>
<td>( \beta = 0.7 )</td>
<td>0 \quad 0.1216</td>
<td>0.1154</td>
</tr>
<tr>
<td>( \beta = 0.5 )</td>
<td>0.25 \quad 0.1169</td>
<td>0.1228</td>
</tr>
<tr>
<td>( \beta = 0.3 )</td>
<td>0.5 \quad 0.1168</td>
<td>0.1227</td>
</tr>
<tr>
<td>( \beta = 0.3 )</td>
<td>0.75 \quad 0.1167</td>
<td>0.1225</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper, an approximate minimum variance filter is discussed for a class of nonlinear discrete time systems with additive noise and a random delay. The paper makes two distinct contributions. Firstly, it generalizes the closed form solution for minimum variance filtering for linear systems in [1]. We have used a novel approach of modelling the linearization error as multiplicative noise, and (in essence) ‘de-tuning’ the extended Kalman filter to account for this ‘noise’ or the linearization error.

Secondly, we extend the results to cope with a random delay of a single time step. Our numerical experiment indicates that the proposed filtering algorithm can be used to improve the filtering performance (as measured by root mean squared error), when linearized dynamics is used for filter design.

Current research involves exploring the use of this filter in a biomedical application, where the purpose is to detect atherosclerotic coronary stenosis (or blocked arteries) by detecting, at the chest surface, the acoustic signals that result from the arterial wall stresses induced by the post-stenotic blood flow disturbance. We plan to adapt our methods, with a computational model of wave transit in the chest, to develop a new tool for non-invasive testing for coronary stenosis.

**Appendix**

The proof follows on the same lines as our earlier work [1] and details are omitted for brevity. The filtering estimates of the state covariance is obtained by combining the equations (1)-(5) as follows. The state covariance matrix at time \( k + 1 \) can be written as

\[
P(k + 1|k + 1) = E[f(\hat{X}(k)) - f(\hat{X}(k|k))(\hat{X}(k|k)\hat{X}(k|k))^\top] + U_wU_w^\top + \\
\bar{K}(k + 1)[E[(1 - p_{k+1})^2][E[(\hat{Y}(k + 1) - \hat{Y}(k + 1|k))(\hat{Y}(k + 1|k))^\top] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k) - \hat{Y}(k))(\hat{Y}(k))(\hat{Y}(k))^\top] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k + 1) - \hat{Y}(k + 1|k))(\hat{Y}(k + 1|k))^\top]] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k) - \hat{Y}(k))(\hat{Y}(k))^\top]]] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k + 1) - \hat{Y}(k + 1|k))(\hat{Y}(k + 1|k))^\top]] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k) - \hat{Y}(k))(\hat{Y}(k))^\top]] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k + 1) - \hat{Y}(k + 1|k))(\hat{Y}(k + 1|k))^\top]] + E[(1 - p_{k+1})^2][E[(\hat{Y}(k) - \hat{Y}(k))(\hat{Y}(k))^\top]]]
\]

where \( \hat{Y}(k + i|k) = h(\hat{X}(k + i|k)), i = 0, 1 \). For further notational brevity, denote

\[
\psi_1(k + 1) = \hat{Y}(k + i|k), i = 0, 1
\]

and \( \psi_1(k + 1) := \psi_1(k + 1)\psi_1(k + 1)^\top \).

In addition, let

\[
P(k + 1|k) = A(k)\bar{P}(k|k)A(k)^\top + Q(k)\bar{P}(k|k)Q(k) + U_wU_w^\top + \\
Q(k)\bar{P}(k|k)Q(k) + U_wU_w^\top + \\
\bar{K}(k + 1)(\beta(C(k + 1) + 1)\bar{P}(k + 1|k)C(k + 1) + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\psi_1(k + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\bar{K}(k + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\bar{K}(k + 1)
\]

After some straightforward, but tedious simplification, we get

\[
P(k + 1|k + 1) = A(k)\bar{P}(k|k)A(k)^\top + Q(k)\bar{P}(k|k)Q(k) + U_wU_w^\top + \\
Q(k)\bar{P}(k|k)Q(k) + U_wU_w^\top + \\
\bar{K}(k + 1)(\beta(C(k + 1) + 1)\bar{P}(k + 1|k)C(k + 1) + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\psi_1(k + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\bar{K}(k + 1) + \\
\beta(1 - \beta)(\psi_1(k + 1) + \psi_1(k + 1)\psi_1(k + 1)^\top)\bar{K}(k + 1)
\]

To find the value of \( \bar{K}(k + 1) \) that minimizes the trace of the covariance \( \bar{P}(k + 1|k + 1) \) we differentiate the trace of
the above expression with respect to the filter gain matrix \( \tilde{K}(k+1) \) and set the derivative to zero.

\[
\begin{align*}
\dot{\tilde{K}}(k+1) &= (\beta \hat{P}(k+1)kC(k+1)\hat{C}(k+1)^{\top} + (1 - \beta) A(k) \hat{P}(k)kC(k)^{\top}) \\
&\quad \times [\beta \hat{C}(k+1) \hat{P}(k+1)kC(k+1)^{\top} + Q_2(k+1) \hat{P}(k+1)kQ_2(k+1)^{\top} + U_k U_k^{\top}] + \\
&\quad Q_2(k+1) \hat{P}(k+1)kQ_2(k+1)^{\top} + U_k U_k^{\top} + \\
&\quad (1 - \beta)(C(k) \hat{P}(k)kC(k)^{\top} + Q_2(k) \hat{P}(k)kQ_2(k)^{\top} + U_k U_k^{\top}) + \\
&\quad \beta(1 - \beta)(\tilde{\psi}_0(k+1) + \tilde{\psi}_1(k+1) + C(k+1)A(k) \hat{P}(k)kC(k)^{\top} + \\
&\quad C(k) \hat{P}(k)kA(k)^{\top} \hat{C}(k+1) - \beta(1 - \beta)(\tilde{\psi}_0(k+1) + \tilde{\psi}_1(k+1))^{\top} + \\
&\quad \tilde{\psi}_1(k+1)\tilde{\psi}_0(k+1))^{\top} - 1, \\
\end{align*}
\]

which is the required expression.
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