A Systematic Literature Review and Meta-analysis on Cross Project Defect Prediction

Seyedrebvar Hosseini, Burak Turhan, Member, IEEE, and Dimuthu Gunarathna

Abstract—Background: Cross project defect prediction (CPDP) recently gained considerable attention, yet there are no systematic efforts to analyse existing empirical evidence. Objective: To synthesise literature to understand the state-of-the-art in CPDP with respect to metrics, models, data approaches, datasets and associated performances. Further, we aim to assess the performance of CPDP vs. within project DP models. Method: We conducted a systematic literature review. Results from primary studies are synthesised (thematic, meta-analysis) to answer research questions. Results: We identified 30 primary studies passing quality assessment. Performance measures, except precision, vary with the choice of metrics. Recall, precision, f-measure, and AUC are the most common measures. Models based on Nearest-Neighbour and Decision Tree tend to perform well in CPDP, whereas the popular naive Bayes yield average performance. Performance of ensembles varies greatly across f-measure and AUC. Data approaches address CPDP challenges using row/column processing, which improve CPDP in terms of recall at the cost of precision. This is observed in multiple occasions including the meta-analysis of CPDP vs. WPDP. NASA and Jureczko datasets seem to favour CPDP over WPDP more frequently. Conclusion: CPDP is still a challenge and requires more research before trustworthy applications can take place. We provide guidelines for further research.
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1 INTRODUCTION

In the realm of software quality control, defect prediction in general and cross project defect prediction in particular, have attracted a lot of attention. The principle of defect prediction is to learn a model (supervised or unsupervised) from a corpus of data (e.g., static code features, churn data, defect information) and apply the model to new and unseen data. The training data can be from the same project, i.e., within project defect prediction (WPDP) or (the majority or the entirety) from other projects, i.e., cross project defect prediction (CPDP). The goals of defect prediction are to identify the faulty units of code, to estimate the number of remaining defects in the system, to track and locate faulty changes, classes, functions or statements, for optimal use of the available quality assurance resources. Defect prediction, however, is not just limited to prediction making process. Specifically, studying defect prediction is a reasonable choice for training young researchers in software analytics, and defect prediction concepts can be applied to many other areas in software engineering [98], [99]. While these in vitro benefits are acknowledged by the community, the limited amount of in vivo applications is the major source of criticism for defect prediction research [97].

The lack of, and the difficulty of collecting and organising, defect related data is one of the reasons why companies do not consider using defect prediction in practice [84] - this is also why researchers usually conduct in vitro studies. In such circumstances, CPDP is a viable option for companies such that it requires minimum effort for data collection, which can be a long and tedious process for the alternative case of setting up local repositories, from their side. Another reason for using cross project data as Kitchenham et al. asserted (originally for effort estimation, but true for defect prediction as well), is the change of practices in companies over time which could make the local data collection less important, because the existing practices might not be representative anymore [80]. On the other hand, the key premise of CPDP is to learn from data from a set of projects and then to apply resulting models to another set of projects [82], [84]. Therefore, in presence of relevant data from other projects, including open source ecosystems, CPDP has a great practical potential for in vivo applications. The prediction outcomes with data from other projects can be of great value as even a tiny decrease in the bug rates (through early and automated detection of defects) can lead to significant financial savings in terms of quality assurance costs [84], as opposed to exponential growth in repair costs and damages [81], [84] as a result of failure to discover bugs in a timely manner.

Examples of in vivo CPDP studies for commercial/proprietary systems already exist in the literature, revealing the potential of cross project defect prediction. For example, Turhan et al. [83], [84] and Misirli et al. [91] were able to use the data collected from very different domains for predicting defects across projects, e.g., aerospace to telecommunication and white-goods, and reported reduced inspection efforts by 72% [91]. Their results, even though not
as accurate as the within project predictions, demonstrated the applicability of CPDP in practical ways. In addition, experiments by Zimmerman et al. [82] revealed extensive insights as well as challenges for CPDP. They investigated CPDP in a large scale study on 12 projects from both open and closed source domains. Their 622 pairwise predictions resulted in only 21 successful cases (precision, recall and accuracy all higher than or equal to 0.75), i.e., 3.4% success rate. Their experiments demonstrated that CPDP is not necessarily bi-directional/symmetrical. Particularly, the predictor trained with Mozilla Firefox was able to predict defects of Internet Explorer with acceptable performance, while the results did not hold when the prediction direction was reversed. More broadly, and despite the low overall success rate, they observed that the open source projects were more successful in predicting closed source software than the other way around [82].

The increased interest toward CPDP also resulted in a growing number of publications on the topic. However, there is no up-to-date comprehensive picture of the current state of CPDP research. Studies in this area do not always agree in their conclusions, especially when it comes to the performance in comparison with WPDP. While some studies favour WPDP (e.g. [S15], [S39]), others make a case in favour of CPDP (e.g. [S1], [S3], [S5], [S11], [S23], [S40], [S41]). Moreover, the role of the numerous proposed approaches in these disagreements is not clear due to varying settings across studies. In other words, it is not possible to have a clear view of the current status of research in CPDP (and vs. WPDP) based on individual and isolated studies, unless they are systematically synthesised.

The aforementioned reasons indicate a need, and motivate us, to conduct a systematic literature review (SLR) and a formal meta-analysis to summarise the empirical evidence on CPDP literature.

1.1 Prior Research

To the best of our knowledge, there does not exist any SLRs and formal meta-analysis on CPDP, however, three secondary studies have already been performed on defect prediction [1], [3], [5]. In this section, we discuss these studies in comparison with our review to highlight our differences.

The first one by Fenton and Neil [5] covered defect prediction studies up to 1999 and provided a critique of the field with an emphasis on good and bad practices in statistical data analysis, though their review did not follow a systematic approach. In 2009, Catal and Diri [3] conducted a systematic review of software fault prediction studies. While Catal and Diri’s review provided a conceptual classification of the frequency of metrics, methods and datasets used, it lacks a (qualitative or quantitative) synthesis of primary studies, hence one should consider it more of a systematic mapping study than a literature review [2]. The most recent and comprehensive review by Hall et al. [1] has investigated how model performance is affected by the context, independent variables and the modelling techniques in defect prediction with a synthesis of existing work from 2000 to 2010.

All three previous reviews have performed their analysis in the broader area of defect prediction and none have specifically addressed CPDP. Many CPDP publications are not included in earlier reviews, given the field’s relatively short history. For example, of the 30 primary studies that passed quality assessment in this review, only 4 were published before 2010, which is the last year covered by the latest secondary study. Given the practical implications discussed in the earlier section, this certainly points to a niche in research, justifying our motivation to conduct this SLR.

Further, CPDP poses unique learning challenges as opposed to WPDP. Specifically, CPDP is an instance of transfer learning problem in the broader area of machine learning where additional challenges associated with learning from different/heterogeneous data sources, i.e., under dataset shift [13], becomes the main focus. As a result, rather than mere applications of existing techniques, data manipulation approaches become of utmost interest and importance in CPDP settings. Due to their nature of inquiry, none of the earlier secondary studies provided a view under the lens of different data manipulation or learning approaches specific to CPDP settings.

Finally, no formal meta-analysis has been considered by previous SLRs due to the lack of a ‘control’ group to benchmark with. In our case, synthesis of studies that compare CPDP vs. WPDP, i.e., comparing the experimental group CPDP with the control group WPDP, via a meta-analysis is legitimate. Therefore, to facilitate the understanding and use of CPDP, it is necessary to systematically summarise the empirical evidence from existing studies in contrast with WPDP. We should caution the reader that, different than the systematic literature review part, our meta-analysis covers only those studies that benchmark CPDP vs. WPDP, i.e., we did not include pure CPDP or WPDP studies in the meta-analysis.

In conducting and reporting our review, we follow the reporting structure of Hall et al. [1] while setting the scope on CPDP rather than defect prediction in general. We extend their approach by conducting meta-analysis using both fixed and random effect models to investigate the relative performances of CPDP and WPDP.

1.2 Research Goals

The objective of this study is to summarise, analyse and assess the empirical evidence regarding metrics, modelling techniques, different approaches and performance evaluation criteria in the context of CPDP. Further, we want to explore the relative performance of CPDP vs. Within Project Defect Prediction (WPDP) models.

We defined five research questions to achieve these goals. Table 1 shows those research questions and the motivation behind each question.

1.3 Contributions

This SLR contributes to the existing literature in the following ways:

- We identified a set of 46 primary studies related to CPDP published until 2015. Community can use this set as a starting point to conduct further research on CPDP.
2 RESEARCH METHODOLOGY

To achieve our research goals, we conducted a Systematic Literature Review (SLR) following the guideline provided by Kitchenham and Charters [36]. In addition to this guideline, we followed the structure of Hall et al. [1] for conducting the review and presenting the results. Particularly, we used Hall et al.’s set of criteria (with slight modifications) for inclusion/exclusion and quality assessment of defect prediction studies with customisation for cross project defect prediction context. All steps of our research are documented and the related data are available online for further validation, exploration and replication. Scripts for the data analysis part of this SLR are also available online as part of the replication package for our SLR [100].

2.1 Selection of Primary Studies

A set of search strings were identified based on the research questions. This set was refined by checking the title and keywords of the relevant papers that were already known to us. After considering the alternative spellings and synonyms for the identified search strings, they were combined using logical ANDs and ORs to create the complete search term. We used the following search string:

(“cross-project” OR “cross project’ OR “multi-project” OR “multi project” OR “multiple project” OR “cross-company” OR “cross company” OR “mixed-project” OR “mix-project” OR “mixed project” OR “mix project”) AND (defect* OR fault* OR bug* OR error*) AND (predict* OR estimate*) AND software

This search term was modified to suit the specific requirements of different electronic databases. The complete list of customised search terms is available in the online appendix. We used ACM Digital Library, IEEEExplore, ISI Web of Science, Scopus and Google Scholar to search for candidate primary studies. Search was performed on the full text of the papers, if allowed by the digital library, i.e., ACM Digital Library, IEEEExplore, Google Scholar. For Scopus and ISI Web of Science, the search was conducted on title, abstract, and keywords. We conducted our search on June 6th, 2015 and identified studies published up until that date. After applying inclusion/exclusion criteria to digital library search results (explained in the next section), we used the resulting set as input for the snowballing process, recommended by Wohlin [28], to identify additional studies (with potential hits to papers published after the initial search date). As per the guidelines provided by Wohlin, we applied backward and forward snowballing iteratively until no further papers for inclusion were detected [28].

2.2 Inclusion and Exclusion Criteria

Studies must report empirical CPDP research (learning and prediction) to be included. These could involve experiments, case studies, tool development and evaluation, novel model developments, replications, new approaches to overcome
views, inspections, recommendation systems, reliability modelling, and correlational studies or recommendation systems with no or limited prediction focus. Further, studies are excluded when they focus on tasks other than defect prediction, such as test-suite reduction, test-case prioritisation, code reviews, etc. Small proportion of within project data included in the training process, i.e., mixed data predictions are also acceptable as long as the focus of the study is to learn from other projects. In addition, papers must be in English and peer reviewed full conference/journal papers to be included. This criteria is important due to use of Google Scholar, which possibly could return low quality studies, non-published manuscripts and grey literature. Only the most comprehensive or the most recent version of repeated studies are included [1], i.e., if a conference paper was extended as a journal paper, only the extended journal version was included. Examples are [85] by Turhan et al. and [86] by Canfora et al. which are the earlier (excluded) conference versions of their more recent (included) journal papers, i.e., [S13] and [S11] respectively.

Correlational studies that investigate associations between metrics and defect related information, for example, defect labels, number of defects, etc. Small proportion of within project data included in the training process, i.e., mixed data predictions are also acceptable as long as the focus of the study is to learn from other projects. In addition, papers must be in English and peer reviewed full conference/journal papers to be included. This criteria is important due to use of Google Scholar, which possibly could return low quality studies, non-published manuscripts and grey literature. Only the most comprehensive or the most recent version of repeated studies are included [1], i.e., if a conference paper was extended as a journal paper, only the extended journal version was included. Examples are [85] by Turhan et al. and [86] by Canfora et al. which are the earlier (excluded) conference versions of their more recent (included) journal papers, i.e., [S13] and [S11] respectively.

Correlational studies that investigate associations between metrics and defect related information, for example, defect labels, number of defects, etc. Small proportion of within project data included in the training process, i.e., mixed data predictions are also acceptable as long as the focus of the study is to learn from other projects. In addition, papers must be in English and peer reviewed full conference/journal papers to be included. This criteria is important due to use of Google Scholar, which possibly could return low quality studies, non-published manuscripts and grey literature. Only the most comprehensive or the most recent version of repeated studies are included [1], i.e., if a conference paper was extended as a journal paper, only the extended journal version was included. Examples are [85] by Turhan et al. and [86] by Canfora et al. which are the earlier (excluded) conference versions of their more recent (included) journal papers, i.e., [S13] and [S11] respectively.

Inclusion/Exclusion Criteria

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) The paper must be an empirical study about cross project defect prediction - It must include models trained on data from a set of projects and tested on different set of projects for the purpose of predicting defects in a software unit.</td>
</tr>
<tr>
<td>2) The prediction outcome must contain defect related information, including but not limited to defect labels (classification) or defect numbers (regression).</td>
</tr>
<tr>
<td>3) The paper must be a peer reviewed full research paper published in a conference proceedings or a journal.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Studies focusing on topics other than CPDP such as pure WPDP, test-suite reduction, test-case prioritisation, code reviews, inspections, recommendation systems, reliability modelling, and correlational studies or recommendation systems with no or limited prediction focus.</td>
</tr>
<tr>
<td>2) Conference version of a study that has an extended journal version.</td>
</tr>
<tr>
<td>3) Grey Literature or not in English.</td>
</tr>
</tbody>
</table>

The inclusion and exclusion criteria, also summarised in Table 2, were applied and piloted by two researchers starting with the assessment of 15 randomly selected primary studies from the initial set of identified papers. The reliability of the inclusion/exclusion criteria was measured using pairwise inter-rater reliability with Cohen’s Kappa statistic [29]. The agreement rate in the pilot study was “moderate” (0.59). The pilot study helped us to develop a collective understanding of the inclusion and exclusion criteria. Then, the assessment was performed for the full list of the identified studies. The agreement rate in this case was “substantial” (0.69). Disagreements were resolved after discussions between the two researchers and in case a consensus was not reached the third author was consulted as a tie breaker.

2.3 Selection Results

Figure 1 illustrates the overview of the study selection process. In total, 1889 studies were detected based on our defined search terms. After discarding the duplicate studies, 962 of them were left for further assessment. Applying the inclusion and exclusion criteria to the title and abstract of each paper, decreased the pool of the papers for full-text reading from 962 to 41 studies. These studies were read in full and 29 fulfilled the inclusion criteria. Finally, 5 and 12 relevant primary studies were found using backward and forward snowballing, respectively, resulting in 46 studies to be included in this SLR. One might notice the high number of studies discovered through snowballing method in comparison with the total number of primary studies. The reason for observing such results is due to the high number of studies published in 2015 after the search was performed. Specifically, 8 out of 12 papers discovered through forward snowballing are published after the search date ([S37]–[S44]), and during the pilot and protocol refinement phases.

2.4 Quality Assessment

The quality of each primary study was assessed based on a quality checklist. The quality checklist questions were developed according to the suggestions given by Kitchenham and Charters [36] and Hall et al. [1]. In fact, for the most part, the checklist customised for defect prediction and defined by Hall et al. [1] was used with slight modifications. The goal of the quality assessment step is to extract the primary studies with sufficient information suitable for analysis and answering the defined research questions.

The assessment process was piloted by applying the assessment criteria to a set of five randomly selected papers. Two researchers were involved in the pilot study and the assessment process was refined according to the results of the pilot study. The resulting six stages of assessment criteria are provided below.

Stage 1: Prediction. To be eligible, a study must report the process of building a cross project defect prediction model. Further, the prediction model must be trained and tested on different (project) data and the labels of the test data must not be used during the training of the model.
To summarise, the purpose of this stage is to double check whether a paper reports a cross project prediction model or not. If so, the details of the model building process will be extracted in Stage 3.

Stage 2: Context. Sufficient context data must be reported in a study as they are important for interpreting the findings. Except for the maturity, similar contextual criteria used by the Hall et al. [1] were utilised in this study. Maturity was ignored as many of the studies are using the NASA datasets for which no maturity information could be found from MDP or PROMISE repositories. The details of this stage are presented in Table 3.

Stage 3: Prediction Model Details. The details of the prediction model are crucial for answering research questions RQ1 and RQ2. Independent and dependent variables, their granularity, and the modelling technique(s) used to build the model(s) must be reported clearly. Table 4 provides details of this criteria.

Stage 4: Approach. To answer RQ4, it is necessary for a study to clearly report utilised CP approaches. The CP approach (for example NN-filtering, EM-clustering, transfer learning, etc.) must be described in detail if a specific approach is taken into consideration by a study.

Stage 5: Data. The data and how they are acquired must be reported in the study. The criteria for data are essential for the reliability of the prediction models. Table 5 denotes the criteria applied in this stage.

Stage 6: Predictive performance. Assessing the performance of the prediction model is vital for validating the model usefulness and making comparisons. Suitable performance measures must be reported for both Categorical and Continuous models. Note that analysis units can be package, class, file, module, etc. To be able to answer RQ4, the study must satisfy the criteria presented in Table 6.

The quality assessment checklist was independently applied to all 46 primary studies by two researchers. All disagreements on the quality assessment results were discussed and a consensus was reached eventually. Few cases where agreement could not be reached were sent to a third researcher for further investigation. 11 studies did not meet the quality assessment criteria (failed in one or more steps) and this phase resulted in 35 studies to proceed with the data extraction phase. Table 7 shows the studies that failed at each quality assessment stage. Of the five studies failed in stage 6, three did not report the predictive performance values clearly. Further, five studies which passed the quality assessment criteria were not included in the data extraction process. These papers and the reason why they are excluded can be found in Table 8. Therefore, 30 studies were included for the data extraction phase. An overview of these studies will be presented in later sections.

2.5 Data Extraction

The data extraction form was designed to collect the data from primary studies and consequently, answering the research questions. The data were extracted from all studies that have passed the quality assessment criteria. The data extraction process was piloted on a sample of five randomly selected primary studies to assess the completeness and usability of the data extraction form, as well as to guarantee the consistency between the researchers. Two researchers were involved in the pilot study and the structure of the data extraction form was finalised accordingly. The studies that had passed the quality assessment criteria were divided between the researchers to extract data from each set of papers independently. The extracted data for each study were held in tables, i.e., an Excel sheet per study. All the extracted data were inspected by a second researcher to ensure the correctness of the extracted values. In addition, we implemented automated scripts to check the consistency of the entries in the data tables and the text of the primary studies. Finally, the results were compiled into a single Excel file for the data analysis phase.

The data extraction form consists of three parts; namely context data, qualitative data, and quantitative data.

Context Data. Context of the study includes the details of the study such as the domain of the applications, project/dataset names, project size, and sources of data. The “aim of the study” field holds extra information about the CPDP related challenges addressed in the study with the explicit goal descriptions extracted from each (such as “difference in the data distribution” or “class imbalance problem”).

Qualitative Data. For each primary study, a short summary of the main findings and conclusions, reported by the author(s), were extracted.

Quantitative Data. The quantitative data were extracted for categorical and continuous cases separately based on the granularity of the dependent variable. For those studies reporting both categorical and continuous results, only the set that presented the majority of the results was extracted. For both categorical and continuous models, dependent variable granularity, independent variable(s), performance evaluation criteria, modelling technique(s), data set(s), and performance values are extracted. In terms of notations, used in the form, $W$ and $C$ are used respectively to represent the type of the prediction model within (usually as benchmark), and cross (usually multiple models, one or
### TABLE 3
Context Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of the data</td>
<td>The source must be reported. If the study has used publicly available datasets, the names and versions of the datasets must be reported.</td>
</tr>
<tr>
<td>Size</td>
<td>Size of the system being studied must be given. It could be in terms of KLOC, #classes, #Instances or an indication to get an idea about the size of the system.</td>
</tr>
<tr>
<td>Application domain</td>
<td>If the model used data from different systems, the application domain should be reported for the majority.</td>
</tr>
<tr>
<td>Programming language</td>
<td>The programming language(s) of the system being studied must be given.</td>
</tr>
</tbody>
</table>

### TABLE 4
Prediction Model Details Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the Independent variables (metrics) clearly reported?</td>
<td>Independent variables used to build the model must be clearly defined (for example, Size and Complexity, Object Oriented or Process metrics).</td>
</tr>
<tr>
<td>Is the dependent variable clearly reported?</td>
<td>The model can predict whether the code unit is faulty or non-faulty (i.e., categorical dependent variable) or predict the number of defects in a code unit (i.e., continuous dependent variable).</td>
</tr>
<tr>
<td>Is the granularity of the dependent variable reported?</td>
<td>The granularity of the dependent variable (method, class, package, file, etc.) must be reported.</td>
</tr>
<tr>
<td>Is the modelling technique clearly reported?</td>
<td>Statistical or machine learning modelling technique (e.g., naive Bayes, Logistic Regression, DTree, Support Vector Machine, K-nearest neighbour etc.) approaches must be clearly stated.</td>
</tr>
</tbody>
</table>

### TABLE 5
Data Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the fault data extraction process clear?</td>
<td>If the study has used private datasets, it is necessary to mention how data was extracted (for example from the Version Control System of a software project). If the data is obtained from the publicly available repositories (like PROMISE repository), the details of the datasets and the source(s) must be presented.</td>
</tr>
<tr>
<td>Is the metric extraction (Independent variables) process adequately described?</td>
<td>The process by which independent variables (metrics) are extracted must be stated (e.g tools used and metric collection process). In the case of using publicly available datasets, reference for the data must be presented.</td>
</tr>
</tbody>
</table>

### TABLE 6
Predictive Performance Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the performance evaluation criteria used clearly reported?</td>
<td>The performance measure of the model must be reported. (for example the performance of categorical models can be measured by confusion matrix or AUC and those for continuous models can be reported in terms of regression error measures).</td>
</tr>
<tr>
<td>Has the predictive performance values been clearly reported?</td>
<td>The predictive performance values must be clearly presented in terms of raw performance numbers, means or medians.</td>
</tr>
</tbody>
</table>

### TABLE 7
Results of applying the quality assessment criteria

<table>
<thead>
<tr>
<th>Quality assessment stage</th>
<th>Excluded studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1: Prediction</td>
<td>[S17], [S19], [S21]</td>
</tr>
<tr>
<td>Stage 2: Context</td>
<td>[S6], [S32]</td>
</tr>
<tr>
<td>Stage 3: Model building</td>
<td>[S28], [S36]</td>
</tr>
<tr>
<td>Stage 4: CP approach</td>
<td>[S43]</td>
</tr>
<tr>
<td>Stage 5: Data</td>
<td></td>
</tr>
<tr>
<td>Stage 6: Predictive performance</td>
<td>[S9], [S10], [S22], [S33], [S34]</td>
</tr>
<tr>
<td>Failed in more than one stages</td>
<td>[S12]</td>
</tr>
</tbody>
</table>

### TABLE 8
Additional excluded studies and the reasons for their exclusion

<table>
<thead>
<tr>
<th>Paper identifier</th>
<th>Reason for Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>[S29], [S30]</td>
<td>The source of the papers is arXiv. These two studies were kept in the list until the analysis phase started. By that time they were excluded from the list as they were not published in a peer-reviewed source.</td>
</tr>
</tbody>
</table>

more of which are the proposed approach by the study) reported in the primary studies. The within/cross data extraction process is similar to the Kitchenham et al.’s practice in their two systematic review studies where they evaluate within versus cross company effort estimation performances [79], [80]. The performance values are recorded in terms of original, average, and median values. In order to have a more extensive analysis, additional performance values are calculated whenever possible (e.g., F-Score from precision and recall). We used the guidelines provided by Hall et al. and Bowes et al. [1], [42] for this purpose. These additional values are estimates for the exact values whenever the median and mean values are reported. The dataset (training and/or test) used for the prediction (e.g Ant-1.7 → Camel-1.6) are extracted whenever possible. Moreover, the CP data approach and other additional information related to the performance measures are also extracted.
2.6 Data Analysis

There are many potential confounding factors that may challenge and affect the results of the synthesis performed in secondary studies. For example, in our case, these are different defect prediction models build for addressing different aspects of CPDP and evaluated in different contexts. It is useful to develop or follow heuristics to conduct data analysis based on assumptions to provide insights, as opposed to doing nothing. It is, after all, one of the goals of SLRs to find patterns in individual studies that hold across different, and potentially confounding, settings. For example, Kitchenham et al. reported on the merits of cross vs. within company effort estimation studies [80], where one acknowledges the contextual differences between included studies in interpreting their results. Similarly, Hall et al. combined data from individual defect prediction studies and summarised them around identified themes. Hence, as long the results are interpreted in the light of stated limitations, they would be valid in their scope.

Therefore, acknowledging the potential threats associated, we have followed the practices of Hall et al. [1] for data synthesis and analysis. Specifically, we collected and combined the qualitative and quantitative data provided by the primary studies as the basis for our data synthesis in answering our research questions on the different themes related with CPDP studies. Hence, we caution the reader that the results presented under each theme should be considered independent of others and not be taken as performance comparison between two specific models. Rather, our results for theme X should be interpreted with assuming that other factors (themes) do not affect the outcome (directly or as a result of interplay of many factors) or that their impact is uniformly distributed across different studies cancelling out a systematic bias. With this assumption, we report the performance of CPDP, whenever applicable, in relation to theme X, avoiding comparisons between specific models or techniques, but rather highlighting trends.

In addition, we have performed a meta-analysis of CPDP vs. WPDP, since we have dichotomies of treatments that can be compared, similar to the meta-analysis of test-driven development vs. other software development approaches by Rafique and Misić [92]. Studies included in our meta-analysis are a subset of primary studies. Specifically, our meta-analysis includes those studies that passed the quality assessment stage and if they reported results of experiments that compare CPDP with WPDP. Similar to Kitchenham et al., in comparing the two treatments we are only interested in those studies that compare the treatments of interest [80], i.e., CPDP vs. WPDP.

We did not replicate the proposed approaches/models in the studies, as this is out of the scope of an SLR. For example, to conduct an SLR in medicine, a research group do not replicate the medical trials reported in primary studies.

2.6.1 Performance Indicators

We mainly used violin plots [31] to illustrate the results of our analysis centred around performance indicators. A violin plot is similar to box plots, but more informative. A box plot only shows the summary statistics such as mean/median and inter-quartile ranges, while the violin plot shows the full distribution of the data. The violin plots were drawn only for categorical data. In the plots, the solid horizontal lines indicate the mean of the values for each case whereas the thin continuous lines represent the median. Each case has a label assigned to it representing the name for that particular case. For example, in the case of learning techniques, NB, LR, SVM, etc. were used as the labels for each technique in the plots1. Following each label, the number of data points that were used to generate that particular plot are noted in parenthesis. The plots in each case are sorted based on the medians, as the median is less sensitive to outliers. Like Hall et al. [1], we restricted each case to have at least three data points to contribute to the plots. The values reported by the continuous studies were in terms of dissimilar performance measures and hence not suitable for the violin plot.

There were no common set of performance measures used by all of the categorical studies. Accordingly, and due to the nature of our data, we did not perform any statistical tests for comparing the results of different CPDP studies or models. Instead, we grouped data from primary studies according to different themes described in the following sections. The violin plots simply show pooled performances in relation to an investigated theme without considering other confounding themes or factors that may affect the performance. Despite its limitations, this is useful to identify general patterns and potential research gaps [1]. Potential threats associated with this approach are addressed in Section 7. Therefore, the primary studies were synthesised in relation to the certain factors such as independent variables, modelling techniques, and CPDP data approaches whenever the same performance measures were used in the studies.

The categorical studies have presented their CPDP predictive performance values in different forms. To be exact, the studies have reported the values in terms of original, average, and median values. Original values refer to the predictions for which either no repetitions are required or not performed. Randomness and aggregating the results of multiple predictions in one value are common cases where median and average values are reported. Eight of the studies have reported average performance values ([S1], [S8], [S14], [S18], [S23], [S25], [S26], [S40]). Another set of eight studies have presented median performance values ([S3], [S11], [S13], [S20], [S27], [S37], [S43], [S44]). Thirteen studies have presented original values ([S1], [S2], [S4], [S7], [S8], [S15], [S16], [S24], [S53], [S39], [S41], [S42], [S46]). Study [S1] has used multiple forms (average, original) in its reporting. These distinctions are taken into consideration when generating the violin plots.

Original values contribute to the median and average plots as they are median and average of a sample with size one. No weighting has been considered to distinguish the original values from averages and medians. Further, due to the high number of plots, only the plots for median cases are presented in this paper. The online appendix provides additional plots for the case of average values.

1. Please see Appendix A for a full list of the abbreviations used throughout the paper.
Based on the utilised performance measures, different sets of plots were generated for comparisons. Plots were drawn for f-measure, precision, recall, and AUC performance metrics. These values were either reported in the study or were calculated indirectly by us when possible. Note that some studies have reported their performance values in terms of multiple performance measures and they appear in multiple plots (e.g., [S25], [S39], [S40] have reported AUC along with f-measure, precision, and recall).

In addition to the violin plots, we used tables for summarising and presenting qualitative results.

### 2.6.2 Modelling Techniques

Different modelling techniques are extracted for each model reported in the primary studies. These modelling techniques are categorised as follows: Base learners (like naïve Bayes, Logistic Regression, etc.), optimisation techniques (e.g., Boosting [S18], [S26], [S42], [S44], Bagging [S42], Genetic Programming [S14], MO-Optimisation [S11], Meta-Learner [S5], [S8], [S42]), and other ensemble/composite algorithms (e.g., [S4], [S43]). We present them in tabular form and their performances with violin plots.

### 2.6.3 CPDP Approaches

CPDP approaches correspond to data processing approach by each study and are presented in tabular form and in violin plots. We discuss these in two categories: row (datum) processing and column (feature) processing. These include “filtering”, “data transformation”, “clustering”, “mixed data”, “feature selection”, and “normalization” to name a few. Primary studies usually use a combination of these approaches. These approaches will be discussed in the next section.

When a study reports multiple models with different approaches, its relevant performance data rows are included in the category of both approaches when plotting violin plots. Likewise, if the proposed CPDP technique consists of multiple approaches itself, the performance data rows are included in the category of all the relevant approaches (e.g., DTB in [S18] is added to mixed data, filtering, re-weighting, and re-sampling as it uses all of them).

### 2.6.4 Meta-analysis and Forest Plots

Meta-analysis and, specifically, both fixed and random effect models are considered to compare the results of CPDP and WPDP studies. Forest plots are used to demonstrate the results of our meta-analysis visually. These comparisons are performed for precision, recall, f-measure, and AUC performance measures as they are among the top five frequently used measures in the studies. In addition to the traditional meta-analysis, where unit of analysis is each study, we performed two additional analyses by setting the unit of analysis to learners and datasets. These additional analyses can provide useful insights on how CPDP (vs. WPDP) behave on specific datasets and learners. Finally, we included both fixed and random effect models, not only to provide more validity and insight into the results, but also to reveal possible sources of bias as will be explained in Section 4.

### 3 Results

To start with an overview of primary studies, the majority of the CPDP studies were published during the past five years. Figure 2 shows the frequency of the papers published each year. Figure 2 indicates that the interest toward CPDP is growing. 43% of the studies are published in 2015, indicating that more contemporary studies are included in this SLR. Regarding the publication sources, the proportion of primary studies published in journals (53%) are slightly higher than those published in the conferences (47%), which can be an indication of the maturity of research conducted in this area.

#### Fig. 2. The rate of interest toward CPDP

Out of the total 30 primary studies, 28 use categorical and the remaining two use continuous dependent variables. This paper presents the results of the categorical studies in depth (for details of the two continuous models, please see the online appendix). For abbreviations used in this section, please see Appendix A.

In the following we will present the results of our synthesis based on different themes. We start each subsection with a summary of the findings to provide an insight about the results and then these summaries are expanded and explained in detail.

### 3.1 Theme: Independent Variables

All performance measures vary in relation to the choice of set of independent variables. Combinations of OO and SCM as well as source code text metrics seem to provide good median performances in CPDP. Process metrics on the other hand, does not show the same premise. Table 9 provides a summary of independent variables used.

Many different sets of independent variables are used in the primary studies. Categorical and continuous model tables in the online appendix show the detailed list of independent variables used in individual studies. Table 9 summarises the metric sets used in the categorical models. As shown in the table, most studies use a combination of different metric sets. SCM+LOC (879 data rows) and OO+SCM+LOC (626 data rows), which are combinations of single metric sets, are the most common.

Five studies ([S13], [S24], [S37], [S40], [S41]) use multiple combinations for model building. The reason for
having multiple combinations is due to the availability of different set of features/metrics in the training and test data sets for each model. For example [S41] uses OO+SCM+Process+LOC for the models trained with the AEEEM datasets and tests the model on SOFTLAB and ReLink dataset suits for which a subset of SCM+LOC are available. Also [S37] uses feature matching as a part of their proposed approach, i.e., the heterogeneous defect prediction model that can make predictions using training and test datasets with different sets of metrics.

Five studies [S1], [S7], [S35], [S39], [S46] have used only one set of metrics (OO, source code text, SCM or process metrics). It is important to note that LOC is being used as a part of the combinations in 23 of the studies. Likewise, SCM and OO are used as a part of the metrics combinations in more than half of the studies (21 and 17 respectively). Lastly, two continuous model studies have mainly used Process and OO metrics when constructing prediction models.

3.1.1 Performance in relation to independent variables

Figure 3 presents the violin plots for the performance trends of the prediction models with respect to the independent variables used in each study. The violin plots in this figure are for median f-measure, precision, recall, and AUC values. The plots show that the performance of the defect prediction models vary in relation to the independent variables. OO and SCM+LOC have the highest median values for f-measure, while Process metrics has the lowest. Also based on equal number of data points, SCM+LOC based models tend to perform better than OO+SCM+Process+LOC in terms of median f-measure. Even though Process metrics could be useful, their combination with other metric sets seems to decrease the performance of prediction models. The study by Kamei et al. [S39] which uses process met-
Various modelling techniques have been used by the categorical studies. The majority of studies have used only base learners to build prediction models. There are few studies which use various optimisation techniques on top of the base learners. Table 10 shows the number of cases for which the base learners are used as they are, the number of cases where they are used in the context of an optimisation/ensemble technique, and the studies in which they appear (either as they are or in ensembles).

Naive Bayes (NB) is the most commonly used modelling technique in the categorical studies (513 data rows in 12 studies). Logistic Regression (LR) is the next frequently used modelling technique (455 data rows in 9 studies). Other base learners such as Decision Tree (DTree), Support Vector Machine (SVM), and Random Forests (RF) are also used to build prediction models in a considerable number of cases. Note also that these modelling techniques are being used as the underlying learner for some of the optimisation techniques as well. For example, 160 of the predictions in the extracted data use boosting naïve Bayes, a subset of the 184 cases for which NB is used in ensembles. LR has the highest number of predictions when used in the context of ensembles (344 data rows). Study [S4] has the highest amount of contribution to the ensemble LR predictions by providing 264 of 344 data rows.

Four studies have used the boosting approach in their reported models ([S18], [S26], [S42], [S44]). Two of these studies ([S18], [S44]) use NB and boosting as a part of their proposed CPDP approaches. Zhang et al. [S42] build their models with both NB and DTree and boosting. The study by Ryu et al. [S26] considers the applicability of SVM learner with boosting in the context of CPDP.

Among the selected studies, only two ([S11], [S14]) utilise a search based method to create a defect prediction model. In [S14], a genetic programming method is proposed in which optimal mathematical expressions that could best fit the training data are sought for. Further, [S11] is the only study which has proposed a search based multi-objective approach (MODEP) to CPDP. They used NSGA-II algorithm and targeted the cost effectiveness as their goal.

Some studies ([S4], [S5], [S8], [S42], [S43]) have used other ensemble techniques in their experiments. The ensemble of weak learners is used in [S4] to avoid over-fitting. In [S8], the authors combine six different learning algorithms using two underlying learning techniques, namely LR and BN. They propose to use a meta-learner called Combined Defect Predictor (CODEP) which creates a prediction model from the prediction results of multiple other prediction models. In a similar manner, Zhang et al. [S42] investigated seven ensemble algorithms composed of various modelling techniques, six of which are used to benchmark CODEP. In [S5], the authors generate a meta learner model using the decision tree learner based on the distributional characteristics of the source and target datasets and the prediction result from the source to the target (success, failure) from another learner (Decision Table in this case). They use this tree to predict the performance of prediction models trained with a specific source set and tested on a particular target set. Ryu et al. [S43] proposed a Hybrid Instance Selection technique built on top of the Nearest-Neighbour algorithm to capture the local knowledge in data by NN and the global knowledge by NB.

### 3.2 Theme: Modelling Techniques

<table>
<thead>
<tr>
<th>Type of metrics</th>
<th>Studies</th>
<th>#Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source code text</td>
<td>[S1]</td>
<td>12</td>
</tr>
<tr>
<td>OO</td>
<td>[S7], [S35]</td>
<td>24</td>
</tr>
<tr>
<td>SCM</td>
<td>[S40], [S46]</td>
<td>43</td>
</tr>
<tr>
<td>Process</td>
<td>[S39]</td>
<td>220</td>
</tr>
<tr>
<td>OO+LOC</td>
<td>[S2], [S8], [S11]</td>
<td>254</td>
</tr>
<tr>
<td>SCM+LOC</td>
<td>[S4], [S13]–[S16], [S20], [S24]–[S26], [S37], [S41], [S43]</td>
<td>879</td>
</tr>
<tr>
<td>OO+SCM+LOC</td>
<td>[S3], [S5], [S13], [S18], [S23], [S27], [S37], [S40], [S42], [S44]</td>
<td>626</td>
</tr>
<tr>
<td>OO+SCM+Process+LOC</td>
<td>[S24], [S37], [S41]</td>
<td>194</td>
</tr>
<tr>
<td>Multiple Combinations</td>
<td>[S13], [S24], [S37], [S40], [S41]</td>
<td>879</td>
</tr>
</tbody>
</table>

Almost all techniques are single objective. NB (43%) and LR (32%) are the most widely used learning techniques in CPDP. NN, SVM, and DTree based models achieve the highest median f-measure in CPDP ($\approx 0.5$). Despite its popularity, naïve Bayes (NB) technique seems to have an average performance. Performance of the ensembles varies greatly when assessed by f-measure vs. AUC. Table 10 shows the frequency of learners used in CPDP studies.
Fig. 4. Performance of the modelling techniques: f-measure, recall, precision and AUC.
both. While MO-optimisation models have very high recall values, they lack the good precision and they seem to be unstable as well. This instability in precision could be one of the reasons for their overall unstable performance. They have the highest median recall values while having the lowest precision. Surprisingly, the ensembles under perform most of the other counterparts in terms of f-measure, with the catch that the relevant data mostly comes from only one study ([S42]) for the majority of them.

The Meta-learner BN, proposed in [S8] has the highest median AUC value. Beside that, its stability seems to be much better than the other approaches in this category. The authors claim that combining classifiers can improve the prediction performance as in CODEP\textsubscript{Bayes}, a meta-learner on top of Bayesian Networks [S8]. This approach is followed by Meta-learner LR, MO-Optimisation, and MLP. The data for these meta-learners as well as MLP are coming from one study [S8]. Later, [S42] assessed the usefulness of Meta-learner LR with respect to alternative performance measures, i.e., f-measure and Nof20 and concluded that its performance is comparable to other composite algorithms except for MAX voting. In their experiments, Max voting significantly improved the performance of other composite algorithms, one of which is Meta-learner LR (CODEP\textsubscript{Logistic}) [S42]. These techniques are followed by RBF, ADT and Ensemble LR. Ensemble techniques seem to affect the performance of LR, one of the most common learning techniques in the studies. LR is improved by both Ensemble LR and Meta-learner LR according to the plots. The data for Ensemble LR comes from the Ensemble of weak classifiers model in [S4]. In contrast with f-measure results, ensembles tend to improve CPDP according to the AUC plots.

To have a better understanding on how different learners behave according to different performance measures, the results for PF and Balance are also assessed. Similarly, NN provides the best overall median balance value and the lowest median PF confirming its good performance with respect to multiple measures. Boosting has not improved NB dramatically in terms of the median, but the stability is improved. Of course one might notice a performance ceiling with Boosting NB compared with NB as is, considering the number of data points that contribute to them. Boosting is related to both higher recall and higher Probability of False alarm. In that sense, the performance of Boosting NB is similar to the simple NB technique as it has the worst median probability of false alarm, making it potentially less suitable overall for building prediction models when the precision of the model is targeted.

### 3.3 Theme: Performance Evaluation Criteria

No set of common measures is shared by all studies. Recall (75%), probability of false alarm (43%), precision (39%), f-measure (39%) and AUC (36%) are the most frequently used measures, respectively. Table 11 shows all performance measures reported in CPDP studies along with their frequencies.

<table>
<thead>
<tr>
<th>Learner</th>
<th>#As is</th>
<th>#Ensemble</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>513</td>
<td>184</td>
<td>[S3], [S7], [S13], [S18], [S20], [S25], [S26], [S40], [S41], [S43], [S44], [S46]</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>455</td>
<td>344</td>
<td>[S3], [S4], [S8], [S11], [S15], [S24], [S35], [S37], [S41]</td>
</tr>
<tr>
<td>Random Forest</td>
<td>248</td>
<td>102</td>
<td>[S7], [S26], [S39], [S41], [S42]</td>
</tr>
<tr>
<td>Nearest Neighbour</td>
<td>102</td>
<td>n/a</td>
<td>[S7], [S27], [S41]</td>
</tr>
<tr>
<td>Association Classifier</td>
<td>72</td>
<td>516</td>
<td>[S8]</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>43</td>
<td>102</td>
<td>[S2], [S3], [S7], [S11], [S26]</td>
</tr>
<tr>
<td>SVM</td>
<td>34</td>
<td>10</td>
<td>[S3], [S7], [S25], [S26], [S41]</td>
</tr>
<tr>
<td>Genetic Programming</td>
<td>21</td>
<td>n/a</td>
<td>[S14]</td>
</tr>
<tr>
<td>Decision Table</td>
<td>19</td>
<td>10</td>
<td>[S3], [S7], [S8]</td>
</tr>
<tr>
<td>Bayesian Net</td>
<td>17</td>
<td>10</td>
<td>[S3], [S8]</td>
</tr>
<tr>
<td>CRM T14</td>
<td>12</td>
<td>n/a</td>
<td>[S1]</td>
</tr>
<tr>
<td>Part</td>
<td>10</td>
<td>10</td>
<td>[S26]</td>
</tr>
<tr>
<td>ADT</td>
<td>10</td>
<td>n/a</td>
<td>[S8]</td>
</tr>
<tr>
<td>IBk</td>
<td>10</td>
<td>n/a</td>
<td>[S26]</td>
</tr>
<tr>
<td>RBF</td>
<td>10</td>
<td>n/a</td>
<td>[S8]</td>
</tr>
<tr>
<td>Max voting</td>
<td>n/a</td>
<td>10</td>
<td>[S42]</td>
</tr>
<tr>
<td>MLP</td>
<td>10</td>
<td>n/a</td>
<td>[S8]</td>
</tr>
<tr>
<td>Association Rules</td>
<td>10</td>
<td>10</td>
<td>[S11]</td>
</tr>
<tr>
<td>Average Voting</td>
<td>n/a</td>
<td>10</td>
<td>[S42]</td>
</tr>
</tbody>
</table>
TABLE 11
The definition and usage of different performance measures across the categorical studies

<table>
<thead>
<tr>
<th>Measure (#Studies)</th>
<th>Description</th>
<th>Definition</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (11)</td>
<td>The proportion of the predicted positive cases that were correct</td>
<td>$\frac{TP}{TP + FP}$</td>
<td>[S1], [S3], [S5], [S7], [S11], [S15], [S16], [S23], [S39], [S40]</td>
</tr>
<tr>
<td>Recall, pd (21)</td>
<td>The proportion of positive cases that were correctly identified</td>
<td>$\frac{TP}{TP + FN}$</td>
<td>[S1], [S3], [S5], [S7], [S11], [S13]–[S16], [S18], [S20], [S23], [S25]–[S27], [S39]–[S41], [S43], [S44]</td>
</tr>
<tr>
<td>Accuracy (2)</td>
<td>Proportion of correctly classified units</td>
<td>$\frac{TP + TN}{TP + FP + TN + FN}$</td>
<td>[S1], [S16]</td>
</tr>
<tr>
<td>Probability of False Alarm, pf (12)</td>
<td>Proportion of non-faulty units incorrectly classified as fault-prone</td>
<td>$\frac{FP}{TP + FN}$</td>
<td>[S7], [S13], [S14], [S18], [S20], [S25]–[S27], [S40], [S41], [S43], [S44]</td>
</tr>
<tr>
<td>AUC, Area Under the curve (10)</td>
<td>The area under the receiver operating characteristics curve. Independent of the cutoff value</td>
<td>$\int_{0}^{1} (1 - \frac{TP}{TP + FN})$</td>
<td>[S4], [S8], [S11], [S16], [S25], [S26], [S37], [S39], [S40], [S46]</td>
</tr>
<tr>
<td>F-measure (11)</td>
<td>Harmonic mean of precision and recall</td>
<td>$\frac{2 \times Precision \times Recall}{Precision + Recall}$</td>
<td>[S1], [S3], [S5], [S7], [S16], [S24], [S25], [S39]–[S42]</td>
</tr>
<tr>
<td>G-measure (3)</td>
<td>Harmonic mean of pd and (1-pf)</td>
<td>$\frac{2 \times pd \times (1-pf)}{pd + (1-pf)}$</td>
<td>[S18], [S27], [S40]</td>
</tr>
<tr>
<td>Balance (4)</td>
<td>The Euclidean distance from the (pd, pf) point to (pd=1, pf=0) in the ROC curve</td>
<td>$1 - \frac{\sqrt{(0-pf)^2 + (1-pd)^2}}{\sqrt{2}}$</td>
<td>[S13], [S20], [S43], [S44]</td>
</tr>
<tr>
<td>MCC (3)</td>
<td>A compound measure considering all true and false positives and negatives</td>
<td>$\sqrt{(TP + TN)(FP + FN)(TP + FN)(FP + TN)}$</td>
<td>[S18], [S40], [S41]</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>FN rate, G-mean, H-measure, Cost, Hubert Stat. Procedure</td>
<td>N/A</td>
<td>[S1], [S14], [S26], [S35], [S44]</td>
</tr>
</tbody>
</table>

The proportion of the predicted positive cases that were correct

A compound measure considering all true and false positives and negatives

The definition and usage of different performance measures across the categorical studies

3.4 Theme: CPDP Approaches

In this section, an overview of the different approaches in CPDP will be presented. Different studies have used different processing methods to build their models. In the following, these methods are presented.

3.4.1 Data Related Issues and Approaches

A summary of all observed issues with a mapping to how they are addressed is provided in Table 12. Among them, data heterogeneity is the most frequently addressed CPDP specific issue (68% of studies), while the remaining ones are not unique to CPDP, e.g., class imbalance (25%), noise in data (7%), redundant (14%), or correlated features (14%).

The majority of the categorical studies have addressed different data related issues such as data heterogeneity, class imbalance, highly skewed data, etc. as a part of their proposed approach. Table 12 describes these data related issues and explains how they are addressed in different studies. The last column of the table presents the studies addressing each issue. If an approach in a study is specifically named, the name is mentioned along with the study. Three studies ([S1], [S7], [S46]) are absent from this table as they have not addressed any issue in any of their reported models.

Class imbalance. Usually, defects are not distributed evenly and the number of defective modules is much less compared to the non defective modules. This issue is called the class imbalance problem [13]. Data imbalance greatly impacts the performance of the classification models as well as decreasing their generalisability [S44]. Learning minority class is difficult when a classifier is trained on imbalanced data [1]. Therefore, the classifier is skewed toward the majority class resulting in a lower rate of detection. This issue is addressed by several studies using different methods such as data re-sampling (RS) ([S18], [S26], [S39], [S44]), instance re-weighting (RW) ([S23], [S25]), and selective learning strategy ([S43]).

Data heterogeneity. The similarity of source and target data distributions is believed to have a large effect on the outcome of predictions. This problem is sometimes referred to as data heterogeneity in software projects ([S11], [S35], [S37], [S41]). As expressed by Canfora et al. [S11], software projects are often heterogeneous and they have different software metric distributions. Moreover, heterogeneity is believed to be affected by certain context factors such as domain, size, and programming language to name some [S15]. Many machine learning algorithms work well under the assumption that source and target data are drawn from the same distribution [33]. This assumption typically holds for WPDP due to the nature of the data, but it might not hold for CPDP [S24] and therefore, CPDP does not necessarily work in all situations [S9], [S20]. Various...
methods such as data transformation (DT), filtering (F), feature matching, and normalization (N) are proposed in studies to tackle the problem.

**Highly skewed data.** As presented in Table 12, few studies have addressed the skewed data problem [S4], [S13], [S20], [S43]. This issue is sometimes one of the contributors to poor model performances [45]. Menzies et al. [41] pointed out that spreading the skewness of the data evenly can cause a significant improvement in the effectiveness of the data mining models. Logarithmic transformation is used in these studies for addressing the issue.

**Irrelevant and redundant features.** A set of studies ([S3], [S15], [S37], [S42]) use feature selection (FS) technique to identify and remove irrelevant and redundant features. Reducing the dimensionality of the data, this process improves the effectiveness of the learning algorithm [30].

**Continuous data.** The values of numerical features (integer or real) or those taking on linearly ordered range of values are considered as continuous features [34]. However, some classification algorithms assume nominal feature spaces during the learning process and hence, making these algorithms inapplicable in some cases [46]. One approach toward this problem is the discretization (D) process. This approach was used by two studies [S16], [S25].

**Privacy.** The privacy issue arises when the confidentiality of the data is a concern for the project owners. This issue in turn causes the owners to rarely contribute to the pool of available data even though such data might contribute to further research efforts. Privacy is considered by Peters et al. [S27] in the context of CPDP. They obfuscate the data in order to hide the project details when they are shared among multiple parties.

**Collinearity among metrics.** Collinearity and multicollinearity among independent variables might decrease the effectiveness of the prediction models. This issue happens when two or more independent variables are strongly correlated. Calculating Pearson and Spearman correlations are two of the most common ways of detecting such issues. Dimensionality reduction and PCA [66] (Principal Component Analysis) in particular are other approaches to tackle strongly correlated features. PCA is being used by [S31], [S33], [S34], [S36] in the primary studies. In [S39] the authors remove highly correlated metrics (Spearman $\rho > 0.8$) to deal with the problem of collinearity.

**Noise in data.** Data instances with excessive deviation from the acceptable range of the feature space are known as outliers [30]. Classifiers trained on noisy data are expected to be less accurate [47]. Two of the studies among the others try to overcome this problem, one of which performs outlier removal [S43] and the other does noise filtering [S27].

Aforementioned data issues are tackled by proposing and using various data processing methods in the selected set of categorical studies. We call these approaches column and row processing methods according to the way they consume the raw data. The studies that deal with features/metrics processing are members of the column processing group (e.g., transfer learning, feature selection). Likewise, the studies which perform data processing on instances are considered in the row processing methods group (e.g., filtering, data re-sampling). The categorisation of the studies into column and row processing groups is illustrated in Tables 13 and 15. Overviews of the most common processing methods are presented in the following.

### 3.4.2 Column Processing Methods

<table>
<thead>
<tr>
<th>Column processing techniques addressing data related issues, and the studies they appear in, are listed in Table 13. Applying normalisation (29%) and log-filtering (25%) to data features are frequent practices. Other transformations, listed in Table 14, mostly modify data features in both training and test sets, to address data heterogeneity issue.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data transformation.</strong> As shown in the Table 13, transformation technique is used in several studies. The main premise of Transfer learning in general and transformation in particular is to neutralise the effect of heterogeneity between source and target data [S24] by extracting and learning knowledge from a dataset and applying that knowledge during the training and prediction processes. Table 14 shows a list of the studies in this category.</td>
</tr>
<tr>
<td><strong>Metric Compensation in</strong> [S2] adjusts target data by considering the average values of the features for both training and test datasets. The study conducted in 2013 by Nam et al. [S24] proposed another transformation approach called TCA+ which tries to make feature distributions in source and target projects similar by transforming both source and target data to the same latent feature space. The universal defect prediction model proposed by Zhang et al. [S40] offers a context-aware rank transformation to address the difference in the distribution of the data. This model is trained with a large set of diverse projects from different contexts and the variations in the distribution of metrics values are high. Another CPDP study [S41], utilises an approach called Canonical Correlation Analysis (CCA) which tries to build prediction models with datasets that have different sets of metrics. They transform both training and test datasets to a new feature space in a way that they would have an equal number of features in the resulting datasets. Cruz et al. [S53] use the information form Mylyn dataset and apply a log transformation on the data.</td>
</tr>
<tr>
<td><strong>Feature selection.</strong> Feature selection is another column processing method used by few CPDP studies ([S3], [S15], [S37], [S42]). In this case, features are the metrics that are utilized to build defect prediction models. As denoted by He et al. [S3], performing feature selection is a sensible method to deal with large number of features. This method identifies a subset of the features which can possibly deliver better predictive performances. Feature selection can be categorized into two groups: filters and wrappers. With filters, irrelevant features are removed from the feature set before it is used by a learning technique. On the other hand, wrappers use the feedback from the</td>
</tr>
</tbody>
</table>
TABLE 12
Data related issues and the proposed methodologies in CPDP

<table>
<thead>
<tr>
<th>Issue</th>
<th>How the issue is been addressed</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class imbalance</td>
<td>Re-sampling, Re-Weighting, Selective learning</td>
<td>DTB [S18], VCB-SVM [S26], JIT [S39], TCSBoost [S44]</td>
</tr>
<tr>
<td>Data heterogeneity</td>
<td>Data Transformation: Metric compensation [S2], TCA+ [S24], Log Transformation [S35], Universal model [S40], CCA+ [S41]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Filtering: NN-filter [S13], [S20], HSN[NS3], [S45], [S5], [S18], [S23], [S25], [S27], [S41], [S44]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Normalization: [S4], CODEP [S8], MODEP [S11], [S14], [S2], TCA+ [S24], VCB-SVM [S26], CCA+ [S41], TCSBoost [S44]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Metrics matching: HDP [S37], Clustering [S11], [S25]</td>
<td></td>
</tr>
<tr>
<td>High Skeweness</td>
<td>Logarithmic transformation: [S4], NN-filter [S13], [S20], HSN[NS43], [S18], [S23], [S25], [S44]</td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td>Multi-party data sharing: TOP-K [S3], [S15], HDP [S37], Composites [S42]</td>
<td></td>
</tr>
<tr>
<td>Continuous data</td>
<td>Discretization: [S16], [S18]</td>
<td></td>
</tr>
<tr>
<td>Collinearity among metrics</td>
<td>Remove highly correlated metrics: PCA [S11], [S35], [S44], [S36]</td>
<td></td>
</tr>
<tr>
<td>Noise in data</td>
<td>Outlet removal: HISNN [S43], Noise filtering: LACE 2 [S27]</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 13
Column processing methods

<table>
<thead>
<tr>
<th>Processing method</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Transformation</td>
<td>[S2], [S24], [S35], [S40], [S41]</td>
</tr>
<tr>
<td>Feature selection</td>
<td>[S3], [S15], [S37], [S42]</td>
</tr>
<tr>
<td>Normalization</td>
<td>[S4], [S8], [S11], [S14], [S24], [S26], [S41], [S44]</td>
</tr>
<tr>
<td>Log-filter</td>
<td>[S4], [S13], [S18], [S20], [S25], [S43], [S44]</td>
</tr>
<tr>
<td>Discretization</td>
<td>[S16], [S23]</td>
</tr>
</tbody>
</table>

TABLE 14
Data transformation approaches

<table>
<thead>
<tr>
<th>Data transformation approach</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modify target data similar to source data</td>
<td>[S24], [S35], [S40], [S41]</td>
</tr>
<tr>
<td>Modify both source and target data</td>
<td>[S24], [S35], [S40], [S41]</td>
</tr>
</tbody>
</table>

Learning algorithms to decide which feature(s) to include in building a classification model [S3]. The authors in [S3] recommended to use filtering approach, if the target is to achieve high recall values. If both higher recall and f-measure are required, their recommended approach is TOP-K approach. Further, they suggested to use minimum feature subset if appropriate precision or high f-measure is required. Nam et al. [S37], have used various feature selection approaches such as gain ratio, chi-square, relaF, and attribute significance evaluation. Their results confirmed the usefulness of feature selection approaches toward building better defect prediction models. Yu et al. [S15] performed score test to select the best set of features. Finally, the authors in [S42] mention the use of the feature selection technique, but its details has not been reported.

Normalisation. As shown in Table 12, normalisation is being widely used in CPDP. Two types of normalisation, namely min-max and z-score, are commonly used of which z-score normalisation is more popular.

\[ Z = \frac{X - \mu}{\sigma} \]  

Equation 1 shows the formal definition for z-score normalisation method. Here, \( \mu \) and \( \sigma \) are the mean and standard deviation of \( X \) respectively. Study [S24] uses both z-score and min-max normalizations. Min-Max is formally defined using the following equation.

\[ X_{new} = \frac{X - X_{min}}{X_{max} - X_{min}} \]  

Discretization. The number of feature values is one of the contributors to the speed and effectiveness of different machine learning algorithms [S30]. As a solution, some studies have used discretization, the process in which the number of possible feature values are decreased for continuous features [S30]. Both [S16] and [S25] had used Minimum Description Length (MDL)-based discretization schema proposed by Irani et al. [S43]. The supervised discretization algorithm proposed by the same authors uses entropy minimization heuristic for discretizing the range of a continuous-valued features to multiple intervals.

Log-Filtering. To tackle the skewness in data, some studies ([S4], [S13], [S20], [S43]) have converted the feature values by applying the logarithmic function to the original values. The rationale behind this argument is that the distribution of the log-transformed feature values better matches the assumptions of the normal distribution [S20].

3.4.3 Row Processing Methods

Table 15 lists the row processing techniques, which targets data instances as opposed to data features, along with the studies in which they appear. Filtering (36%) is the most frequently used method to address data heterogeneity via row processing.

Filtering. Turhan et al. [S20] proposed to use filtering method for CPDP. The rationale behind filtering method is that similar instances (according to the defined similarity measure) can potentially be better predictors for a corresponding test set. Therefore, they applied the k-Nearest Neighbour (k-NN) algorithm to training dataset in order to find the similar (relevant) instances for their
Row processing methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtering</td>
<td>[S5], [S13], [S18], [S20], [S23], [S25], [S27], [S41], [S43], [S44]</td>
</tr>
<tr>
<td>Re-weighting</td>
<td>[S18], [S23], [S25], [S26], [S41], [S44]</td>
</tr>
<tr>
<td>Re-sampling</td>
<td>[S18], [S26], [S39], [S44]</td>
</tr>
<tr>
<td>Clustering</td>
<td>[S11], [S23]</td>
</tr>
<tr>
<td>Privacy</td>
<td>[S27]</td>
</tr>
</tbody>
</table>

Investigated the exhaustive dataset selection approach by creating a metalearner from the results of a large number of predictions (160K) and the distributional characteristics of training and test datasets. The goal in their approach was to filter out irrelevant datasets based on the distributional characteristics so that the most suitable datasets are selected during the training process.

**Sampling/Re-sampling.** Typically data sampling is referred to as the process of modifying imbalanced datasets by some mechanisms in order to achieve a desired distribution of data [25]. To that end, two sampling techniques are commonly used: Over-sampling and under-sampling [26]. In over-sampling, the minority class samples are randomly selected and their copies will be added to the original dataset. Conversely, in under-sampling, the instances from the majority class are randomly discarded to achieve a balanced distribution [26]. Both over-sampling and under-sampling methods are utilised in [S26] and [S44], while [S18] uses over-sampling only and [S39] uses undersampling only. Synthetic minority over-sampling (SMOTE) had been used in two CPDP studies [S18], [S44] as the oversampling technique. SMOTE generates new artificial minority class instances synthetically based on feature similarities to deliver more balanced class distribution [27]. Tomek links introduced in [35] is the technique of choice for...
under-sampling in the study by Ryu et al. [S44].

**Weighting/Re-weighting.** Not all training data provide the same level of information in the prediction process. To increase the effect of particular instances on the overall model, instances are weighted according to different approaches. Weighting is also one of the methods of dealing with imbalanced data. In this case, the minority class instances are weighted in a way that a more balanced distribution of data is achieved. Further, Re-sampling has a close relationship with weighting. Two approaches are mainly considered for data weighting. If the classifier of choice supports instance weighting then weighting will be handled by the classifier. An example is the weighted k-NN classifier. Otherwise, one should re-sample the data, i.e., those instances with more weights could appear multiple times or modified instances generated form them could be added to the dataset. TNB in [S25], proposed to use gravitational weighting approach toward the data and modified NB learner to account for the assigned weights. This approach was later utilized in multiple models in the studies in either their proposed approach or in the benchmark approaches [S18], [S26], [S41], [S44]. Equally weighting the data from both classes was considered by [S23]. In this method, the data is modified in a way that the sum of the weights of the defect-prone instances is equal to the sum of the weights for non defect prone instances.

**Clustering.** Different clustering algorithms at different levels of granularity are used by some of the categorical studies. Herbold [S23] used EM clustering in order to create groups of characteristics vectors from the candidate source and target data for source data selection that are located in the same cluster as the target data. NN-clustering was another approach utilized in [S23]. In this case, target data similar to the source data were selected with favour to distributional characteristics. In [S11], Canfora et al. used a “local” predictor [51] based on association classification as classifier and MDS as clustering algorithm which acts as a benchmark for their MO prediction model.

While the above approaches are considered by some studies, a group of them discarded the use of any particular row processing methods. Both [S1] and [S7] investigate the applicability of different types of metrics in CPDP. Source code text in [S1] and OO metrics in [S7] were used to build the CPDP models. Similarly [S46] also targets the metrics used in CPDP, specifically focusing on design metrics which can be collected in early development stages.

3.4.4 Other CPDP Approaches

The majority of the categorical studies have mentioned specific names for their proposed approaches such as TNB[S25], DTB[S18], VCB-SVM[S26], and CODEP[S8]. However, not all of these approaches manipulate the data. Moreover, in the data oriented approaches, the models are usually comprised of one or more data processing methods listed in Tables 13 and 15.

We detected several approaches in categorical studies as described earlier. We noticed that the majority of the models were built as benchmark methods for the proposed CPDP approach(es) in the primary studies. For example, [S44] builds multiple prediction models using boosting and re-sampling as benchmarks for their proposed transfer cost sensitive boosting approach. Similarly in [S18], [S25], [S43] simple NB model with log transformation was used as benchmark for DTB, TNB, and HISNN respectively.

The majority of the studies (19 studies) present some models without any data specific approach. Finally, one study ([S27]) presents a data transformation approach that targets privacy issues in the context of CPDP. Beside the discussed approaches, three studies had reported the use of mixed data [S13], [S18], [S44]. Additionally, one study [S11] has used local methods (as a benchmark) proposed by Menzies et al. [51]. These two approaches are described briefly.

**Mixed data.** In the mixed data approach, CP data is combined with a portion of WP data and the defect prediction model is constructed on the new dataset [S13]. Turhan et al. [S13] evaluated the effects of mixed project data on the prediction performances. They concluded that, when limited project history data is available, defect prediction models based on the mixed data are useful. More specifically, they could perform even as good as full WP models [S13] in some cases. DTB [S18] also uses CP data mixed with 10% of available WC data. This approach trains a predictor based on boosting and mixed cross and within project data. Later, the usefulness of mixed data in the presence of the class imbalance issue was explored by Ryu et al. [S44]. During their experiments, the authors combined five, ten, and 25 percent of WP data with CP data for model construction and concluded that there is no significant performance difference between using 25 and five percent of WP data. In other words, the model with five percent of WP data performs as good as the one using 25 percent [S44].

**Local Methods.** Menzies et al. [51] proposed to use local models for defect prediction (and effort estimation). Before making predictions, the training and test set instances are clustered into n groups and the training instances belonging to each group are used to extract rules which minimise the defect numbers in each cluster. They concluded that the results achieved by the local (cluster) models are typically better than those from the global (cluster) models. The local models approach is considered in [S11] as a benchmark to their multi-objective approach. The data from the local models benchmark appear under clustering category and association rule learning technique as used in [S11].

3.4.5 Performance in relation to data approach

Data oriented approaches seem to improve f-measure through improvements in recall with no visible trend on precision. Higher end of the performance spectrum always includes Normalisation as a data oriented approach, so it’s safe to recommend the use of Normalisation at least. In the lack of any data approach, e.g., using data as is, one may expect low recall values, though higher precision.

We assessed the impact of various data issues by investigating them in relation with the overall performances.
The results are illustrated in the violin plots in Figures 5 and 6. We investigated the performance in relation to individual approaches as well as their combinations. In the first case (see Figure 5), these individual approaches that are either used independently or as a part of a combination are considered. For the second part, the combinations of the approaches as they are proposed in the studies are used (see Figure 6).

According to the plots in Figure 5, Normalization (N) has the highest median f-measure while its stability is not very good. One might note the high number of values contributing to the plot for Normalization, potentially decreasing its stability. Normalization is a very common technique among the studies and hence the lack of stability was expected to some extent. Clustering is next in line with respect to f-measure with the lowest number of data points (10). Filtering has a similar median value to the other two while being more stable than Normalization. Re-sampling and Re-weighting have the lowest median values among the data approaches. The lowest median value belongs to none, the case where no data approach is considered.

The recall plots reveal that most of the data approaches are recall oriented. Using no data approach has the lowest recall value while having the second best median precision. Moreover, clustering seems to favor a balance between precision and recall as in both cases, the performance is medium to low but its f-measure performance is better than most other approaches.

Considering the AUC values, normalization and log-filter have the highest median performances. A medium performance is achieved when no data approach is used and according to the plots, this performance is better than re-sampling and discretization.

The overall performances suggest that the use of data approaches can potentially lead to better predictions in most cases. To further investigate the relation of data manipulation in CPDP performance, we checked the different combinations of them as used in different studies. Figure 6 illustrates the performance of different combinations used in the studies.

In case of the f-measure plots, N (Normalization) has the highest median performance. Other approaches are C+N (Clustering+Normalization) followed by DT+N (Data Transformation+Normalization) and F (Filtering). These three combinations with respect to the median f-measure values, all use Normalization in their settings which has also the second best median recall performance among the different data approach combinations.

We observed that the data approaches tend to favor recall more than precision. Not surprisingly, the lowest recall performances happen when no data approach is considered in this case as well. LF (Log-Filter) is used in three cases among the top five recall plots. The combinations involving MD (Mixed data) are present in both good and poor perfor-
manances. In fact the two lowest data approach combinations include MD in their settings.

The stability varies more in case of precision compared with that of recall. Except for FS (Feature Selection), all of the plots in the top half, including no data approach at all, nearly cover the whole range. The low stability of Normalisation with regard to f-measure is probably affected by its bad stability in being precise. Meanwhile, Filtering (F) and C+N seem to be more stable than the top three models while having a similar median. The recall based nature of data approaches is observed again in this set of plots as the plots for no data approach have the second best median precision and the worst median recall values.

Finally, in the case of AUCs, N and LF+N receive the top places in the plot. It is important to note that while N provides the best median value, its stability is not very promising. It is also worth noting that using no data approach is not the worst case with respect to AUC.

3.5 Theme: Overall Paper Approach

We categorize the studies based on their main focus for further analysis. Some of them optimize the learning techniques while some other focus on manipulating the data. Metrics are also another target for such models. The study approaches are categorized as follows:

- **Learner**: The focus of this set of studies is on optimising the learning approach and they usually present sophisticated learning methods toward CPDP. Different optimisation/ensemble techniques such Bagging, Boosting, Voting, Meta-Learning, and other ensembles are utilised in this category. Examples of this kind are CODEP [S8], various ensembles in [S42], Multi-objective Optimisation [S11], and ensemble of weak classifiers [S4] among the others.

- **Data**: This set of studies propose to use rigorous methods toward modification or selection of data instances. Dimensionality reduction in TCA+ [S25], mixed data in [S13], exhaustive dataset selection in [S5], and the Universal model in [S39] are some of the examples in this category.

- **Metric**: Studies in this group focus on the metric sets used in the model building. These studies argue that certain kinds or sets of metrics provide more information and, consequently, better performance can be achieved by removing redundant features [S3], [S37], or in some cases proposing new metric suites [S1].

Some studies use a combination of this three while the overall focus of some studies is not clear. For example [S44] proposes TCSBoost, a cost sensitive boosting approach that utilizes mixed data in its settings. Therefore, the focus of TCSBoost model is selected as Learner+Data. Examples of studies with no clear focus are [S7], [S40], [S46] to mention some. Additionally, multiple models in the categorical studies are presented (mostly as benchmarks for the proposed methods) with no clear focus (e.g. simple NB).

Targeting learner, data and metric can potentially lead to better predictions (in terms of f-measure, recall, AUC) and more stable models (with regard to recall). However, the most visible positive trend seems to be the case where targeting learners tend to improve recall.

These information are collected from categorical studies and their performances are presented in violin plots. Figure 7 represents the results of this categorization in the extracted data. In general, it seems that having a CPDP specific research focus on either category (learning, data, and metric) can potentially lead to better predictions than using black box learners with (row-wise or column-wise) unprocessed data. Especially in the case of recall, this approaches can provide more stable models with significant boosts in performances. The models focused on metrics have higher median f-measure and precision values. Finally, median AUC values show a similar trend, revealing that focusing on different aspects of predictions for CPDP can lead to better results, except for precision.
<table>
<thead>
<tr>
<th>Study</th>
<th>Open-Source</th>
<th>Closed-Source/Student/Proprietary</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>JUR(Ant, Eclipse, Jedit, Lucene, Poi, Velocity, Xalan, Xerces)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S2</td>
<td>JUR(Ant, Eclipse, Jedit, Lucene, Poi, Velocity, Xalan, Xerces)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S3</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Lucene, Poi, Synapse, Velocity, Xalan, Xerces)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S4</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Lucene, Poi, Synapse, Velocity, Xalan, Xerces)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S5</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Lucene, Poi, Synapse, Velocity, Xalan, Xerces)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S6</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S7</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S8</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S9</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S10</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S11</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S12</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S13</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S14</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S15</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S16</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S17</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S18</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S19</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S20</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S21</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S22</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S23</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S24</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S25</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S26</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S27</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S28</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S29</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S30</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S31</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S32</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S33</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S34</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S35</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S36</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S37</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S38</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S39</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S40</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S41</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S42</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S43</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S44</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S45</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
<tr>
<td>S46</td>
<td>JUR(Ant, Camel, Ivy, Jedit, Log4j, Lucene, Poi, Tomcat, Xalan)</td>
<td>NASA-INDUSTRIAL, JUR-PROPRIETARY</td>
</tr>
</tbody>
</table>
0.3 median precision

Fig. 8. Performance in relation to the levels of granularity

### 3.6 Theme: Datasets and Levels of Granularity

Datasets form open source projects are dominant in CPDP studies. The metrics and levels of granularity vary among the datasets such as class, function, and file levels. NASA (54%), Jureczko (65%), and Softlab (25%) datasets are the most widely used datasets in CPDP studies. Some of these datasets contain bug numbers, which are usually converted to classes for the purpose of binary classification.

In CPDP, a diverse range of datasets are used for building the models from different sources. Open source datasets are the main contributors in this area, making the replications for such experiments much more easier. Moreover, the maturity of the NASA datasets is not considered in our study as many studies in this area are validating the proposed models using them. Utilized datasets, their metrics and their level of granularity is collected from the studies and are subjected to our analysis. The utilised datasets by the studies are summarized in Table 16. The table distinguishes among different kinds of datasets, i.e., open source, industrial, student, and proprietary. The used datasets are categorised based on their type and suit they belong to in the table. The following is also a short summary of the datasets from the studies which passed the quality assessment phase:

- **NASA**: NASA MDP datasets contain function/method level software metrics for 13 NASA Software projects.

- **Jureczko (JUR)**: These suite contains 48 releases from 15 open source projects (Ant, Camel, Ckjm, Forrest, Ivy, JEdit, Log4j, Lucene, PBeans, POI, Synapse, Tomcat, Velocity, Xalan, Xerces). Another 27 releases of 6 proprietary projects belong to this suit. All of these six projects are developed by the same company. Finally, 17 academic projects, with one release each, also belong to the same category. These projects are developed by groups of students within a period of one year. Each of these datasets contain 20 software metrics including OO, SCM, and LOC. The metrics and defect information are extracted using an extension of CKJM and BugInfo tools.

- **AEEEM**: AEEEM suite is collected by D’Ambros [37] and is comprised of metric and bug data from five open source projects (JDT:Eclipse JDT core, PDE:Eclipse PDE UI, EQ:Equinox Framework, Myl:Myllyn, Luc:Apache Lucence). Each dataset contains 61 software metrics including OO, previous defects, and change metrics. To access these suite visit: http://bug.inf.usi.ch/

- **ReLink**: Three datasets are present in this group: Apache HTTP Server, OpenIntents Safe, and Zxing. These datasets contain 26 static code metrics and the defect labels are manually verified after the automatic detection. The suite is collected by Wu et al. [38] and is publicly available: http://www.cse.ust.hk/$\sim$sims\} scc/ReLink.htm.

- **SoftLab**: This collection contains five datasets (ar1, ar3, ar4, ar5, ar6) donated by Softlab. These datasets contain 29 static code metrics as well as manually verified defect labels for different systems. These datasets share 17 of their metrics with NASA datasets and usually appear together in the studies [520], [524], [526], [537].

- **Mockus**: A subset of this suite is used in one study [540] for training their proposed universal model. Originally, the suite contains the defect data for about 235K projects hosted on SourceForge and GoogleCode [39]. Of this huge set of datasets, 1385 were selected to train the Universal model as many of these datasets were the main contributors in this area, making the replications for such experiments much more easier. Moreover, the maturity of the NASA datasets is not considered in our study as many studies in this area are validating the proposed models using them. Utilized datasets, their metrics and their level of granularity is collected from the studies and are subjected to our analysis. The utilised datasets by the studies are summarized in Table 16. The table distinguishes among different kinds of datasets, i.e., open source, industrial, student, and proprietary. The used datasets are categorised based on their type and suit they belong to in the table. The following is also a short summary of the datasets from the studies which passed the quality assessment phase:

- **NASA**: NASA MDP datasets contain function/method level software metrics for 13 NASA Software projects.


• Other suits: Study [S1] uses the source code text tokens as independent variables and uses the dependent variable information from Jureczko suite and Zimmerman et al. [44]. Study [S2] extract 63 software metrics from Sakura and JEdit editors using Understand tool for C and Java 4. They use eight OO+LOC metrics for their predictions. Study [S7] uses an extension of KCI dataset for which object oriented metrics are computed. Originally, the independent variables for this dataset were at the function level. Study [S39] extracts and uses the process metrics for multiple projects (Bugzilla (BUG), Columbia (COL), Gimp (GIP), Eclipse JDT (JDT), Maven-2 (MAV), Mozilla (MOZ), Perl (PER), Eclipse, Platform (PLA), PostgreSQL (POS), Ruby on Rails (RUB), Rhino (RHI)).

Beside the datasets themselves, the level in which the predictions are performed are captured for all studies. Three levels of granularity were detected during the data extraction phase. Function level predictions are performed in the case of most predictions on NASA and SOFTLAB datasets. The information on most of these datasets are at the lowest unit of code in their systems, i.e., functions. This level is finer than the level of the Jureczko datasets, in which the class level metrics are extracted. In this case, each instance in a particular dataset represents a Java class. Additionally, some of the studies [S13], [S37] perform predictions at multiple levels of granularity such as function/class/file levels.

The datasets are of great importance when conducting empirical research. In case of defect prediction, the generalizability of the models is impacted greatly by the selection of the datasets. One of the sources for the huge variance in the stability of different learning techniques, data approaches, etc. is probably the use of different sets of datasets that are utilized for building prediction models in different studies. Hence, various aspects of the datasets such as metrics used, their distributional characteristics, and their level of granularity should be considered when making claims for the usefulness of different benchmarks.

3.6.1 Performance in relation to levels of granularity

Performance of different models with respect to the degree of details in granularity is illustrated in Figure 8. We observe a consistent behaviour with respect to different levels of granularity in terms of f-measure, precision, and recall. In all three, function and file level predictions have the highest and the lowest median values respectively. With respect to AUC, the class level achieves the top median value while the file level predictions still have the lowest. Except for AUC, class level predictions have less stability as they cover a higher range. With these in mind, one can argue that function level predictions could potentially lead to better performance while being more effective in practice.

4 CPDP vs. WPDP

To measure the effect and power of the proposed approaches, we collected both within and cross project data for all the models that pass through our quality checklist. Studies [S1]–[S3], [S7], [S11], [S13], [S15], [S16], [S20], [S24], [S27], [S37], [S39], [S43], [S46] have compared the performance of their proposed approach to that of WPDP (with one or more of f-measure, recall, precision and AUC). Our comparisons however are not limited to the proposed approaches in the studies as we have combined the data from all of the reported models with enough information. We need to point out that when we draw conclusions from the results, we have to consider that the data for these models always include those of proposed approaches, i.e., the best CPDP models and approaches, while this is not the case for the WPDP models. Usually, the simplest WPDP models are considered in the studies when they act as benchmarks for proposed CPDP approaches and no rigorous and sophisticated optimisation or data manipulation methods are applied. This is also one more reason for including all of the benchmark cross project approaches used for the sake of comparisons in the studies.

Meta-analysis was employed to assess and compare the performance of CPDP and WPDP as there is no clear picture of how they perform against each other. Finally, we have to consider the fact that no set of evaluation measures and none of the types of reporting (median, average, original) are shared among all of the studies that contribute to this analysis. This is why multiple plots matching different criteria are presented.

4.1 Meta-analysis

In its essence, a meta-analysis incorporates statistical approaches to combine multiple studies in an effort to increase power over individual studies while improving the estimates of the effect sizes and resolve uncertainties when different studies disagree [50], [69], [76]. Therefore, it can be interpreted as a statistical overview of the results from multiple studies. Extraordinarily, very significant increases in power are less likely in general and one could reasonably expect that new methods will lead to modest improvements in the majority of experiments. This, however, is not to undermine the importance of these improvements. On the contrary, these small steps can be extremely important and provide significant benefits if applied under suitable circumstances. Perhaps the greatest advantage of using a meta-analysis is its ability in generalising the results to a larger population and proposing bigger pictures of the state for the research target. Individual studies are often too small for drawing reliable general conclusions. Combining the results of multiple studies using meta-analysis technique provides higher numbers of participants, less random error, and narrower confidence intervals [75]–[77]. Consequently, these factors could provide better evidence for verifying the validity of a true effect and investigating its statistical significance [78].

Having said these, meta-analysis have their downsides as well. Such a case is the occasional failure of this method to detect the source of bias. For example, meta-analysis cannot correct the poor design and bias in the original studies [70]. This has led to the use of different strategies to include/exclude certain studies based on sets of defined quality measures. However, using such filters could lead to another probable level of bias, i.e., selection bias (subjectivity) into the method [71], [72].
Nonetheless, the advantages are far more valuable than these few downsides if the analyses are carried out and interpreted carefully. For details on common criticisms of meta-analysis, and how they are addressed, we refer the reader to Borenstein’s book [96]. In software engineering, Kitchenham et al. endorse the use of meta-analysis [95]. Examples of meta-analysis in software engineering include investigations of test-driven development [92] and pair-programming [94].

The first step in meta-analysis is to calculate the outcome of interest and summary statistics for each individual study. In the second stage, the calculated statistics are combined to give an overall summary estimate. The weighted mean difference technique is considered in this study as it is one of the most popular techniques for meta-analysis with continuous variables and the one that best fits our available data [73], [74], [76]. In this approach, each study receives a weight. The greater the weight awarded to a study, the more it influences the overall estimate. Different weighting models exist for meta-analysis, most notably, the inverse variance method. The inverse variance method essentially assigns higher weight to larger studies and less weight to smaller studies. Alternatives, based on other factors such as trial quality exist but such methods are rarely used and not recommended [78].

### 4.2 Fixed and Random Effect Models

Two popular methods of performing meta-analysis are fixed and random effect models [76]. The fixed effect model assumes that the subjects share a common effect [76], [77]. In other words, it considers only one source of variability, i.e., the within study error. As a result, the contribution of differences among studies are solely due to sampling error, i.e., by increasing the sample size it is likely that the effects converge to one true effect [76], [77]. The assumption that the true effect is shared among the studies. Therefore, the random effect model which considers a second source of variability, i.e., the between study error, is usually reported.

The random effect model is built on top of the results of the fixed effect model. The description of the random effect model and its procedures will be discussed after presenting the required calculations for the fixed effect model. For more detailed analysis and discussions, see [75]–[77].

**Fixed effect model:** To estimate the individual effect for a specific study one needs to assess the difference between the experimental and control groups. One popular method of doing such comparisons is through the effect size calculations. The following equation is used to calculate Cohen’s $d$:

$$cd = \frac{X_c - X_e}{\text{std}_{\text{pooled}}} \quad (3)$$

Here, $X_c$ and $X_e$ are the means of the control and experimental groups, respectively. $\text{std}_{\text{pooled}}$ represents the pooled standard deviation which can be calculated as follows:

$$\text{std}_{\text{pooled}} = \sqrt{\frac{(n_c - 1) \ast (s_c)^2 + (n_e - 1) \ast (s_e)^2}{n_c + n_e - 2}} \quad (4)$$

Where $s_c$, $n_c$, $s_e$ and $n_e$ are the standard deviation of control group, number of subjects in the control group, standard deviation of experimental group, and number of subjects in the experimental group, respectively. Multiplying Cohen’s $d$ by Hedges’ correction factor (Eq. 5) will result in Hedges’ $d$ (Eq. 6):

$$J(m) = 1 - \frac{3}{4m-1} \quad (5)$$

$$d = J(n_c + n_e - 2) \ast cd \quad (6)$$

Having the effect size calculated, the confidence interval can easily be estimated using the following equation:

$$d - Z_\frac{\alpha}{2} \sqrt{v} \leq I \leq d + Z_\frac{\alpha}{2} \sqrt{v} \quad (7)$$

In this equation $d$ is the effect size for the individual study and $Z_\frac{\alpha}{2} = 1.96$ for $\alpha = 0.05$. Further, $v$ represents the estimated variance which can be calculated as follows [50]:

$$v = \frac{n_c + n_e}{n_c \ast n_e} + \frac{d^2}{2(n_c + n_e)} \quad (8)$$

The following equation, calculates the overall effect:

$$d_s = \frac{\sum_i w_i \ast d_i}{\sum_i w_i} \quad (9)$$

where $w_i$ is the weight assigned to study $i$ and is equal to the inverse of its observed variance:

$$w_i = \frac{1}{v_i} \quad (10)$$

The variance for the overall effect, therefore, can be calculated as follows:

$$v_s = \frac{1}{\sum_i w_i} \quad (11)$$

Finally, the confidence interval for the overall effect is:

$$d_s - Z_\frac{\alpha}{2} \sqrt{v_s} \leq I \leq d_s + Z_\frac{\alpha}{2} \sqrt{v_s} \quad (12)$$

**Random effect model:** The fixed effect model relies on the assumption that the true effect is shared among the studies. This assumption, however, might not always be plausible. Even though the studies for meta-analysis are usually similar when considered, there is generally no reason to assume that they share a common effect. Therefore, rather than one true effect, we assume the existence of a distribution of true effects. The random effect model assumes that the differences among individual effect sizes are due to sampling error as well as other variables and factors that have not been accounted for. The combined effect consequently, cannot be represented as one, but instead is represented by the mean of the population of true effects [76].

The calculations for the random effect model, involve changing the weighting mechanism used by the fixed effect
model. Specifically, $Q$ which represents the total variance, and $df$, which represents the expected variance if all studies have the same true effect need to be calculated first. The difference, $Q - df$, is called the excess variance which after transformation into the same scale as the within study variance is denoted by $\tau^2$ (tau-squared). The $Q$ statistic is computed as follows:

$$Q = \sum_i w_i \times (d_i - d_\star)$$  \hspace{1cm} (13)

where $w_i = 1/v_i$, the inverse variance, is the weight for individual effects in the fixed effect model. When the only source of variance is the within study error, then the expected value of $Q$ would be the degrees of freedom ($df$) where

$$df = \# \text{studies} - 1$$  \hspace{1cm} (14)

Consequently, the between studies variance, $\tau^2$, can be calculated according to

$$\tau^2 = \begin{cases} \frac{Q - df}{C} & \text{if } Q > df \\ 0 & \text{if } Q \leq df \end{cases}$$  \hspace{1cm} (15)

Where

$$C = \sum_i w_i - \sum_i \frac{w_i^2}{\sum_i w_i}$$  \hspace{1cm} (16)

is the scaling factor for transformation into the same scale as the within study error. Using $\tau^2$, the weights and the overall effect can be calculated as follows:

$$w_i' = \frac{1}{v_i + \tau^2}$$  \hspace{1cm} (17)

$$d_\star' = \frac{\sum_i w_i' \times d_i}{\sum_i w_i'}$$  \hspace{1cm} (18)

Similar to the fixed effect model, the overall variance and the 95% confidence interval could be computed as

$$v_\star' = \frac{1}{\sum_i w_i'}$$  \hspace{1cm} (19)

$$d_\star' - Z_{\alpha/2} \sqrt{v_\star'} \leq I \leq d_\star' + Z_{\alpha/2} \sqrt{v_\star'}$$  \hspace{1cm} (20)

Finally, the one and two tailed $p-value$ for random effect model can be computed using $z_\star'$ value and the standard normal cumulative distribution function, $\phi(z)$ by the following (similar for fixed effect using, $d_\star$ and $v_\star$):

$$z_\star' = \frac{d_\star'}{\sqrt{v_\star'}}$$  \hspace{1cm} (21)

$$p-value = 1 - \phi(z_\star')$$  \hspace{1cm} (22)

$$p-value = 2 \times (1 - \phi(|z_\star'|))$$  \hspace{1cm} (23)

Using the random effect model, it is expected to observe changes in the fixed effect model by modifying the weights to be more balanced. The location of the combined effect could potentially change due to the weight updates. Finally, the confidence interval for the combined effect is expected to increase, which in turn might lead to a non-significant overall effect (intersection with the y-axis or $p-value \geq \alpha$).

### 4.3 Meta-analysis Results

Very briefly, WPDP outperforms CPDP. CPDP challenges WPDP only with respect to recall, but that is at the cost of precision. This trend is hidden when checking performance with the compound f-measure. NASA and Jureczko datasets are likely to be involved in the performance shift toward CPDP. Both fixed and random effect meta-analysis models lead to very similar results and it is recommended to perform and report both as a measure of robustness for the choice of statistical model [78]. Therefore, both fixed and random effect meta-analysis were performed for studies, datasets, and learners, i.e., the difference between CPDP and WPDP was assessed among the studies and further in relation to the datasets and learners. Furthermore, multiple plots are prepared based on the measures of performance (f-measure, precision, recall, AUC). The results of our analysis are represented in Forest Plots. Each contributing case in the forest plots appears as a row in the plots (a study, a dataset or a learner depending on the analysis category). The filled black box in each row represents the weight of that particular instance (study, dataset, learner) for the random effect model. The centre of the box is where the mean is located. The fixed effect weights for each instance are represented by unfilled rectangles. When the boxes for the fixed effect weights are not visible, they are covered by the boxes from the random effect model. This can happen when the random effect weights (for smaller instances) become larger or when the weights from the two models are very close. The latter occurs when the between study variance is very small or when the two models match, i.e., $\tau^2 = 0$. The line on the sides of each box are the 95% confidence interval associated with each instance. The thin dashed line shows the line of no effect for the random effect model, i.e., the average overall random model effect size. Similarly, the thin red dotted line represents the line of no effect for the fixed effect model. The diamonds, their placements, and their sizes show the state of the overall effect (filled black diamond for random effect and the unfilled diamond below it for the fixed effect model). An intersection between the y-axis and the confidence interval for an instance shows a non-significant difference. This is also the case for the overall effect and if a diamond intersects with the y-axis, the overall performance difference for that model won’t be statistically significant. The $p-values$ for significance and the 95% CI for both models are also represented through summary statistics in...
the left (random effect) and right (fixed effect) sides of the plots. The placement of the boxes (for each instance) and the diamond (for each model) in the left side is for performances in favor of WPDP while the right side is for CPDP. The list of the studies, datasets, or learners and their proportion of the total weight (only for the random effect model) are shown in the left side of each plot.

Figure 9 presents the plots for f-measure, recall, and precision evaluation measures per study. With f-measure, three studies ([S3], [S11], [S39]) present the evidence for a significant difference between WPDP and CPDP while the data from other studies do not show such differences. These three studies have the highest contribution to the fixed effect model, demonstrated by their effect box sizes. The overall effect is very close to zero (-0.006) for random effect and very small for the fixed effect (0.074), non of which are neither significant nor large. The majority of the studies favour WPDP over CPDP. The significant difference observed in [S3] is the main reason for the big shift toward CPDP.

The fixed and random effect models do not agree on the significance of the overall effect for recall. With random effect, CPDP outperforms WPDP, but similar to the median f-measure case, the performance difference is not statistically significant ($p = value = 0.394$). The fixed effect model, however, shows a significant difference toward CPDP ($p - value < 0.001$). The between study variance, denoted by $\tau^2$, causes the expansion of the CI for the random effect model for both f-measure and recall (with study [S3] as a potential reason). The good performance of CPDP toward recall has been pointed out with results from multiple studies [S11], [S20], [S26], [S44] as well as our analyses in previous sections. A better WPDP performance is observed when precision is considered. The fixed and random effect models match one another in this case, demonstrated by $Q = 0, \tau^2 = 0$ and $p - value = 0.595$, rejecting the heterogeneity. The precision performance except in [S2] are toward WPDP. Finally, WPDP wins against CPDP when AUC is considered but the diamond representing the overall effect has an intersection with the y-axis in random effect model, making the overall effect non-significant despite the medium overall effect size. The fixed effect model, however, achieves a significant difference with AUC having $p - value < 0.001$.

Forest plots for the comparison of CPDP and WPDP considering the datasets are presented in Figures 10 and 11. In terms of f-measure, beside the overall effect sizes, the majority of the datasets favor WPDP over CPDP. Only three datasets (Camel 1.6, MOZ, Sakura r1.3) are in favor of CPDP. Recall with a much higher number of observations is significantly better with CPDP, however, the effect sizes are small for both random and fixed effect models. Jureczko datasets make up the majority of the datasets in favour of CPDP with recall. The performance difference with precision is also more vivid in this case. WPDP is significantly more precise than CPDP and the achieved large effect size confirms this finding as well. With AUC, most of the datasets have a better prediction performance with WPDP. NASA datasets are the only datasets in favor of CPDP in this case. In particular, three NASA datasets (cm1, kc3, pc2) have better AUC with CPDP in comparison with those gained from WPDP. In general, NASA and Jureczko datasets have highly
Fig. 10. Performance comparison between CPDP and WPDP across different datasets: f-measure, recall and precision
contributed to the performance shift toward CPDP. Further, the share for some of these particular datasets is higher than the rest of the datasets as they have been used and validated in more studies. Fixed and random effect models are similar in the case of datasets and they agree with each other beside the differences in effect sizes and confidence intervals. The overall effect sizes for precision and AUC are higher than those of fixed effect model, but the confidence intervals are wider as well. The effect size for recall has become smaller in response to the more balanced weightings of the random effect model and the confidence interval, similar to the other measures is larger as well.

As another probable source of influence on the performance difference between CPDP and WPDP, we have evaluated the performances with respect to the learning techniques. The forest plots in Figure 12 present the results in this regard, extracted from the categorical studies. The overall random model effect with f-measure, a medium effect size, is toward CPDP but it is not significant. The overall effect for the fixed effect model, however, is tiny (-0.039) and not significant. The shift in location of the overall effect is clearly caused by the high weights assigned to the LR and RF learners, while the high performance differences observed with different learners cause the wide confidence interval for the overall random model effect. CPDP achieves a significant medium to large effect size for outperforming WPDP with respect to recall, as can be expected considering the observation that the majority of the learners have a favourable CPDP recall performance. In
a case of disagreement and with similar situation to that of f-measure, the very high (relative) weight assigned to a single learner, NB in this case, has caused a large shift in the location of the overall effect for the fixed effect model, causing it to be tiny and insignificant (0.084). With precision and AUC, WPDP is significantly better than CPDP while in both cases, wider confidence intervals can be observed.

With respect to the f-measure of particular learning techniques: SVM, DT, BN, CRM114, and DTree are in favor of CPDP, while RF and LR prefer WPDP. NN and NB are slightly better with WPDP but the difference is less significant for them. A very similar pattern can be observed for recall as well with the difference that LR is now marginally pro recall. With respect to precision, as expected based on the previous discussions, a significant difference in favor of WPDP can be observed. Only two techniques, i.e., BN and DT, are in favor of CPDP, neither of which are significant individually. Conversely, three of the learners achieve substantial effect sizes individually in favor of WPDP. Finally, with AUC, only one learning technique (LR) is in favor of CPDP and the rest are in favor of WPDP, resulting in a medium to high overall effect size toward WPDP.

5 DISCUSSION

By synthesizing both qualitative and quantitative data, this section provides answers to our defined research questions. We follow a similar approach used by Hall et al. [1] when discussing model performance in relation to certain factors (e.g., independent variables, modeling techniques, etc.). First, the performance within individual studies is discussed. This helps to figure out the major predictive performance impact within each particular study. Then, the model performance across studies is discussed to get a bigger picture of how well a model performs across studies. A similar approach is considered for comparing WPDP and CPDP performances.

5.1 Independent Variables in CPDP (RQ1)

The independent variables used in the categorical studies can be mainly categorized as traditional metrics (size and complexity metrics), process metrics (code delta, code churn), and Object-Oriented metrics. In addition to the above three categories, one study uses text tokens extracted from source code [S1].

Analysis of the model performance across the categorical studies suggests that the combinations involving LOC, OO, and SCM improve the predictive performance of their respective models. Further, the analysis reveals that the process metrics have a poor performance in comparison with the previous categories. However, Kamei et al. [S39] asserted that the defect prediction models built with process metrics are more useful in comparison with the traditional defect prediction models as they are done at a finer level of granularity and the responsible developers for inspections can be determined more rapidly. Their results showed that WPDP models built with code changes outperform CPDP counterparts in terms of AUC, precision, recall, and f-measure.

CPDP models built with only OO metrics tends to perform better than the other CPDP models built with only one set of metrics (e.g., only process metrics) in terms of f-measure and precision. Source code text from [S1] also has a comparable performance, but the evidence for it is not as strong as of OO.

We observed that the models built upon the combination of different independent variables perform the best. Watanabe et al. [S2] and Canfora et al. [S11] used OO and LOC. The combination of OO, SCM and LOC is utilised by several studies ([S3], [S5], [S2], [S40]). Further, Jing et al. [S41] used the combination of OO, SCM, and process metrics along with LOC. Moreover, OO+LOC, which has the top spot with regard to recall, has the lowest median precision.

Finally, Zhang et al. [S40] showed that context factors such as programming languages, the presence of issue tracking systems, the total number of commits, and the total number of developers can further increase the predictive performance of the models using only code and process metrics.

5.2 Modeling Techniques in CPDP (RQ2)

Naïve Bayes (NB) and Logistic Regression (LR) are the most commonly used modeling techniques in CPDP. Most of the studies have constructed multiple models with different modeling techniques and their comparative performance are reported. When considering individual studies, it is not possible to see a clear picture of which modeling technique performs the best in CPDP context. Singh et al. [S7] concluded that J48 (a variant of C4.5 implemented in Java) performs better than the other benchmark classifiers (NB, SVM, RF, NN, and DT). Further, they revealed that NB classifier favors CPDP over WPDP in terms of precision. He et al. [S5] also reported that the best prediction results are provided by J48. They later observed that simple classifiers like NB could perform well in CPDP context with respect to the overall performance [S3]. Additionally they asserted that NB and BN are relatively stable in presence of different metric sets in source and target data sets. Liu et al. [S14] reported that GP-based models perform better than the non-GP models. They presented these results by comparing GP-based models against 17 non-GP models. Chen et al. [S18] observed that DTB, which is based on NB and boosting, improves CPDP performance by reducing negative samples in CP data. VCB-SVM, a model based on SVM and boosting, can better classify defect-prone code units by considering the class imbalance issue [S26]. Similarly, better results were observed by Ryu et al. [S44] with TCSTBoost which uses NB with boosting and utilizes mixed WP and CP data.

Detailed analysis of the categorical studies suggest that the CPDP performance may associate with modeling technique used. As mentioned earlier, NN, SVM, and DTree achieve the highest median f-measure performances and they seem to be performing relatively well in CPDP context. Moreover, base learners perform better with respect to f-measure compared with the ensembles. Conversely, ensembles seem to improve the performance of base learners in terms of recall and AUC. Notably, standalone BN has the lowest AUC while metalearner BN provides the highest. Ensembles seem to improve LR as well in terms of AUC. Despite its complicated nature, RF classifier has a low median
performance with respect to multiple measures. Further, the performance of NB is medium in terms of f-measures and recall and medium to low with AUC and precision. LR has a medium to low performance and is comparable or inferior to NB while being more complicated.

5.3 Performance Evaluation in CPDP (RQ3)

Analysing performance evaluation criteria of 28 categorical studies disclosed that the majority studies had computed various compound performance measures using the confusion matrix to evaluate the performance of their prediction models. Few studies had employed only AUC to measure the model performance ([S4], [S37], [S46]).

Almost all the studies construct single objective defect prediction models. Single-objective defect prediction models detect a set or a ranked list of likely fault-prone code units [S11]. Multi-objective Defect Prediction, on the other hand, targets multiple goals at once. MODEP [S11] uses a multi-objective approach to target both cost and effectiveness. MODEP tries to achieve a compromise between cost and effectiveness. Therefore, software engineers can select predictors that achieve their desired level of compromise.

The majority of the studies had given some sort of justification for selecting their particular set of measures. In some studies, popularity is one of the reasons in that regard ([S5], [S7], [S25], [S39], [S41], [S46]). Theoretical justifications are another approach that some of the studies have taken into consideration. Arguments such as being threshold sensitive and biased against the class imbalance problem fit into this category as well. A number of the studies have taken these issues into account for not selecting precision and accuracy ([S13], [S20], [S25], [S27]). For example, [S20] had used recall, probability of false alarms and balance and dismissed the use of accuracy, mentioning that such measures are poor indicators of performance considering the balance between the defect prone and defect free classes, i.e., the class imbalance [67]. AUC, on the other hand, is threshold insensitive while not being influenced by the class imbalance issue. This has justified the use of AUC in some of the studies either individually ([S4], [S37], [S46]) or with other measures [S26]. The justifications for using particular performance measures were collected when possible for the primary studies. A summary of these justifications are presented in our online appendix.

While the selected reporting measures by the studies could provide some means of comparisons, the lack of common measures make such tasks difficult or even impossible. Hall et al. [1] presented alternatives to be used for reporting. They particularly suggested to report AUC and confusion matrices and presented references for useful means of reporting [1], [67], [68] (for confusion matrices). Further, they recommended Average Relative Error (ARE) for continuous studies [1]. The concern of using particular performance evaluation measures in different contexts has been raised by different studies [1], [67], a summary of which is presented by Hall et al. [1]. For example, Menzies et al. in [67] did not use precision and accuracy arguing that they are poor performance indicators when the instances of the target class are rare.

5.4 CPDP Approaches (RQ4)

A variety of approaches are proposed in CPDP, addressing different data and learner related issues. Of those issues, class imbalance and data heterogeneity are the most commonly investigated by the proposed models.

Approaches such as DTB [S18], VCB-SVM [S26], TCS-Boost [S44], and JIT [S39] had used data re-sampling to deal with the class imbalance issue.

NN-filter [S20] tries to come up with similar data to those of the test set, resulting in a more suitable training dataset. Transforming the data to make the data distributions more similar is another approach considered by the categorical studies. Approaches such as metric compensation [S2], TCA+ [S24], Universal model [S40], CCA+ [S41] belong to this category. LACE2 [S27] also fits into the data transformation category but its transformation is more focused on the privacy issues rather than the performance.

Some approaches have used multiple methods in their settings to achieve their desired goals. Turhan et al. [S13], DTB [S18] and TCSBoost [S44] utilised mixed data to create CPDP models.

Only one study [S23] in the included set uses clustering in their proposed approach. Two methods are utilized to find similar data in this case, namely NN and EM clustering.

Feature selection is also used by multiple studies [S3], [S15], [S37], [S42]. Heterogeneous Defect Prediction (HDP) approach proposed by Nam et al. [S37] uses feature selection and feature matching in its defect prediction process.

Basic data processing methods such as data normalization and logarithmic transformation had been used widely in CPDP as they are believed to have positive effect on the performance of CPDP.

Benchmark methods are also an interesting point to stress out. Usually the proposed approaches are compared with other well-studied methods in the literature. As such, He et al. [S18] compared DTB with other famous approaches in the CPDP such as TNB, NN-filtering, and mixed data approach. They stated that, DTB performs significantly better than all the other counterparts statistically in terms of g-measure. Similarly, in [S25], the predictive performance of TNB is compared with NN-filtering approach, leading to the conclusion that TNB outperforms filtering in terms of AUC and f-measure.

Jing et al. [S41] had compared their proposed approach (CCA+) with various state-of-the-art approaches such as TCA+, NN-filtering, and TNB. Their experimental results indicated that CCA+ is superior to the benchmark CCDP methods in terms of three widely used measures namely recall, pf, and f-measure.

Even though some studies have provided comparisons with few CPDP approaches, there was no clear consensus on which CPDP approach performs the best. Thorough analysis of the model performance across studies suggest that the performance of the model links to the data and overall paper approaches used. More specifically, the general trend seems to be the recall based nature of the data approaches. This good recall based performance has probably contributed more to the overall increase in f-measure performance when data approaches are utilised. This can also be argued as the data approaches do not seem to have a profound effect on
precision and using no data approach yields better precision performances compared to the other counterparts.

5.5 CPDP vs. WPDP (RQ5)

We performed three sets of analysis for benchmarking the performance of CPDP models against that of WPDP as no general conclusion could be made by just considering individual studies. Some studies support WPDP performance (e.g., [S15], [S39]) while another group make claims in favor of CPDP (e.g., [S1], [S3], [S5], [S11], [S23], [S40], [S41]). These claims vary in terms of specific performance measures (e.g., recall, AUC) or modeling technique (e.g., NB, J48) to mention some.

He et al. [S5] asserted that source data from the same project does not always lead to better prediction results and CP data could potentially provide better predictive performance results when the most suitable source datasets could be determined. Herbold [S23] observed that the CPDP performs better with recall, but it lacks the precision of WPDP models. Similarly, Mizuno and Hirata [S1] revealed that WPDP with source code text tokens as independent variables achieves better precision compared with that of CPDP models, but underperforms CPDP in terms of recall.

Zhang et al. [S40] observed that there are clear differences in the performance between the universal model and WPDP models with all performance measures except AUC. Specifically, the universal model yielded lower precision, but achieved higher recall values. Further, they asserted that the universal model is as effective as WPDP models in terms of AUC. CCA+ [S41] not only considers the heterogeneity in the data but also obtains comparable prediction results to WPDP. The results of the study conducted by He et al. [S3] indicated that WPDP models capture higher precision while CPDP models achieve better recall or f-measure. Canfora et al. [S11] revealed that CP predictions are worse than WP predictions in terms of precision and recall. However, MODEP introduced by them achieved a better cost-effectiveness compared with single-objective predictors trained with WP data.

We performed two sets of meta-analysis, i.e., fixed and random effect models to investigate the relationships and their directions between CPDP and WPDP. For each effect model, we performed three sets of analysis targeting different aspects of the studies. Our first set of meta-analysis grouped by primary studies revealed that CPDP could achieve comparable performance to WPDP in terms of f-measure. Even though the majority of the studies show a positive effect for WPDP, the overall result is neither toward CPDP nor WPDP and the difference is not significant. With recall, CPDP achieves a better performance resulting in a non-significant medium effect size with random effect model and a small to medium effect size with fixed effect model. Conversely, WPDP wins with precision both in terms of number of studies and the overall effect. The random and fixed effect models match in this case as the test for heterogeneity is rejected ($p-value = 0.596$). The achieved effects for precision are medium and significant in favor of WPDP. Finally, despite having similar medium effect sizes, the fixed and random effect models do not agree on significance for AUC. The fixed effect model, clearly impacted by [S39], shows significance ($p-value < 0.001$) while the balanced weights and consequently, the wider overall confidence interval for the random effect model demonstrate insignificance ($p = value = 0.063$).

To reach a higher degree of confidence we conducted further investigations on the factors that are likely to impact the performance differences. This time, we categorized the collected data with respect to the datasets that are used. The results in this case show better WPDP performance in terms of precision and AUC and f-measure. With recall, CPDP performs better than WPDP and the difference is significant. Moreover, we observed that the main contributors to the good results of CPDP are Jureczko datasets which tend to improve recall.

The next set of analysis revealed a similar pattern with precision and AUC, but the performance difference with f-measure were not significant. We further observed that some of the learning techniques might be more suitable for CPDP in relation to different performance metrics. At the same time, the fixed effect model results demonstrated different outcomes with recall and the reason for the difference, i.e., the higher assigned weights to the most widely used learners, was detected as the reason behind the difference.

While the fixed and random effect models did not agree on all cases, in summary, we observed the recall based nature of CPDP with multiple sets of analysis. The conclusions of different studies about the precision and AUC of WPDP models were confirmed as well. It is important to remember that the best results of CPDP are included in these comparisons while the results for WPDP are provided as a part of the benchmark methods for the proposed CPDP approaches. These WPDP models are usually built in simpler manners, without much sophisticated approaches and one could argue that, in practice, WPDP could outperform CPDP with possibly even larger difference margins.

6 Guidelines and Recommendations for Future Research

The vast history of defect prediction has lead to proposal of many theories, approaches, and models. Hall et al. [1] performed a comprehensive systematic review on the subject. Many of the proposed ideas have been adapted and applied by CPDP branch despite its recent history. We summarized the state of CPDP in this study. Below is a list of the suggestions for future research.

6.1 On data quality and SZZ

As pointed out by Hall et al. [1], researchers should seriously consider data quality for their research. As seen with our list of primary studies, the majority of the datasets are quite old and their quality and usefulness (e.g., NASA dataset) are under question in two ways. The first issue, raised by multiple studies [1], [40], [49] in this area, is the quality of the datasets. This is stressed upon to such a degree by Hall et al. [1] that they have failed almost every study that experiment with NASA datasets in their quality assessment stage (114 failed studies of which 58 use NASA datasets. These 58 studies belong to a set of 62 papers in total, which use NASA datasets meaning that only 4 passed the
quality assessment stage). Another issue with these datasets is the alignment of their practices with today’s development practices, which make the data potentially irrelevant and, if not selected/handled/treated carefully, even harmful. On the quality issue, we strongly feel the need of performing additional studies so as to evaluate the validity of the data in the first place.

In addition, the true origin of the bugs and the number of bugs in each unit of interest in both code and change metric datasets have potential for further research. The majority of the datasets for CPDP and defect prediction in general are generated through automated heuristic approaches such as SZZ [61]. However, SZZ and its extensions [61]–[64], for example, can not handle an entire line of bug fixing, i.e., when bugs are fixed only by addition of new code (or sometimes moving the code in the source files) [64]. This is not to be interpreted as a recommendation to discard all SZZ generated datasets, but rather a call for more research effort for compiling better quality defect datasets.

Hence, the quality and representativeness of the datasets and the process of mapping bugs to code units needs better solutions and serious attention for the validity of future research. For reviewers of CPDP papers, analysis of a conveniently random subset of datasets should raise doubts.

### 6.2 On performance measures

Regarding the predictive performance, it is important to report multiple performance measures to fully grasp the nature and capabilities of the proposed models [1], especially with regard to compound measures such as f-measure. Being a compound measure, f-measure can be misleading in differentiating the differences across precision and recall. Reporting base measures instead of compounds would help computing additional measures in the future. Reporting performance based on confusion matrices and AUC is also a highly encouraged practise [1]. AUC is fundamentally different from f-measure, recall and precision such that it is threshold independent. Hall et al. [1] not only provided suggestions for what to use, but they also warned the researchers about the conclusion invalidity in case of using inappropriate performance evaluation measures. Therefore, the choice of evaluation measure should be thought out carefully.

We observed that in most cases CPDP studies report higher recall at the expense of lower precision (and this insight is lost with f-measure). Ideally, defect prediction models are decision support systems for the developer or QA personnel, raising flags for potentially defective cases. Herzig and Nagappan argue that practitioners prefer precision over recall in their workflow [93]. For example, practitioners will lose faith in a system that makes too many false alarms and cause them extra work, whereas they will trust a system with high precision even if it cannot detect all cases.

Therefore, we recommend that future CPDP research is benchmarked more on precision than recall, while reporting AUC or base measures such as true/false positives/negatives.

### 6.3 On the use of statistical tests and effect sizes

Performing appropriate statistical tests and computing and reporting relevant effect sizes would help in demonstrating the validity of the conclusions. In our list of 46 primary studies, 10 present effect sizes ([S3], [S13], [S18], [S22], [S26], [S28], [S29], [S40], [S43], [S44]) three of which are published by the same authors ([S26], [S43], [S44]). Before using a statistical test and/or an effect size calculation method however, one should investigate the possibility of using them based on their assumptions. Using inappropriate tests could lead to significance when there are none. Having said these, it is important to consider the power of the utilised tests when drawing conclusions. The less powerful non-parametric tests could show lack of significance due to their weaker power in comparison with parametric tests, however, parametric tests require more assumptions, some of which are violated in many experiments.

Different types of tests have been proposed and employed in software engineering, some of which are described in [56]. While discussing the subject, one must notice the possible disadvantages of using particular tests despite their occasional usefulness. For example, while the Friedman-Nemenyi test, used and encouraged in [7], [56] provides useful insights, it can sometimes be confusing. Specifically, the results of such tests should be interpreted with caution as the ranking procedure does not differentiate between a good performing approach that has a slightly lower performance among the benchmarks on one hand, and an absolute worst performing approach, not even close to the other benchmarks in terms of performance, on the other hand. Hence, the decision between a good and a bad approach becomes more difficult with such tests.

Therefore, for the sake of simplicity and the big picture, the use of Scott-Knott test [102], which groups the methods into distinct classification ranks is encouraged. This test does not suffer from the overlapping groups issue, which is present in several other post hoc tests, one of which is Nemenyi’s test.

Further, effect sizes like Cliff’s d [103] (which is a measure of how often values in one distribution are larger than the values in a second distribution) are preferable to parametric counterparts, since they do not require any assumptions about the shape or spread of the distributions. Finally, the non-parametric bootstrapping technique [104] (estimation by measuring properties when sampling from an approximating distribution) can be useful in the context of (cross project) defect prediction.

While we are not the first to make this recommendation, we see that this issue is not considered as seriously as it should. Therefore, we encourage further research, once more, to choose statistical tests appropriate for the study design rather than employing them based on their popularity, to check and report on the underlying assumptions of the statistical tests, and to report effect sizes.

### 6.4 On the lack of search based and multi-objective methods for CPDP

Very few studies have focused on search based approaches in CPDP. We observed that manipulating data can potentially improve the performance as described earlier in the
data approaches section. These approaches open new perspectives to search based methodologies for CPDP. Specifically, we observed only one study [S11] with a multi-objective approach. However, we rarely encounter single-objective tasks in reality, something that is seldom targeted by CPDP. As such, targeting multiple goals with potential focus on data and learning technique optimisation would probably be of great value and a step toward practical applications for research in CPDP.

There is a research gap on search-based and multi-objective methods for CPDP. We recommend further research to exploit and fill this gap.

6.5 On the use of metric sets as features
We observe that feature extraction is seldom used in CPDP studies. Adapting and applying state of the art techniques in feature extraction and applying the knowledge learnt from the body of work on lower-dimensional manifolds, spectral learning, and random projections may prove to be more useful in building predictors [57]–[59]. Only a few studies [S2], [S3], [S15], [S37], [S40] (very limited in some) have considered the feature and metric manipulation by means of feature selection and obviously more research in the area is required. Moreover, the feature manipulation approaches can be used in multi-objective methods as one of the data manipulation approaches as discussed earlier.

Most studies utilise software metrics without pre-processing, e.g., feature selection/extraction, even though the complex CPDP algorithms prevent reasoning based on these metrics. There is a research gap on applying state of the art feature extraction techniques and we recommend further research to exploit and fill this gap.

6.6 On tuning hyper-parameters of learners
We observed that almost all studies use the default options set by the learning environments for setting the hyper-parameters of learning techniques. A recent study [S3] asserted that the majority of the most commonly used classifiers require the setting of at least one parameter. Similar observations are also presented in [1], [S4], [S5], raising concerns regarding the usage of default parameter values, which, if tuned properly, often lead to better performance.

We recommend that hyper-parameter tuning for existing and proposed approaches in CPDP research should not be considered optional, but rather necessary.

6.7 On the lack of CPDP studies on commercial/closed source systems
There are very few examples that demonstrate the applicability of CPDP approaches in industrial settings. This lack of demonstration of practical applications lead to concerns regarding the actual value of CPDP. Applying the techniques proposed in the literature to modern day software systems especially on the proprietary and closed source software could lead to further progresses in the field. The majority of the studies have focused on open source data, which, despite their great value, might not be representative enough for the software industry as a whole.

While most of our recommendations target the rigour of further studies, this one specifically calls for the need for (industrial) relevance in CPDP studies that are performed in real settings.

6.8 On unfair comparisons of CPDP vs. WPDP
One of the key promises of CPDP is its competitiveness with WPDP, at least as a stop-gap measure. We observe that most WPDP counterparts, which are benchmarked with CPDP methods, usually employ the simplest form of learners. On the other hand, the algorithmic complexity of CPDP methods seems to be increasing with every new proposal. These sophisticated methods are generally not applied to the within project data as benchmarks. This is justifiable in the sense that some of the approaches are specifically designed for CPDP and can not be applied to WPDP. However, this should not prevent/limit the researchers to compare their proposed models to the state of the art in WPDP. Such comparisons would show the real value of CPDP and its current state. Further, it is of great value if the studies use up-to-date and state of the art benchmarks in CPDP for validation and demonstration of their proposed approaches.

Whenever a new technique is proposed for CPDP, we recommend applying that new technique in a WPDP setting as well, for fair benchmarking. If this is not possible, a state-of-the-art WPDP counterpart, e.g., Random Forests, with hyper-parameter tuning should be used. Further, a comparison with a CPDP technique must be presented.

6.9 On the lack of replication packages
There are very few replication packages available for CPDP. The replication packages not only allow researchers to validate the results achieved by individual studies, but also could lead to better and more powerful studies/approaches as follow ups. The implementations may contain small tweaks and details which sometimes are impossible to extract from the proposed algorithms presented in the papers. Documenting and presenting the code alongside the presented algorithms as replication packages could resolve confusions in this regard. The practice of sharing your data and experiments has been recommended in the past [S7], [S8] and such recommendations has lead to repositories such as PROMISE Repository [89] and SeaCraft [90] among others. In an ideal scenario, best way for technology transfer is to provide tools that can work along with and integrate into programming IDEs to provide insight for the developer/tester.

Further, the research on datasets, specifically compiling new versions of the existing datasets, is encouraged as one of the areas of interest for CPDP. As discussed earlier, the defect datasets and their reliability can change over time, as new defects affecting earlier versions of the software systems are discovered. Different levels of granularity, other types of metrics, other methods of blaming (code and data flow), and datasets from different companies with different practices are highly required.

Publish your scripts and data! We recommend reusable scripts, and whenever possible, the data to be shared whenever a new CPDP approach is proposed. This will help further studies to easily include your technique as
benchmarks, improving the impact of your research. This is also useful for the training of junior researchers.

6.10 On the lack of regression studies in CPDP

Very few studies have considered continuous models. In our list of 30 primary studies which passed the quality assessment phase, only two perform regression analysis to predict for the number of defects in software units. We are not sure as to why research chose to focus on binary classification. Indeed, most defect datasets contain defect counts, but these are converted to binary defect labels in CPDP studies. With regression studies, broader decisions on allocating QA resources can be taken.

There is a research gap on regression based methods for CPDP. We recommend further research to exploit and fill this gap.

7 Threats to Validity

It is important to clarify the possible threats that influence the outcomes of our research. The following are the validity threats identified during this SLR.

7.1 Publication Bias

Publication bias denotes the issue of publishing more positive results over negative results [36]. Literature reviews on claims to support or reject a hypothesis will be biased if the original literature is suffering from the publication bias. While some preferences in publishing are useful (e.g., not publishing suspected flawed studies) a tendency toward some outcomes rather than few others leads to biased and possibly incorrect conclusions. Studies with significant results might not always be better than the studies with a null result with respect to quality of design. However, statistically significant results have a much higher chance of getting published.

7.2 Search Terms

Finding all relevant primary studies is always a challenge in any SLR. To address this issue, a detailed search strategy was prepared and presented in our study. Search string was constructed with different terms identified by checking titles and keywords from the relevant papers already known to the authors. Alternative spellings and synonyms for search terms were then added by consulting an expert in the area. Search string was applied to the full text of the papers. Moreover, the applicability of the search string was piloted and the identified studies were compared with the list of studies that were already known and the search string then was altered accordingly. In addition to the automated search in six electronic databases, additional search strategies, i.e., snowballing, was carried out to find other relevant studies that might have been excluded. These procedures provided a high confidence that the majority of the key studies were identified.

7.3 Study Selection Bias

The study selection process was carried out in two phases. In the first round, studies were excluded based on the title and abstract independently by two researchers. The pilot study of the selection process was conducted to place a foundation for better understanding the inclusion/exclusion criteria. Potential disagreements were resolved during the pilot study and inclusion/exclusion criteria were refined. Inter-rater reliability was evaluated to mitigate the threat emerged from the researchers’ personal subjective judgment. Agreement between the two researchers was “substantial” for selecting relevant papers from the full set of papers. The selection process was repeated until a full agreement was achieved. When the researchers could not make a decision about a particular study, a third researcher was consulted. In the second phase, studies were excluded based on the full text. Due to this well-established study selection process, it is unlikely that any relevant studies were missed.

7.4 Quality Assessment and Data Extraction

Two researchers independently investigated the quality of each study. Quality assessment criteria were piloted and modified based on the results from the pilot study. Inputs from an expert were taken in the cases where the researchers could not come to an agreement on a particular study. Aforementioned actions mitigated the risk of missing any relevant study. For data extraction, the studies were divided between two researchers; each researcher extracted the data from the relevant studies and the extracted data were re-checked by the other researcher. Issues in data extraction were discussed after the pilot data extraction and the researchers were able to complete the data extraction process following the refinement of the criteria. Extracted data were then inspected by automated scripts to check the correctness of the extracted values across the paper content, improving the validity of our analysis.

7.5 Violin Plots

The number of data points included in our violin plots to synthesise the primary studies varies and is limited to what is reported in primary studies. The number of data rows were also varied in the plots that are used to compare performance in relation to various factors. For example, during investigation of model performance in relation to modelling techniques, RF plot was drawn using 238 data rows while DT was created using only 9 data rows for f-measure. This issue may potentially skew the results and affect our conclusions. The medians of the data groups are selected as the basis of our analysis. This is because no formal statistical tests could be applied to our data when they are grouped together based on different (individual) themes. This point raises another potential threat about the interacting factors involved in the models. Similar to [1], we argue that limiting the analysis to single model factors, despite their usefulness is simplistic. Hall et al. [1] argue that the performance of the models could be impacted by other sources, i.e., the combination of the involved factors in the models are more important than any one of them.
alone [1]. Additionally, the good behaviour of a single factor in the context of other factors and their influence on it is not investigated. Having said these, we tried to consider methodological issues that are believed to have impact on the performance [1] by performing additional comparisons in two levels (aggregated and combinations) into the data approaches which are heavily targeted by the studies.

7.6 Meta-analysis and Forest Plots

Similar to the case for the violin plots, the data contributing to the forest plots are not just from the proposed approaches, but the benchmarks also contribute to the data. As such, the data and its size from different cases may vary highly. We have to note that the data for CPDP contains the best of its domain, while the best WP data is not usually presented when the comparisons are made. To have a robust conclusion, both fixed and random effect models were included in our meta-analysis instead of reporting only one model. Despite the disagreements in some cases, the results of fixed and random effect models confirm one another in the majority of cases, which is expected with well-defined targets. The random effect model considers both within and between study errors while the fixed effect model only deals with the within study error. Inclusion of both models is a step toward demonstrating the validity of our conclusions. However, it is worth noting that these are parametric models and their assumptions might not hold for highly skewed data.

7.7 Data Quality

The quality of data for defect prediction is always a threat to the validity of the conclusions [1], [40], [41], [43]. In our study, we did not consider the low quality nature of NASA datasets. We also skipped the maturity test for them as a large portion of the studies have used them in their experiments and their effectiveness has been investigated extensively. Hall et al. [1] excluded the models built on NASA datasets as no maturity information is available for them.

8 Conclusion

The main objective of this SLR was to summarize and synthesize the existing CPDP studies in order to identify what kind of independent variables, modeling techniques, performance evaluation criteria, and approaches are used in building CPDP models. Moreover, this study aimed to explore the predictive performance of cross project defect prediction models compared with that of within project models.

A systematic literature review accompanied by meta-analysis was conducted to fulfil the study objective and answer the defined research questions. After a comprehensive analysis by following a systematic series of steps and assessing the quality of the studies, 30 studies were identified, of which 28 were about categorical models. Beside the guidelines and recommendations for future research presented earlier, the main findings obtained from this SLR are summarized below according to the defined research questions.

- The majority of the CPDP models are constructed using combinations of independent variables. The models that are trained with these combinations seem to perform better than individual metric sets. OO, SCM, and source code text metrics could have acceptable performance in CP context, while process metrics show comparatively low performance.
- NB and LR are the most widely used learning techniques in CPDP. This is true for their use as is and in the context of ensembles too. NB, which is one of the most widely used techniques in CPDP, seems to have an average performance among other modeling techniques. NN, SVM, and DTree are the modeling techniques with the highest median f-measure performance values in CPDP. Ensembles show a different behaviour with f-measure and AUC, where they perform below average for the former and best for the latter.
- Recall, precision, f-measure, pf, and AUC are the most frequently used performance metrics in CPDP.
- The majority of the CPDP approaches address one or more data related issues using various row and column processing methods. Data approaches can increase f-measure and recall performance measures, but they do not seem to have a positive effect on precision.
- Even though in some cases CPDP and WPDP have a comparable performance, WPDP still seems to be better with respect to f-measure, precision, and AUC. If there does not exist enough WP data, however, then CPDP could be a reasonable replacement. Moreover, CPDP models are mostly recall based while having low performances toward precision. Datasets and learners used for the verification of CPDP techniques may be biased, especially NASA and Jureczko datasets.

To conclude, cross project defect prediction model performance is influenced by the way it is built. Specifically, the predictive performance of the model is associated with the independent variables used, modelling techniques on which CPDP models were built and the CPDP approaches followed when building the models, as well as the benchmark datasets used for verification. Cross project defect prediction still remains as a challenge due to its recall based yet low precision performance, but it can potentially achieve comparative predictive performance to within project models when the factors influencing the performance are optimized. In this respect, we hope that this SLR will provide a reference point for conducting future research and the recommendations provided will lead to higher quality research in this area.
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