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Abstract
Customer retention is a critical concern for mobile network operators because of the increasing competition in the
mobile services sector. Such unease has driven companies to exploit data as an avenue to better understand changing
customer behavior. Data-mining techniques such as clustering and classification have been widely adopted in the mobile
services sector to better understand customer retention. However, the effectiveness of these techniques is debatable
due to the constant change and increasing complexity of the mobile market itself. This design study proposes an applica-
tion of agent-based modeling and simulation (ABMS) as a novel approach to understanding customer behavior through
the combination of market and social factors that emerge from data. External forces at play and possible company inter-
ventions can then be added to data-derived models. A dataset provided by a mobile network operator is utilized to
automate decision-tree analysis and subsequent building of agent-based models. Popular churn modeling techniques were
adopted in order to automate the development of models, from decision trees, and subsequently explore possible cus-
tomer churn scenarios. ABMS is used to understand the behavior of customers and detect reasons why customers
churned or stayed with their respective mobile network operators. A CART decision-tree method is presented that
identifies agents, selects important attributes, and uncovers customer behavior – easily identifying tenure, location, and
choice of mobile devices as determinants for the churn-or-stay decision. Word of mouth between customers is also
explored as a possible influence factor. Importantly, methods for automating data-driven agent-based simulation model
generation will support faster exploration and experimentation – including with those determinants from a wider market
or social context.
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1. Introduction

Simulation models that describe domain-specific agents

are widely used and popular tools for understanding phe-

nomena. These models have been used across industries

and provide insights into a range of complex problems.

Agent-based models (ABMs) allow researchers and practi-

tioners to study how system-level properties emerge from

the adaptive behavior of individuals and conversely how

systems affect those individuals.1 Domain-specific data

sources, such as log or transaction files, are typically used

to construct agents and their operating environments.

ABMs consist of a number of entities with individual

rules of behavior. Entities in such models interact with

one another and with their surrounding environment. Such

interaction may influence the behavior of agents.

Harnessing this information and understanding the influ-

ence of agents’ interaction with other agents and agent

interaction with the environment can provide useful

insights to business problems – in this case, customer

churn.

There are various ways of developing ABMs. Adopting

a design science paradigm, this paper presents a novel

data-driven approach to agent-based modeling in which

agents are derived from determinants of interest using

decision-tree analysis. The Customer Agent DEcision Tree

(CADET) approach is a data-driven approach that provides

key drivers that collectively uncover the decision-making

of individual agents in a mobile phone marketplace. The

CADET approach, a design method, is not industry spe-

cific but does require customer and determinant specific
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datasets for the domain of interest. It is a data-driven

development for ABM development that aims to more

effectively extract agents, attributes, and behaviors from

data. Subsequent validation is carried out through instan-

tiation in an agent-based simulation (ABS), investigating

customer retention in the mobile services industry (MSI).

The next sections present background on customer

retention in the MSI before coverage of agent and social

network analysis. A design science methodology is pre-

sented before CADET description – a design method –

and evaluation though implementation in an ABS tool – a

design instantiation.

2. Background on customer retention

Over the last decade the number of mobile phone users has

increased, reaching a staggering seven billion.2 In devel-

oped countries, telecommunication companies have mobile

penetration rates above 100%, with no new customers.3

Consequently, customer retention receives a growing

amount of attention from telecommunication companies.

The high penetration rate of . 100% in the mobile ser-

vices sector has motivated substantial research into cus-

tomer retention. It has been shown in the literature that

customer retention is profitable to a company because: (1)

acquiring a new customer costs five times more than

retaining an existing customer4,5; (2) existing customers

generate higher profits, become less costly to serve, and

may provide new referrals through providing positive word

of mouth (WOM) while dissatisfied customers may spread

negative WOM6–8; and (3) losing customers may lead to

opportunity costs because of reduced sales.9,10 In such

large markets it is no surprise that a small improvement in

customer retention can lead to a significant increase in

profits.11 A number of studies in the area of customer

retention have revealed that customer satisfaction is a

strong predictor of customer retention.12 This is as a result

of the relationship between both conceptual elements.13

Factors that drive customer satisfaction (such as service

quality) can also drive customer retention.14 Furthermore,

customer satisfaction is often seen as a motivator for cus-

tomer retention.15 While it seems that satisfied customers

will remain with their mobile service provider, this is not

always the case because satisfied customers can defect,

while dissatisfied customers can be retained.15

Customer churn is a term that is widely used in the area

of customer retention to describe customers who switch to

a different mobile service provider or leave the market

entirely. There are two basic approaches that can be used

to address customer churn, namely untargeted and targeted

approaches.16 Untargeted approaches rely on outstanding

products and mass advertising to increase brand loyalty

and retain customers, while targeted approaches rely on

identifying customers who are likely to churn and

providing them with either a direct incentive or a custo-

mized plan to stay.16 Various types of information can also

be used to predict customer churn, such as information on

socio-demographic data (e.g., sex, age, or post-/zip-code)

and call behavior statistics (e.g., the number of interna-

tional calls, billing information, or the number of calls to

the customer help-desk).

The main factors that influence customer churn in the

mobile services market are: (1) customer satisfaction, (2)

switching costs, (3) relationship quality, and (4) price.17–19

Price is the most important factor for customer churn, fol-

lowed by customer service, service quality, and coverage

quality.20 However, social influence is another key driver

to customer churn in the MSI.21,22 ABMs provide a means

to explore social influence on customer churn behavior.

The next section presents approaches to modeling cus-

tomer behavior with respect to customer retention.

3. Customer modeling behavior

Customers often interact with other customers about prod-

ucts and services they purchase. In addition to the adver-

tisement campaigns carried out by mobile network

operator (MNOs), interaction among customers also influ-

ences customer purchase and repurchase decisions. There

are various theories in social science and marketing con-

cerned with understanding and modeling customer beha-

vior.23 Customer behavior may change as a result of an

act of a consumer changing preference on a product or

service.24 A number of approaches have been applied to

understand the concept behind consumers changing their

preferences.24

Customer retention can be achieved if a company is

able to understand patterns by which customers behave

and the likely triggers for such behavior.25 Understanding

customers and managing interactions and relationships

with them is a vital part of customer relationship manage-

ment (CRM). A company with good CRM should be able

to predict possible changes in customer behavior.25

Predicting customer behavior can be achieved through

customer behavior modeling,26,applying tools and tech-

niques to gain a better insight on customer behavioral pat-

terns and in turn predict future behavior.27 Neslin and

colleagues28 characterized CRM models as either analyti-

cal or behavioral models. Analytical models typically uti-

lize large datasets stored in data warehouses. These

datasets require models that can easily scale the dataset

and provide results to increase company revenue.28

Behavioral models often make use of surveys to analyze

cognitive responses to services provided.28 Furness29 clas-

sified customer behavior modeling into: (1) descriptive

modeling, (2) predictive modeling, and (3) a combination

of descriptive and predictive modeling. Descriptive model-

ing attempts to answer why questions using techniques
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such as clustering. When a customer clustering exercise is

conducted, customers belong to a certain cluster because

they collectively possess similar attributes or behaviors.

Predictive modeling describes models that answer the

who questions. For example, who will buy a product or

service? In the context of customer churn, predictive

models can give insight on who is likely to churn.30

Predictive models typically predict future customer

behavior based on their past behavior.30 Finally, the

combination of descriptive and predictive modeling

addresses problems by integrating both descriptive and

predictive models to provide a more concise answer on

who and why questions at the same time.3 Descriptive

and predictive models are typically carried out using

data-mining approaches. Data-mining approaches offer

opportunities to both investigate customer churn and

uncover elements of an ABS.

3.1. Applying data-mining techniques for modeling
churn

Data-mining techniques are commonly used to build churn

prediction models.31,32 Data mining simply means extract-

ing hidden knowledge from data, and it is a popular tech-

nique for understanding customer behavior from raw data.

Data-mining methods are widely used in the literature for

analyzing and investigating customer churn as they

demonstrate better prediction results33 and are more suit-

able for analyzing large datasets.34

Numerous studies have applied a range of data-mining

techniques to study customer churn.35–37 The most popular

data-mining techniques for predicting churn include deci-

sion trees, logistic regression, and support vector machines

(SVM).35 Companies have attempted to apply data-mining

techniques to study customer churn. Industries include

banking,38,39 insurance,40 retail,41,42 and economics.28

Most studies that address customer churn using data-

mining techniques do not typically account for social

effects on customer retention.43 As such, this area has also

been neglected and is considered a major driver for cus-

tomer retention.21,22 Social network analysis provides

access and reach when considering large markets (and

wider social environments), and as such provides insight

into possible ABS scenarios for exploration.

4. Social network analysis

Social network analysis (SNA) is an evolving scientific

research area, due in part to the ever-changing feature sets

of social networking platforms. SNA has developed to be

a primary technique for describing the social structure and

interaction between network elements.44 A social network

is often represented as interconnections between nodes

using various links.24 For the purpose of this study, nodes

represent customers and the links represent the relation-

ships between customers.

SNA typically focuses on static networks through the

use of historical snapshots. Static networks are the map-

ping of relationships between discrete entities.45 These net-

works do not change their structure over time. Recently,

researchers have focused on dynamic networks that are

capable of representing the continuous transmission of

information and influence.46 Dynamic networks are a vital

aspect of agent-based modeling and simulation (ABMS).

Using dynamic network analysis involves understanding

agent rules that govern network structure and growth, and

how networks and their embedded relationships convey

information.47 SNA is an approach to anticipating and

modeling society as different sets of people or groups

linked to one another.24 SNA is a method of enquiry that

focuses on the relationships between subjects. This

approach seeks to understand subjects by collecting infor-

mation from different sources, analyzing the information,

and visualizing the results. SNA has proved fruitful in

explaining some important phenomena, such as investigat-

ing the spread of disease, understanding the internet, and

explaining the small-world effect on the spread of informa-

tion.48 Sociologists and market researchers believe that the

life of an individual depends on how that individual

engages with the web of social connections.45 The ‘‘social

network’’ term is loosely used to refer to social and profes-

sional networking sites including but not restricted to

Facebook, LinkedIn, and Twitter, with each networking

site representing an online community. An online commu-

nity is an example of a social structure. The people (also

known as the nodes) who sign up on these online commu-

nities, together with the relationship between them, repre-

sent a social network. Due to the growing interest of SNA,

researchers have investigated the principles of the network

approach. These principles include24:

1. Actors and their actions should be viewed as auton-

omous and independent units rather than as interde-

pendent units.

2. The links between actors should be viewed as

channels for transfer of material and non-material

resources.

3. Social network models focusing on individuals

view the structural environment as a network

imposing certain constraints on individual actions.

4. Social network models conceptualize structure

(social, economic, political, and so on) as long-

lasting patterns of relations among actors.

Milgram48 presents an empirical research study of

social structure and introduces the ‘‘six degrees of separa-

tion’’ phenomenon while addressing the ‘‘small-world

problem.’’ Participants were chosen at random and asked

to deliver a letter to a target person using only a chain of
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friends and acquaintances. Milgram concludes by describ-

ing how people of a population are connected. Although

the study was not subject to an evaluation process, his con-

cept of the small world is widely adopted in social net-

works research to provide an explanation about how

information spreads in the real world. The small-world

network has become one of the most widely used social

network models.49 The next section provides a background

on the social impact of customer retention.

4.1. Social impact on customer retention

More recently, the influence of social networks has been

found to be a key contributing factor to customer reten-

tion.50,51 Social network influence is typically carried

using WOM.52 WOM is the informal communication

between private parties regarding the evaluation of goods

and services.53 Seventy-five percent of customers with

defective products spread a negative WOM to one or more

customers.54 WOM will likely have a social influence on

customer retention.

Phadke and colleagues21 developed a model that inte-

grates SNA with traditional churn modeling concepts. The

model was applied to a dataset of over half a million sub-

scribers, provided by a large mobile network provider.

The dataset contained customer call detail records. To

compute social tie strength, the authors used three attri-

butes: (1) The number of calls placed between two users;

(2) the total duration of calls between two users; and (3)

neighborhood overlap of the two connected users. The

study found that users who make phone calls to numbers

on a different network are also likely to churn in future in

order to save costs. Similarly, Verbeke and colleagues22

conducted a study investigating the impact of social net-

works on customer retention. However, the latter differs

from the former in that it uses both networked and non-

networked (customer-related) information about millions

of users. The key finding of this study was that churn not

only had an impact on customers’ friends, it also had an

impact on friends of friends.

Although the studies mentioned above have contributed

to knowledge of customer retention, they do not capture

possible factors as to why customers make their decision

to churn. ABMS is able to explore the dynamics of cus-

tomer behavior.55 Exploration of possible determinants is

important with limited theory. Accessible customer data-

sets enable ABMS approaches, including SNA insight.

5. Agent-based modeling and simulation

Over the years, researchers and industry practitioners have

attempted to apply different techniques to understand cus-

tomer behavior in the market place. The ABMS approach

is a typical example of one such technique.56 ABMS pro-

vides an understanding of how systems work under certain

conditions, creating scenarios that imitate real-life condi-

tions. For example, carrying out an ABMS exercise with

customers who enter a retail space. ABMS can be used in

this context to derive insights into customer behavior

within the retail store.57 This process provides an explana-

tion of the relationship between elements of a complex sys-

tem, including customers, products, and the built

environment. ABMS is composed of two main activities:

modeling and simulation. Modeling is the process of repre-

senting real-life events into a model, while simulation is

the process of executing the represented models such that

they imitate the proposed system. ABMs are composed of

agents and a structure for agent-based interaction.

Agents can represent anything from a number of

patients in a hospital to consumers of a product or service.

ABMs are often characterized by rules and these rules

define the behavior of agents in the system.47 These beha-

viors are often influenced by agent interactions with other

agents in the system, making the outcome difficult to pre-

dict. In such cases, a balance may be difficult to reach,

making the ability to study the underlying system and the

dynamics of the behavior imperative. ABM is distinct from

traditional modeling approaches where characteristics are

often aggregated and manipulated.49 Generalization can

lose important insight. Traditional modeling techniques are

often suitable for their own purposes but they may not be

able to provide adequate levels of detail when considering

independent behaviors of agents. Although commonly

used data-mining techniques for modeling consumer mar-

kets are powerful with regard to their purposes, they are

generally not able to provide sufficient levels of detail with

regards to the modeling of interdependent behaviors of

consumers in a complex marketplace.55

In addition, ABM is able to sufficiently represent inter-

dependent systems even on a large scale (i.e., incorporating

a high number of factors, including the required level of

detail and the behavioral complexity of chosen factors).57

ABM is a relatively new approach for modeling complex

systems that are composed of interacting independent ele-

ments.47 ABM techniques can be applied to any aspect of

a phenomenon47 – in various areas including economics,58

healthcare,59 management science,47 artificial life,60 and

geography.61 In business, ABM has been applied to help

decision-makers understand underlying market structures

and anticipate dynamics in the marketplace.47 ABM has

also been utilized in artificial life research, to explore life

in order to uncover how it might be, rather than how it

actually is.60 ABM is also used in consumer modeling to

understand and to predict consumer behavior processes.62

Consumers are represented as independent agents with

individual characteristics and an independent decision-

making process.63 Sellers are represented as agents who

present their products with different characteristics into the

market.64 Data-driven approaches to behavioral and social

simulation are reported in the literature.65,66 with a natural
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focus on uncovering distinct behavior (e.g., rule mining).

These promising approaches typically identify agents

upfront, whereas here we uncover agents from the data

analysis itself – in relation to determinants of interest.

Domain complexity warrants a looser customer typing in

order to adapt to new or changing data content and struc-

ture. In the study of social behavior and interactions, ABM

starts with a set of assumptions derived from the real world

(deductive), and produces simulation-based data that can

be analyzed (inductive).67 Importantly, ABM must create a

clear representation of what happens in reality so that each

agent performs a task associated with an individual as if it

is happening in social reality.64

ABM has a number of benefits such as the ability to

model individual decision-making while incorporating het-

erogeneity and interaction/feedback.68 In addition, ABM

has the ability to incorporate social/ecological processes,

structures, norms, and institutional factors.69 These advan-

tages make it possible to couple human and natural

systems within an ABM. This paper applies the problem-

solving design science paradigm as an overarching metho-

dology in order to uncover techniques to rapidly create

agent models from both the data analysis of the market and

social interaction within it. The problem being addressed is

that markets are dynamic and models need to be speedily

created in response. The CADET approach captures the

dynamics in customer behavior in a simulated environ-

ment. The next section provides a background on design

science research (DSR) methodology.

6. Design science research methodology

DSR is a multidisciplinary approach that primarily uses

design as a research method or technique to solve a prob-

lem and learn from the process of solving that problem.70

The ability to synthesize a range of artifacts in response to

a problem make DSR directly applicable to the problem

being explored. Apart from its popular adoption in infor-

mation systems, it is also widely used in disciplines such

as education, engineering computer science, and health-

care.71 March and Smith72 describe DSR as a research

methodology that allows research to produce relevant and

improved effectiveness by strategically combining

research output (product) and research processing

(activities) from both natural and design science in a two-

dimensional framework. Design science output or artifacts

includes constructs, models, methods, and instantiations,

while the natural science activities include build, evaluate,

theorize, and justify.72 The DSR output classification

defined by March and Smith72 can help establish appropri-

ate measures to build, evaluate, theorize, and justify a

DSR. The four artifact types comprise:

Constructs: Articulate set of concepts that are used to

describe problems within a domain and specify their

solutions. Constructs also form the vocabulary of a

discipline.

Models: Define a set of statements which express rela-

tionships among constructs and represent real-world

design activities in a domain.72 Models can also be

used to suggest effective solutions.

Methods: A sequence of steps used to execute a task.

These steps provide guidelines on how to solve prob-

lems with the use of constructs and models.

Furthermore, methods can be described as a set of

methodological tools that are created by design science

and applied by natural science.72

Instantiations: The utilization of constructs, models,

and methods to showcase an artifact in a domain. They

demonstrate the effectiveness of constructs, models,

and methods.72 Newell and Simon73 describe the

importance of instantiations in computer science by

explaining how they offer a better understanding of a

problem domain, and as a result, provide improved

solutions. Instantiations provide working artifacts that

can drive significant advancement improvement in both

design and natural sciences. A DSR methodology

incorporates five stages of a design cycle to address

design research problems. These phases are designed to

aid sustainable development during the research and

transfer knowledge from one iteration to the next itera-

tion until a desired result is achieved. The next section

explains the DSR processes.

6.1. The design science research process

The DSR process follows a stepwise approach structured

as five phases, shown in Figure 1.

Figure 1. Design science research process.
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Awareness of problem: The DSR process begins by

identifying the problem under study. The identified prob-

lem may arise from multiple sources, such as the literature

or current problems in the industry. The research problem

needs to be clearly defined and articulated. The output of

this phase is a formal or informal proposal for new

research. In this study, the core problem is identifying an

effective approach to modeling changing customer beha-

vior as a means to understand and improve customer

retention. Included is the need to carry out experimenta-

tion in areas of little theory, such as the impact of social

connections. A rich environment of internal and external

data provide additional context, motivating a data-driven

strategy.

Suggestion: Possible solutions about the research prob-

lem are explored and evaluated, leading to the acquisition

of further insights to the domain under study. The specifi-

cations of the appropriate solutions to the research prob-

lem are defined. The output of this phase is a conditional

design or representation of proposed solutions. In this

design study, the CADET approach to model building is

suggested. This is articulated in diagrammatic and narra-

tive form. Machine learning approaches are selected and

tested using the dataset and R code.

Development: This phase involves further developing

and implementing DSR artifacts based on the suggestions

from the previous phase. During this phase, the CADET

approach is further developed using a selected machine

learning algorithm, refining R code to better generate the

required outputs.

Evaluation: Developed artifacts are analyzed and eval-

uated according to the criteria set (awareness of problem

phase). Deviations and expectations should be noted and

explained. If the outcomes derived from the development

or evaluation phase do not meet the objectives of the prob-

lem, the design cycle returns to the first phase, along with

the knowledge gained from the process of the first round

of work. The phase may be iterated until the evaluation of

the artifacts meets the solution requirements. The outputs

of this phase should improve the efficiency and effective-

ness of the artifacts. The CADET approach is operationa-

lized – constructing, extending, and executing an ABS

from CADET-derived data. The evaluation itself uses the

Telco dataset and the TEA-SIM ABMS platform.

Conclusion: This is the last phase of the DSR cycle.

The results of the research are written up and communi-

cated to a wider audience in forms of professional and

scholarly publications.74 Kuechler and Vaishnavi75 cate-

gorize the knowledge gained in this phase as either firm or

loose ends. Firm knowledge are facts that have been

learned and can be repeatably applied, or behavior that

can be repeatably invoked, while loose ends are anoma-

lous behavior that defies explanation and may well serve

as the subject of further research.75 The CADET approach

to ABMS can be categorized as firm knowledge because it

can be replicated on different datasets (both structured and

unstructured) in various industries.

6.2. Design science research evaluation

Evaluation is an integral part of the DSR process. Usually,

it is concerned with answering the question ‘‘How well

does the artifact work?’’72 The evaluation process provides

an avenue to validate the performance of an artifact and

measure progress according to the defined metrics.72

Artifacts are constructed to carry out specific problems,

thereby demonstrating their effectiveness in solving the

problems. The process of developing an artifact may result

in deviations from expectations. In this case, these devia-

tions should be properly explained.75 Knowledge gained

from the evaluation phase of one iteration can be applied

into further iterations. Evaluation plays an essential role in

DSR as it is iterative in manner. Hence, it is important to

develop appropriate evaluation metrics to assess artifact

performance and to measure the efficiency and effective-

ness of the artifact developed.72 The criteria for evaluating

the quality of an artifact depends on the artifact type.72

Table 1 presents types of artifacts and their evaluation

criteria. The core artifact derived in this study is the

CADET approach, which is evaluated though application

in a Telco context. The CADET approach was derived as

a means to address the problem of customer retention

analysis in the MSI. A number of studies in the literature

have applied ABMS to address customer retention76,77;

however, the CADET approach differs in its use of deci-

sion trees to model agents and agent behavior feeding an

ABMS environment. Decision trees are a central compo-

nent of the CADET approach.

7. Decision trees

A decision tree is an analytical decision tool that uses a

tree-like graph with possible consequences to arrive at a

decision. The tree-like structure represents the relation-

ships between events. Decision-tree analysis is a method

commonly used in data mining.78 The goal of a decision

tree is to create a model that predicts a target variable

based on the input variables. Each leaf on a decision tree

shows a connection to the target variable.

Decision trees are sequential models that logically com-

bine a series of simple tests; each individual test compares

a numeric attribute against a threshold value or a nominal

attribute against a set of possible values.79 Decision trees

consist of nodes and branches in different stages and vari-

ous conditions.80 Decision-tree analyses are popular for

use in customer churn analysis in the MSI,35 classified for

simplicity into churn or no-churn. Decision-tree models

are usually represented in a top-down manner. The main

aim of a decision tree is to derive a tree that solves a partic-

ular business problem and is relatively easy to understand.
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To achieve this the decision tree undergoes two stages –

tree building and tree pruning. Tree building is carried out

using a top-down strategy (also known as a divide-and-

conquer strategy). The process of tree building involves:

� selecting the attribute for the root node;
� splitting instances into subsets;
� repeat recursively for each branch;
� stop if all instances have achieved the same class.

A root node is selected by comparing the number of

bits (splitting based on information gain) for possible root

nodes and choosing the node that has the most bits of

information. After selecting the root node, the next step is

to look at the branches that emanate from the root node.

The process of selecting the node with the most bits of

information is repeated. This process continues until all

instances have the same number of bits – that is, when

there are no more classes to split on (accuracy is 100%).

The tree pruning process involves eliminating error-prone

branches. A pruned tree can improve a classifier’s perfor-

mance and can facilitate further analysis of the model for

the purpose of knowledge acquisition. The pruning process

should never remove predictive parts of the classifier. For

better understanding of how decision trees work, consider

the example below in relation to Figure 2:

Figure 2. Decision tree classification process.

Table 1. DR artifact evaluation criteria.71

Artifact Brief description Evaluation criteria

Construct The conceptual vocabulary and symbols
describing a problem within a domain.

Completeness, clarity, elegance, ease of
understanding, and ease of use.

Model A set of propositions or statements expressing
relationships between constructs. Models
represent the situation as problem and solution
statements.

Precision with real-world phenomena,
completeness, level of detail, robustness, and
internal consistency.

Method A sequence of steps used to perform a task. A
method can be tied to a particular model. A
method may not be articulated explicitly but
represents tasks and results.

Operationality (ability for the method to be
reused), efficiency, generality, and ease of use.

Instantiations Application of constructs, models, and methods
to provide working artifacts.

Efficiency and effectiveness of artifacts. Also, the
influence of the artifact on its users and on the
environment at large.
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If (Contract length 5 24 months, Location = midlands, price-

plan \ 30 and data \ 4gb), then Churn = Yes.

A number of algorithms can be used to build decision

trees. These algorithms include CART (classification and

regression trees), Chi-squared automatic interaction detec-

tor (CHAID), iterative dichotomizer (ID3), and C4.5,

which is the successor of ID3. The CART algorithm is

used as part of the CADET approach to ABM. Decision

trees have many advantages in the binary classification

context, and are popular because they are relatively easy to

interpret and understand.81 They have the ability to handle

covariates, which are measured at different measurement

levels36 and they can process both numeric and categorical

data. However, decision trees have some limitations; they

have a high degree of instability.82 A small change in data

can result in different series of splits, which often affects

the quality of prediction when validating the trained

model.36 Advantages of CART83 also include its non-

parametric nature, capability with outliers, ability to select

variables of interest, and, importantly, the ability to re-use

variables. These benefits provide an effective approach for

agent and rules elicitation – our primary concern here.

Evaluating CART against competitor methods also substan-

tiated its effectiveness. The accuracy rates for predicting cus-

tomer churn on coverage quality are 52.64% for the CART

model and 50.00% for the random forest model. Finally, the

random forest model produced a higher accuracy rate for

predicting churn based on price fairness. The accuracy rate

for the random forest model was 73.53%, while the accuracy

rate for the CART model was 70.58%. A combination of

relative effectiveness and underlying strengths of the

approach led to CART being included in our design.

8. The CADETapproach

A number of modeling techniques can and have been used

to undertake ABMS. Object-oriented (OO) methodologies

and knowledge-engineering methodologies are popular.84

Three common applications of OO technology for describ-

ing ABMs are static for describing the structure of objects;

dynamic for describing object interaction; and functional

for describing the data flow of the methods of the

objects.84 Flow-charting is another popular example for

representing the process flow of an ABM.1

Our CADET approach (summarized in Figure 3)

focuses primarily on structures resulting from decision-

tree analysis. Key variables must first be understood and

then found in datasets. Importantly, however, the approach

itself involves four central steps:

1. dataset selection and normalization;

2. decision-tree generation;

3. tree interpretation;

4. model building.

A dataset is initially chosen for a specific time period

(or set of time periods) containing variables of interest.

Customer, behavior, and outcome attributes are normalized

for analysis. The CADET approach applies the CART

algorithm on a Telco customer dataset and then to visua-

lize the tree-like structure derived from the analysis, spe-

cifically the leaf nodes and the splitting rules. Agents are

derived from unique leaves and agent attributes are derived

from the decision-tree flow process. As stated earlier, data-

driven approaches typically pre-select agents and use data

to uncover behavior. Attributes of interest are identified in

the decision tree through the splitting rules. CADET

selects possible outcomes and allows the agent types to

emerge from the tree itself. An initial model provides

results that can be loaded into the agent-based platform.

The CADET approach is also general-purpose and can be

applied to various domains and industries. To further

explain the structure and functionality of the CADET

approach, we present a simple automotive scenario.

A Mercedes-Benz car dealership provides a number of

products and services. In order to understand customer pur-

chasing behavior, a decision-tree analysis is constructed.

The analysis is carried out to improve understanding on

customer purchase behavior. Trends and patterns in cus-

tomer decision-making are uncovered. Analysis shows that

customers who have certain attributes purchase Mercedes-

Benz cars from the Mercedes-Benz car dealership. The

Figure 3. CADET method.
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variables used for this analysis are age, height, salary,

credit score, previous Mercedes-Benz purchase, number of

services/repairs, and satisfaction level. The target variable

is either to purchase a Mercedes-Benz car or to purchase

another car brand.

Decision-tree analysis shows that customers that are

over 30 years old are often interested in purchasing a

Mercedes-Benz while customers who are under 30 years

old often buy other car brands. The next variable on the

decision tree is height. Customers with height less than

173 cm often buy other brands, while taller customers are

often interested in purchasing Mercedes-Benz cars. The

next variable on the decision tree is salary. If salary is

greater than 30,000, move to the next step; else, consider

purchasing other brands. The next step is credit score. If

credit score is greater than 7, move to the next step; else,

consider purchasing other brands. This process is followed

until the end of the tree. Figure 4 presents the decision-tree

analysis resulting from the automotive exemplar. Later

evaluation uses an ABS tool (TEA-SIM in this case) to

assess the efficiency and effectiveness (from Table 1) of

the CADET method with a Telco dataset by instantiating

elements derived from the tree.

8.1. TEA-SIM tool

Over the years, companies have invested substantial

resources in products and services that enable them to

manage and understand their customer behavior more

effectively.

Advertisement and WOM can be powerful tools for

customer retention. However, customers are often

Figure 4. Automotive example description of an ABM using the CADET method.
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skeptical about advertisement and may turn to their family

or friends within their network to seek advice before

deciding whether to purchase or repurchase a product or

service. Companies have manipulated WOM by running

schemes that offer customers benefits for expressing posi-

tivity about their product or service. A positive WOM is a

great tool for marketing; negative WOM can be a dama-

ging tool for businesses. Dissatisfied customers of a prod-

uct or service may share their experience about their

dissatisfaction with members of their social network,

which can include family and friends.

CADET analysis can direct any agent modeling tool,

but here we use our TEA-SIM tool because of its data-

driven capabilities85 – allowing the incorporation of cogni-

tive processes for understanding how the members of a

small-world network make decisions.48 In addition, the

TEA-SIM tool is a decision-support tool that can be

adopted by various industries to model various entities

such as customers, products, and services with file-based

configurations. It also provides a medium for companies

to see the interaction process between agents and how the

interactions influence agent decisions with its web-based

user interface. The results derived from this process can be

used to provide information within organizations so that

they can strengthen their CRM strategies, exploring the

effect of WOM to improve customer retention.

TEA-SIM agent behavior is developed in

PHP:Hypertext Preprocessor (PHP) and agent description

is in JavaScript Object Notation (JSON) (see the initializa-

tion example in Figure 7). The JSON files can be extracted

from a relational model where entities represent agent

supertypes. The column names in each of the defined enti-

ties describe agent attributes. In both our automotive

example and MSI evaluation we have a single customer

agent supertype – table CUSTOMER. Column names

define the attributes used in spitting rules (e.g., CREDIT_

SCORE and SALARY for the automotive example). Two

rows will be created in the table CUSTOMER to describe

a Mercedes-Benz and ‘‘other brand’’ purchaser. These are

agent types. JSON files are generated from this relational

schema and experiments described within initialization

files. Traditional initialization is available, including grid

sizes and number of specific agents. Step functions defined

in PHP operate on agent attributes to alter behavior as

required – for example, salary changes. Once started,

agents will be instantiated in memory and visualized using

a web-based user interface. Setting up the simulation

requires two configuration files for initialization and model

execution – init.json and model.json. Files are extracted

from a relational representation. The init.json file is where

the initialization is carried out. Grid size, number of

instances for each agent, the position of each agent, and

the simulation steps are defined in init.json. Agent attri-

butes of class MercedesBenzPurchaser are defined in

model.json with behavior(step functions) in steps.php.

Agent behavior specification is described in a module

called steps.php. The stepping function, step() describes

how each agent of a specific type progresses from one

iteration to another, including state changes. In steps.php,

agent states or internal rules are being processed. See

Figure 9 for the rules applied to the MSI evaluation with

churn and stay customers, and Figure 10 for depiction of

an example web visualization. Rules are easily implemen-

ted using PHP syntax, including morphing into another

agent or state change.

The dynamic nature of TEA-SIM initialization provides

a unique approach to understanding customer behavior. It

can be used to observe the pattern of customer interaction

and perform further analytics to explore the possibilities of

incorporating those patterns into marketing strategies in

order to increase revenues. The data-driven nature of the

agents and behavior also allow the modeler to generate

several models for different data extracts in order to

explore and compare a number of unique scenarios. The

TEA-SIM tool also works as a generic model that captures

the key drivers behind customer change of behavior and it

can also work well in a consultancy environment – config-

uring the model using the web interface. It is a cross-

industry tool that is not unique to any industry.

Experimenting with the TEA-SIM tool improves under-

standing of factors that can drive customer churn. The

TEA-SIM tool is not a precise prediction tool, however,

primarily providing insight into the behavior of a popula-

tion of customers.

8.2. Applying the CADET method to a real-world
dataset

Models are built for the purpose of mimicking real-world

events. The CADET method for conducting agent-based

modeling is a novel approach for building ABMs using

decision trees. In this study, the decision-tree analysis is

used to describe customers that either remain with their

MNO after their contract period and customers that leave

their MNO after their contract period. The CADET method

shows that customers’ decision to stay or leave their MNO

is driven by a set of subjective attributes. The attributes are

the individual nodes on the decision tree. Mobile network

customers may have attributes such as mobile phone type,

customer location, price plan, and data usage. The decision

to churn or stay is composed of a number of phases repre-

sented on the decision tree. The leaf node of the decision

tree is the customer’s final decision to stay with or leave

an MNO. Decision trees consist of dependent and indepen-

dent variables. The dependent variables are the nodes that

make up the final node. These variables influence custom-

ers’ final decision. The primary purpose of applying the

CADET method for ABMS using the TEA-SIM
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application is to understand how much influence a custom-

er’s environment, family, and friends within their network

have on customer retention. In addition, the CADET

method utilized with the TEA-SIM model provides infor-

mation on the possible decisions a customer might make

when they interact with other customers within their net-

work or environment. We believe that if a customer meets

another customer within the environment, and they share

the same MNO, they may have a conversation on their

overall customer experience and that conversation may

influence a customer’s decision to renew their contract.

The CADET method of agent-based modeling seeks to

provide an understanding of how customer variables, along

with customer network, can influence customer retention.

The next section presents a description of the dataset used

to conduct the experiment in this study.

8.3. Dataset description

To demonstrate the usability of the CADET approach, we

collected a dataset from a UK telecommunications com-

pany. The dataset comprises 19,919 observations and 16

variables. The dependent variable (output variable) for this

dataset is whether the customer churned or stayed with

their MNO after their contract expired. The predictor vari-

ables (input variables) are customers’ data (such as type of

device, price plan, and region). The dataset contains 50%

of customers who churned and 50% of customers who

stayed with the MNO until the end of their contract. The

dataset is based on a 24-month contract. Some customers

stayed with the MNO after the end of the 24-month period

(i.e., they renewed their contract) while other customers

left the MNO after the 24-month contract. The dataset

comprises different data types as a means to represent the

entire customer base. Table 2 presents a tabular

description of the dataset. The next section presents details

of the experiment conducted.

Data preparation consisted of data cleaning, data inte-

gration, data transformation, data reduction, and data dis-

cretization.86 Data cleaning involves filling in missing

values, identifying or removing outliers, and resolving

inconsistencies. Data cleaning is usually performed in two

iterative phases: discrepancy detection and data transfor-

mation. The Telco data used was of reasonable quality;

however, even with limited cleaning a better understand-

ing of the data results. Data integration was not required

for this dataset. Data-reduction techniques can be applied

to a dataset to obtain a reduced representation of the data-

set that is much smaller in volume, yet closely maintaining

integrity of the original data. Mining the reduced dataset

should produce the same (or almost the same) result. Data

transformation is converting data to a form that is suitable

for appropriate algorithm processing. Data discretization is

the process of transforming continuous data attribute val-

ues into a finite set of intervals with minimal loss of infor-

mation. In this study, data cleaning was conducted with

the following steps:

1. filling in missing values;

2. resolving inconsistencies;

3. identifying and removing outliers.

Filling in missing values and resolving inconsistencies

was achieved by predicting missing values with the rest of

the dataset. The process of identifying and removing out-

liers involves removing unimportant and unreliable

objects. Variables were removed from the list when dis-

playing little variation and therefore would not help in

generating the best model. Data preparation should be car-

ried out such that it suits the requirements for selected

Table 2. Dataset description.

Name Description

Contract length Length of contract
Gender Customer’s gender
Sales channel Company that delivered the contract
Postcode Postcode in which the customer lives
County name The name of the county where the customer lives
Region The region where the customer lives
Devices Name and model of device used by the customer
Tenure Number of months with the present mobile service provider
Life stage segment Customer age
Number of complaints Number of complaints throughout the contact period
Q2_bytes Second quarter data usage
Q3_bytes Third quarter data usage
Q2_voice 2nd quarter voice usage
Q3_voice 3rd quarter voice usage
No_of_repairs Number of times the customer’s phone has been repaired
Prob_handset Number of times the customer has reported problems with handset
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algorithms, including more pragmatic formatting aspects.

Simple comma-separated values were inputs to our R-

based algorithms.

8.4. Model structure and experiment

Table 3 outlines the steps in the decision-tree analysis. To

apply the CADET method with the TEA-SIM tool, the

CART decision-tree algorithm is run on the dataset

described above and the result of the decision tree is visua-

lized. From the decision tree (see Figure 5), we can see

the flow of the decision process for customers who have

decided to stay with their MNO or move to a different

MNO. Leaves of the decision tree are used to identify the

required agent types (e.g., churn or renew contract) and

the earlier branching directs specific agent attributes and

behavior. The top of decision-tree analysis shows that a

customer’s tenure is either greater than 24 or not. If tenure

is greater than 24 then move to the next variable on the

left. However, if tenure is not greater than 24, then move

to the next variable on the right-side of the tree. This pro-

cess continues until the end of the tree. The end of the tree

displays the end result of the process – that is either cus-

tomer churned or renewed their contract at the end of the

24-month contract period. Figure 5 displays the decision-

tree analysis diagram.

Figure 5. Decision-tree analysis.

Table 3. Steps for the decision-tree analysis.

Step 1 If tenure is > or < 24 consider the next node.
Step 2 If tenure is >= 24 and tenure < 14, churn; else consider the next node.
Step 3 If tenure >= 24, and tenure >= 24; and device = Samsung then churn, else renew contract.
Step 4 If tenure > 24, and contract length >= 12, then churn; else consider the next node.
Step 5 If tenure > 24, and contract length > 12, and region = Midlands, then churn; else consider the next node.
Step 6 If tenure > 24, and contract length > 12, and region 6¼ Midlands, and region 6¼ London, then churn; else consider the

next node.
Step 7 If tenure > 24, and contract length > 12, and region 6¼ Midlands, and region = London, and device = iPhone 5, then

churn; else move to the next node.
Step 8 If tenure > 24, and contract length > 12, and region 6¼ Midlands, and region = London, and device = iPhone 5, and

problem with handset > 3, and gender = male, then churn; else renew contract.
Step 9 If tenure > 24, and contract length > 12, and region 6¼ Midlands, and region = London, and device = iPhone 5, and

problem with handset >= 3, and number of complaints > 2, then churn; else renew contract.
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To simulate this process, agents are fed into the TEA-

SIM tool as JSON data files. Simplified agent behavior

within the ABMS environment is illustrated in Figure 6.

Agents typically communicate with other agents in the

simulation environment and take actions after evaluating

services provided by their MNO. To conduct the ABMS

experiment, three files are created and run on the TEA-

SIM tool. The files are init.json, model.json, and steps.php.

The JSON files describe agent attributes and the ABMS

environment. The PHP file describes the interaction pro-

cess of the agents.

The init.json file (see Figure 7) is composed of the fol-

lowing attributes: grid, agent and simulation. n and m

under ‘‘grid’’ represent the number of rows and columns

required for the ABMS experiment. ‘‘Agents’’ is com-

posed of agent type, instances and the position of the

agents. The init.json files show that the instances are six in

number and the position is random. ‘‘Simulation’’ on the

init.json file represent the number of runs for the experi-

ment. In this experiment, ‘‘start’’ is 0 and ‘‘end’’ is 25.

This means that the agents in the grid should move 25

times.

The model.json file (see Figure 8) describes customer

type and attributes. There are two types of customers

with customer id 1 and customer id 2. Customer id 1 rep-

resent churn customers while customer id 2 represent stay

customers. From the decision-tree analysis carried out

(Figure 5), churn customers have the following attributes:

tenure . 14, device = Samsung, contract . 12 months,

region = Midlands, region 6¼ London, device = iPhone5,

problem with handset . 3, gender = male, number of com-

plaints . 2.

Furthermore, stay customers have the following

attributes:

tenure . 24, contract length . 12, region 6¼ Midlands,

region = London, device 6¼ iPhone5, problem with handset

\ 3, gender = female, number of complaints \ 2.

The steps.php file (Figure 9) describes agent interac-

tion. To summarize the code, if a churn customer meets a

stay customer, the stay morphs to a churn customer. The

crying face in Figure 10 represents churn customer and the

smiley face represent stay customers. Overall, this experi-

ment shows how customer behavior can be influenced by

the environment. Figure 10 demonstrates the effectiveness

and utility of the method. Further experimentation is possi-

ble. Using friend networks, agents move from one grid to

another and their decisions are based on the interaction

with family/friends, as represented in Figure 10.

9. Artifact discussion

The CADET method was evaluated using an experimental

instantiation with a Telco dataset. The agent architecture,

agent attributes and behavior, and the model structure are

explained. In DSR the evaluation process is carried out to

establish the design effectiveness of the CADET method

to ABMS. Our initial aim was to uncover agents, attri-

butes, and behavior from customer data for practical use in

an ABM. In the experiment, agents represented mobile

subscribers. Mobile subscribers were modeled to interact

with other customers in the environment, thereby estab-

lishing the effect of social influence on customer retention.

Agents and rules were extracted and loaded into the simu-

lation (see Figures 7 and 8). The TEA-SIM tool provided a

social environment, demonstrating how customers can be

influenced by their social circle. Validating the CADET

method with the TEA-SIM tool provides insights on the

impact of social influence of customer retention. In addi-

tion, it demonstrates how WOM can be a vital tool for cus-

tomer retention.

The CADET method can be applied to both structured

and unstructured datasets. The CADET framework is

clearly able to describe agents and their attributes ready for

transformation into an ABMS experiment. Furthermore,

the decision tree is able to identify attributes of interest

and therefore provide a filter on source data. ABMS

experimentation was conducted as a validation for utilizing

the CADET framework as a data-driven approach to

ABM. Traditional validation, where results from simula-

tions are contrasted to test datasets, were also carried out.

However, the aim here is to present an approach to more

Figure 6. Customer behavior exploration.

Figure 7. Init.json file.
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exploratory agent-based experiments where snapshots of

market activity and external forces can be tested. The

TEA-SIM tool provided a generic approach for companies

across industries to better understand their customers. In

addition, the TEA-SIM tool also helps decision-makers in

organizations to work on strategies to understand customer

behavior, enhance customer retention, and subsequently

improve CRM. A real-world example is presented, imple-

menting the CADET method using the TEA-SIM tool. The

CADET approach was used to effectively provide an ABM

using the results derived from decision trees. Although

applied to a dataset from a Telco company, the CADET

approach can be extended and implemented in other indus-

tries such as healthcare, manufacturing, and financial ser-

vices. Furthermore, the CADET framework provided

concrete insight into customer retention in this study. In

particular, the experimental instantiation demonstrates the

possible impact of WOM as an important factor for

customer retention. In terms of describing ABMs, the

CADET approach has the following advantages: (1) it pro-

vides a clear and intuitive way to describing agents and

their attributes while explaining the significance of rela-

tionships between variables; (2) it can take into account

Figure 8. Model.json.

Figure 9. Stepper function for dataset.
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the heterogeneity of customers to capture emergent phe-

nomena; (3) it is flexible and can easily adapt to new con-

straints; and (4) in addition to its flexibility, the CADET

approach can also be applied more generally in any indus-

try with detailed customer datasets.

Applying the CADET framework to an ABMS tool

such as TEA-SIM can provide actionable insights into the

social effects of customer retention. Results demonstrate

that ABMS can provide an effective approach to the explo-

ration of inter-customer dynamics, which have so far been

ignored, while still providing a robust data-driven under-

pinning. In addition, the simulation itself demonstrates

likelihood of a customer to churn when the number of

neighbors who churn increase.87 Figure 6 depicts CART as

part of an ABMS workflow that synthesizes initial agent

and attribute results with inter-customer dynamics. Agents

are uncovered from Telco data and then further extended

with social behaviors.

10. Conclusion

Customer retention is extremely important to MNOs

because of fierce competition in the mobile sector. Hence,

companies in the sector are increasingly strengthening

their CRM strategies in order to retain customers. A num-

ber of factors can influence the decision for customers to

purchase or adopt a product or service. However, custom-

ers are also likely to trust the WOM from someone within

their social network. Tools and techniques are required to

build models in near real-time and also allow companies

to explore external factors. Machine learning and ABMS

have both been widely adopted to better understand cus-

tomer behavior. However, their combination as a means to

generate models using only market determinants is novel.

Consequently, models can be generated in a timely man-

ner and in response to market change. It is this level of

automation that allows companies to explore possible

future scenarios or active interventions. This paper pre-

sents the CADET method, a novel data-driven approach to

ABMS, that addresses the effective utilization of large and

rapidly changing datasets. Agents are not predefined

before data analysis activities, determinants are used to

uncover both agents and behaviors automatically.

March and Smith describe artifacts as constructs, mod-

els, methods, and instantiations to delineate core research

activities. Artifacts naturally contribute to the process of

modeling and simulation primarily as a method for model

building, the model itself, and as an instantiated simula-

tion. This study presents the CADET method as a data-

driven framework for initial building (or initialization)

activities – identifying agents, attributes of interest and

customer behaviors. A Telco customer model is generated

from data and then instantiated in order to evaluate the

CADET method utilizing a data-driven ABMS tool. The

application of the CADET method clearly demonstrates

the effectiveness of data-driven processes as part of an

ABMS industry experiment. Agents, attributes, and

Figure 10. Agent interaction process.
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behaviors are uncovered before transformation into the

ABM. Although applied here in the mobile telecommuni-

cation sector, future work could easily be applied more

widely with only determinants and customer datasets

required upfront.
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