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## SYMBOLS

- $I_{BB}$: Set of BBU function
- $P_{BBU}$: PC of the BBU
- $P_{i,BB}^{ref}$: BBU’s sub component PC
- $x_{act}$: Actual value of the power consumed
- $x_{ref}$: Reference value of the parameter consumption
- $s_i$: Scaling vector
- $P_{DC,P}$: BBU pool DC-DC Conversion PC
- $B$: Total number of active BBUs
- $R$: Total number of active RRHs
- $P_{BBU_b}$: PC of $b$-th BBU, connected to $r$-th RRH
- $P_{opt,P_{b,r}}$: PC of optical device connects $b$-th BBU to $r$-th RRH
- $l_{DC,P}$: Loss caused by DC-DC conversion
- $\eta_{DC,P}$: DC conversion efficiency
- $\varpi$: Exponential decay constant
- $l_o$: Initial losses at time ($t = 0$)
- $\eta$: Efficiency of the device
- $P_{DC,P_{out,max}}$: Maximum DC conversion output power
- $P_{MS,P}$: Power consumption of AC-DC-Conversion
- $l_{MS,P}$: Losses of MS power conversion
- $\eta_{MS,P}$: AC-DC conversion efficiency
- $P_{MS,P_{out,max}}$: Maximum AC converter output power
$l_{cool}$  
Cooling loss

$P_{cool}$  
Cooling power consumption in the BBU pool

$P_{out}$  
Antenna output transmission power

$P_{TX}$  
Output power of the power amplifier

$RB$  
Number of the Physical Resource Blocks

$P_{PA}$  
Power consumption of PA

$\eta_{PA}$  
PA efficiency

$P_{DC,R}$  
Power consumption of the RRH DC-DC conversion

$\eta_{DC,R}$  
RRH DC-DC conversion efficiency

$A$  
Total number of antenna or RF chains

$P_{RF,a}^{r,b}$  
PC of the $a$-th RF of $r$-th RRH, connected to $b$-th BBU

$P_{PA,a}^{r,b}$  
PC of the $a$-th PA of $r$-th RRH, connected to $b$-th BBU

$P_{opt,R}$  
PC of the optical device inside the RRH

$\eta_{DC,R}$  
DC-DC conversion efficiency

$P_{DC,R,\text{out,max}}$  
Maximum output power of the DC-DC converter

$l_{MS,R}$  
AC-DC losses

$\eta_{MS,R}$  
AC-DC conversion efficiency

$P_{MS,R,\text{out,max}}$  
Maximum output power of the AC-DC converter

$P_{CRAN}$  
C-RAN total PC, single unit

$P_{Pool}$  
Total PC of BBU pool

$P_{BBU,b,r,a}$  
PC of $b$-th BBU; of $r$-th RRH; mounts $a$-th antenna

$P_{PA,b}^{r,a}$  
PA PC of $a$-th antenna’s, of $r$-th RRH; of $b$-th BBU

$P_{RF}^{r,a}$  
RF PC of $a$-th antenna’s, of $r$-th RRH; of $b$-th BBU

$P_{\text{supply}}$  
C-RAN total PC, multi unit

$P_{MME}$  
Power consumption of MME

$P_{SGW}$  
Power consumption of SGW

$P_{PGW}$  
Power consumption of PGW

$P_{cl}$  
Power consumption of control plane

$M_{MME}$  
Set of MME functions
$SG_{SGW}$ Set of SGW functions

$PG_{PGW}$ Set of PGW functions

$Q$ Total number of MME

$D$ Total number of SGW

$G$ Total number of PGW

$v_q$ Processing speed of MME (pps)

$v_d$ Processing speed of SGW (pps)

$v_g$ Processing speed of PGW (pps)

$E_{m,MME}^{ref}$ Energy consumption of $m$-th MME function

$E_{sg,SGW}^{ref}$ Energy consumption of $sg$-th SGW function

$E_{pg,PGW}^{ref}$ Energy consumption of $pg$-th PGW function

$y_m^A$ Scaling exponent of the number of RF chains of MME

$z_{sg}^A$ Scaling exponent of the number of RF chains of SGW

$j_{pg}^A$ Scaling exponent of the number of RF chains of PGW

$y_m^B$ Scaling exponent of bandwidth of MME

$z_{sg}^B$ Scaling exponent of bandwidth of SGW

$j_{pg}^B$ Scaling exponent of bandwidth of PGW

$P_{SDN}$ SDN power consumption

$P_{switch}$ O.F switch power consumption

$P_{port}$ Port power consumption

$E_{prnt,of,sw}$ Energy consumed at full speed by $sw$-th port of switch of

$v_{sw}$ Line speed corresponding the $sw$-th port

$OF$ Total number of O.F switches

$SW$ Total number of O.F ports

$P_{flow}$ O.F traffic power consumption

$FL$ Total number of flows

$R_{pkt}$ O.F flows packet rate (packets per sec)

$MC$ Total number of flows that matching

$NC$ Total number of flows that non-matching
ACT: Total number of flows that actioned

MT: Total number of matched packets per flow

DS: Total number of non-matched packets per flow

AK: Total number of actioned packets per flow

$E_{mt}$: Energy required to process $mt$-th match packet

$E_{ds}$: Energy required to process $ds$-th non-match packet

$E_{ak}$: Energy required to process $ak$-th actioned packet

$P_{SDN\text{ctrl}}$: SDN controller power consumption

$R_{OF}^{ctl,of}$: Rate of O.F signalling from the $ctl$-th controller to $of$-th switch

$R_{MME}^{ctl,q}$: Rate of O.F signalling from the $ctl$-th controller to $q$-th MME

$R_{SGW}^{ctl,d}$: Rate of O.F signalling from the $ctl$-th controller to $d$-th SGW

$R_{PGW}^{ctl,g}$: Rate of O.F signalling from the $ctl$-th controller to $g$-th PGW

$CTL$: Total number of SDN controllers

$P_{SDN\text{DC,}P}$: BBU pool DC-DC Conversion with SDN devices

$P_{SDN\text{-C-RAN}}$: Total power consumption of SDN based C-RAN

$P_{CN}$: Power consumption of core network

$\sigma_{\text{fronthaul}}$: Fronthaul loss factor

$\sigma_{\text{backhaul}}$: Backhaul loss factor

$P_{\text{SDCN\text{-RAN}}}$: SDN based C-RAN power consumption in the parameters model

$P_{\text{SDC\text{-switch}}}$: Power consumption of O.F switch in the parameters model

$P_{\text{MME}}$: Power consumption of MME in the parameters model

$P_{\text{SGW}}$: Power consumption of SGW in the parameters model

$P_{\text{PGW}}$: Power consumption of PGW in the parameters model

$P_{\text{pool}}$: PC of BBU pool in the parameters model

$P_{\text{RRH}}$: Power consumption of RRH in the parameters model

$P_{\text{BBU}}$: Power consumption of BBU in the parameters model

$P_{\text{RF}}$: Power consumption of RF in the parameters model

$N$: Total number of virtual machines

$Z_{\text{RAM}}$: RAM size
\[ dZ_{\text{RAM}} \] Change in RAM size
\[ dN \] Change in number of virtual machines
\[ Z_{\text{int}} \] Initial RAM size
\[ P_{\text{RAM}}(Z_{\text{RAM}}) \] PC of the RAM as a function of RAM size
\[ \alpha \] Constant of RAM size
\[ \beta \] Constant RAM power consumption
\[ dP_{\text{RAM}} \] Change in RAM power consumption
\[ P_{\text{intRAM}} \] Initial PC of the RAM
\[ Z \] RAM size
\[ i \] RAM size index
\[ P^i_{\text{RAM}} \] PC of RAM holds \( i \) index
\[ dP^i_{\text{RAM}} \] Change in PC of RAM holds \( i \) index
\[ \nu \] Constant of RAM power consumption change
\[ P_{\text{RAM}}(N) \] PC of RAM holds \( i \) index as function of \( N \)
\[ P^i_{\text{intram}} \] Initial PC of RAM size with index \( i \)
\[ C \] Total number of cores per CPU
\[ N_C \] Number of VMs in one core
\[ P_{\text{core}} \] CPU core PC
\[ P_{\text{intcore}} \] initial core PC
\[ \varepsilon \] Core PC constant
\[ P_{\text{CPU}} \] CPU power consumption
\[ P_{\text{CPU server}} \] PC of CPUs per server
\[ K \] Total number of CPUs per server
\[ L \] Total number of NICs
\[ P_{\text{nic}} \] Power consumption of NIC
\[ P_{\text{intnic}} \] Initial PC of NIC
\[ dP_{\text{nic}} \] Change in NIC power consumption
\[ \gamma \] Constant of NIC power consumption
\[ P_{\text{NIC server}} \] Total PC of NICs per server
$t$  Time of storage utilisation

$P_{storage}(t, N)$  Storage PC as a function of VMs and time

$P^i_{storage}$  Storage PC increases by time

$\delta$  Increasing storage PC constant of time

$P_o$  Initial storage PC

$P^d_{storage}(t)$  Storage PC decreases by time

$\xi$  Storage PC — constant of $N$

$AS$  Number of accesses tasks

$PAS$  PC per task per VM

$P_{HV}$  Power consumption of Hypervisor

$PAS_{(as,n)}$  PC of $as$-th job allocated to $n$-th VM

$P_{BBU\ server}$  vBBU server PC

$S1$  Total number of BBU servers

$P_{cl\ server}$  Total PC of control plane servers

$S2$  Total number of servers that host the control planes

$P_{CPU}^{cl}$  Power consumption of control plane CPUs

$P_{CPU\ MME}$  Power consumption of MME’s CPU

$P_{CPU\ SGW}$  Power consumption of SGW’s CPU

$P_{CPU\ PGW}$  Power consumption of PGW’s CPU

$P_{MME\ core}$  Core PC of MME

$P_{SGW\ core}$  Core PC of SGW

$P_{PGW\ core}$  Core PC of PGW

$C1$  Total number of BBU’s cores

$C2$  Total number of MME’s cores

$C3$  Total number of SGW’s cores

$C4$  Total number of PGW’s cores

$K1$  Total number of BBU’s CPUs

$K2$  Total number of MME’s CPUs

$K3$  Total number of SGW’s CPUs
$K_4$ Total number of PGW's CPUs

$RB_n$ Resource blocks of each VM

$\vartheta$ Increment factor due to processing $RB_n$

$P_{eCN}'_{server}$ Total PC of the virtualised core network

$mcs$ Modulation and coding scheme index

$\tau_{bare}$ Execution time of a bare BBU server

$\tau_{init}$ Initial BBU delay

$\tau_{HV}$ HV delay

$\tau_v$ Execution time of virtualised server with 1 VM

$\tau$ Total execution time of all VMs

$\tau_{v,s,n}$ Total execution time of VM $n$ of server $s$

$P_{eCRAN}$ Total PC of virtualised C-RAN

$P_{source}$ Power cost of the source server

$u_{tl}$ Sever utilisation

$scof$ Source server constant factor

$p_{dest}$ Power cost in the destination server

$rcof$ Destination server constant factor

$S_{smig}$ Total number of migration source servers

$S_{rmig}$ Total number of target servers

$N_{smig}$ Total number of migrated VMs

$N_{rmig}$ Total number of received VMs

$P_{mig}'_{eCRAN}$ PC of live migration based virtualised C-RAN

$\tau_{mig}$ Time cost of VM migrating

$d_{mig}$ Migration distance

$v_{mig}$ Migration speed

$\tau_T$ Total delay of virtualisation and migration

$p_1, p_2, ...$ Source server coefficients
# ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>analogue to digital converters</td>
</tr>
<tr>
<td>API</td>
<td>application programming interfaces</td>
</tr>
<tr>
<td>BBU</td>
<td>base band unit</td>
</tr>
<tr>
<td>BS</td>
<td>base station</td>
</tr>
<tr>
<td>CAPEX</td>
<td>capital expenditure</td>
</tr>
<tr>
<td>CA</td>
<td>carrier aggregation</td>
</tr>
<tr>
<td>CN</td>
<td>core network</td>
</tr>
<tr>
<td>CO-D</td>
<td>coherent detection</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>CPRI</td>
<td>common public radio interface</td>
</tr>
<tr>
<td>C-RAN</td>
<td>cloud radio access network</td>
</tr>
<tr>
<td>DAC</td>
<td>digital to analogue converters</td>
</tr>
<tr>
<td>D-RAN</td>
<td>distributed RAN</td>
</tr>
<tr>
<td>DD</td>
<td>direct detection</td>
</tr>
<tr>
<td>EE</td>
<td>energy efficiency</td>
</tr>
<tr>
<td>eNodeB</td>
<td>evolved NodeB</td>
</tr>
<tr>
<td>EPC</td>
<td>evolved packet core</td>
</tr>
<tr>
<td>EPS</td>
<td>evolved packet system</td>
</tr>
<tr>
<td>E-UTRAN</td>
<td>evolved universal telecommunication radio access network</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error correction</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>FDM</td>
<td>frequency domain multiplexing</td>
</tr>
<tr>
<td>FFT</td>
<td>fast fourier transform</td>
</tr>
<tr>
<td>GOPS</td>
<td>giga operation per second</td>
</tr>
<tr>
<td>GSM</td>
<td>global system for mobile communications</td>
</tr>
<tr>
<td>HDD</td>
<td>hard disk Drive</td>
</tr>
<tr>
<td>HetNet</td>
<td>heterogeneous network</td>
</tr>
<tr>
<td>HSPA</td>
<td>high speed packet access</td>
</tr>
<tr>
<td>HSS</td>
<td>home subscriber server</td>
</tr>
<tr>
<td>HV</td>
<td>hypervisor</td>
</tr>
<tr>
<td>LTE-A</td>
<td>LTE Advanced</td>
</tr>
<tr>
<td>LTE</td>
<td>long term evolution</td>
</tr>
<tr>
<td>LNAs</td>
<td>low noise amplifiers</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input multiple-output</td>
</tr>
<tr>
<td>MME</td>
<td>mobility management entity</td>
</tr>
<tr>
<td>mmWave</td>
<td>millimeter wave</td>
</tr>
<tr>
<td>NAS</td>
<td>network attached storage</td>
</tr>
<tr>
<td>NFV</td>
<td>network function virtualisation</td>
</tr>
<tr>
<td>NIC</td>
<td>network interface controller</td>
</tr>
<tr>
<td>OF</td>
<td>open flow</td>
</tr>
<tr>
<td>OFDMA</td>
<td>orthogonal frequency division multiple access</td>
</tr>
<tr>
<td>OPEX</td>
<td>operational expenditure</td>
</tr>
<tr>
<td>ORM</td>
<td>optical receiver module</td>
</tr>
<tr>
<td>OSI</td>
<td>open systems interconnection</td>
</tr>
<tr>
<td>OTM</td>
<td>optical transmitter module</td>
</tr>
<tr>
<td>PC</td>
<td>power consumption</td>
</tr>
<tr>
<td>PCRF</td>
<td>policy and charging rules function</td>
</tr>
<tr>
<td>PGW</td>
<td>packet gateway</td>
</tr>
<tr>
<td>PM</td>
<td>power model</td>
</tr>
<tr>
<td>pm</td>
<td>parameters model</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>pps</td>
<td>packets per second</td>
</tr>
<tr>
<td>PtP</td>
<td>point-to-point</td>
</tr>
<tr>
<td>PtMP</td>
<td>point-to-multipoint</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RAM</td>
<td>random access memory</td>
</tr>
<tr>
<td>RRH</td>
<td>remote radio head</td>
</tr>
<tr>
<td>SAE</td>
<td>system architecture evolution</td>
</tr>
<tr>
<td>SC-FDM</td>
<td>single carrier-frequency domain multiplexing</td>
</tr>
<tr>
<td>SDN</td>
<td>software defined network</td>
</tr>
<tr>
<td>SDC-RAN</td>
<td>software defined cloud radio access network</td>
</tr>
<tr>
<td>SE</td>
<td>spectral efficiency</td>
</tr>
<tr>
<td>SGW</td>
<td>serving gateway</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>UE</td>
<td>user equipment</td>
</tr>
<tr>
<td>UMTS</td>
<td>universal mobile telecommunication system</td>
</tr>
<tr>
<td>VM</td>
<td>virtual machine</td>
</tr>
<tr>
<td>VCO</td>
<td>voltage controlled oscillators</td>
</tr>
<tr>
<td>vBBU pool</td>
<td>virtual BBU pool</td>
</tr>
<tr>
<td>3GPP</td>
<td>third mobile generation partnership project</td>
</tr>
<tr>
<td>5G</td>
<td>fifth generation</td>
</tr>
<tr>
<td>4G</td>
<td>fourth generation</td>
</tr>
</tbody>
</table>
Abstract

In this thesis, components and parameters based power models (PMs) are produced to measure the power consumption (PC) of cloud radio access network (C-RAN) architecture. In components PM, the power figure of each component within C-RAN is evaluated. After, this model is parametrised such that the computation complexity of each component is converted to a straightforward, but accurate method, called parameterised PM. This model compares cooling and total PC of traditional LTE architecture with C-RAN. This comparison considered different parameters such as, utilised bandwidth, number of antenna, base band units (BBUs) and remote radio heads (RRHs). This model draws about 33% reduction in power. Next, this PC model is updated to serve and exhibit the cost of integrating software defined networks (SDNs) with C-RAN. Alongside, modelling the power cost of the control plane units in the core network (CN), such as serving gateway (SGW), packet gateway (PGW) and mobility management entity (MME). Although there is power cost, the proposed model shows the directions to mitigate it. Consequently, a simplified PM is proposed for virtualisation based C-RAN. In this model, the power cost of server virtualisation by hosting several virtual machines (VMs) is shown, in a time and cost effective way. The total reduction in the PC was about 75%, due to short-cutting the number of active servers in the network. Alongside, the latency cost due to such technique is modelled. Finally, to enable efficient virtualisation technology, live migrating the VMs amongst the servers is vital. However, this advantageous situation is concurrent with VM’s migration time and power cost. Therefore, a model is proposed to calculate the power cost of VM’s live migration, and shows the effect of such decision upon the total PC of the network/C-RAN. The proposed work converts the complexity of other proposed PMs, to a simplified and costless method. Concurrently, the time cost is added to the imposed virtualisation’s time cost to formulate the total delay expected prior to these techniques’ execution.
Chapter 1: Introduction

1.1 Overview

The increasing number of connected devices, each coupled with an abundance of new types of bandwidth-hungry applications and services, has resulted in high data rate demands [1]. According to Cisco and Ericson’s recent forecast, mobile portable devices and connections will grow to 11.5 billion by 2019, and thereon to more than a ten-fold increase in mobile data traffic between 2013 and 2018 [1]. Furthermore, mobile device connections will grow to about 10.5 billion by 2018 compared to 7.2 billion in 2013 [1], [2]. Additionally, Ericsson reportedly forecasts that in 2021, 150 billion devices will be 5G connected, up from 4.100 billion connections using LTE technology [3]. To serve such demand, more base stations (BS), such as Macro, Pico and Femto are installed, which result in more consumed power.

Long term evolution (LTE), also called (3GPP, Release 8) represents the latest version of third mobile generation partnership project (3GPP). The idea behind this release is to cover the shortcoming of older generations, such as global system for mobile communications (GSM), universal mobile telecommunication system (UMTS), high speed packet access (HSPA), etc. These systems compete for at least 10 years before LTE emerges. The main differences amongst these systems are that LTE uses IP packet architecture and introduces new air interface which is orthogonal frequency division multiple access (OFDMA). Furthermore, it defines new quality of service (QoS) bearers to guarantee the user equipment (UE) requirements. LTE system is launched to compete for at least 10 years. The main objectives of this system were:
• Reduced latency.

• Packet oriented communication network architecture.

• Flexible frequency bands between 1.25-20 MHz.

• Higher data rates, up to 100 Mbps in downlink, and about 50 Mbps in uplink transmission.

• Using OFDMA multiple access technique for downlink and single carrier single carrier- frequency division multiple access (SC-FDMA) for uplink transmission.

1.2 LTE Architecture

In LTE, the evolution of legacy UMTS system has resulted what is called evolved universal telecommunication radio access network (E-UTRAN), together with system architecture evolution (SAE) which includes the evolved packet core (EPC), they comprise evolved packet system (EPS) [4]. Packet system means the data is divided into packets before passing it to the circuit to be received by the other host, each packet may take different route in the network via utilising routing algorithms to reach its final destination. This is in contrast to the circuit switching systems when the rout is static and pre-established prior to connection initialisation. Mainly, LTE architecture consists of three parts, these are the users (UEs), E-UTRAN and EPC, as shown in Fig 1.1. E-UTRAN consists of many eNodeBs, which offer the air interface to the UEs, precessing the received data and offers the necessary resources scheduling. When the call is established, the UEs’ data plane using (S1-U) interface will be directed from the eNodeB to the serving gate way (SGW), then to the other eNodeB where the other UE resides. On the other hand, the mobility management entity (MME) is updated by the eNodeB using the control plane interface (S1-MME). However, the MME is responsible for updating the SGW about UE’s position, its data base and necessary mobility functions. The SGW in turn is responsible mainly for forwarding/routing UEs’ packets to the required destination. If the UE requires to
connect to the other networks or to the Internet, then the SGW forwards the packets to the packet gateway (PGW). Successively, PGW is responsible for many functions, for example, packets filtering, IP allocation and inter-operator charging.

1.2.1 Users (UEs)

The UE terminology can be interpreted as mobile device, laptops/computer, tablets, etc. The UE is the only device that can be seen and explored by the customers, while the other network’s parts are run by the network service operators.

1.2.2 Evolved universal telecom. radio access network (E-UTRAN)

The second part consists of many evolved NodeBs (eNodeBs), which are connected and communicated to each other through X2-interface for necessary handover operations, while S1 interface is used to connect these eNodeBs to the EPC. The eNodeB works as a bridge to connect the UE with the core network (CN) and provides the necessary protocols. The eNodeB is also responsible for scheduling the resources amongst the different UEs in both time and frequency dimensions while ensuring the required QoS for the UEs. In addition, eNodeB has the mobility management functionality such as handover signalling and radio link measurements.

1.2.3 Evolved packet core (EPC)

Also known as core network (CN), EPC included three main entities: MME, SGW and PGW. Furthermore, some logical entities can be considered as part of the CN, such as policy and charging rules function (PCRF), and home subscriber server (HSS). Each entity in turn is responsible for different functions. For example, MME is responsible for inter CN mobility signalling with other 3GPP networks, authentication, authorization, time zone signalling and bearer management, which
includes bearers activation/deactivation procedures. An EPS bearer means how the UE traffic will be treated when passing through the network.

Fig. 1.1. LTE E-UTRAN network architecture [5]. It shows the three main parts of LTE: UE, E-UTRAN and EPC. E-UTRAN contains many eNodeBs, while EPC encompasses MME, SGW, PGW, HSS and PCRF units.

1.3 Beyond LTE

There have been several techniques to enhance LTE system to an advanced version, called LTE-Advanced (LTE-A), or (3GPP, Release 10). These techniques were utilised by LTE to provide higher data rates, wider coverage, higher throughput and lower latency, which result in higher UE satisfaction [6]. In addition, LTE-A is able to support heterogeneous networks, where the low power nodes containing Pico, Femto cells and relays are placed within the Macro cell layout. However, these technologies can be summarised as follows:
1. Carrier aggregation (CA)

This technique is proposed to achieve about 1 Gbps peak rate by combining disparate spectrum bands into a wider bandwidth to serve a single UE [7]. For example, if a service provider (SP) own 10 MHz of bandwidth in the 800 MHz spectrum and 20 MHz in the 1900 MHz, then it is possible to aggregate both bands to construct a 30 MHz bandwidth. This number can grow to an upper limit, which is 100 MHz. There are two types of CA techniques [8]: continuous CA, when the carrier components are adjacent. The second type is called non-continuous CA, when the multiple carrier components are detached over the bandwidth. Generally, the first type is easier to implement. It does not require changing in the LTE physical layer texture, therefore, a single module fast fourier transform (FFT) and single radio frequency (RF) component can be used while providing the backward compatibility to LTE system. Furthermore, this has impacted easier management algorithms and resource allocation in the first type compared to the second type. On the other hand, due to the scarce available resources in low bandwidth, practically implementing the continuous CA is more difficult. Therefore, the second type is more practical to enable the operators to utilize their available spectrum, including the scattered and unused bands, and those bands which are already assigned for the legacy systems.

2. Advanced multiple-input multiple-output (MIMO)

Multiple-input multiple-output (MIMO) pointed to a communication systems when the transmitter and receiver included multiple antennas. Using MIMO technology was the key success of LTE and some other rival systems, LTE MIMO system was up to four layers. Now on, it continues with LTE-A. According to LTE-A requirements, the maximum required spectral efficiency urges using $8 \times 8$ spatial multiplexing. Unlike LTE, the uplink MIMO is adopted in LTE-A for a single UE with up to four layers. [9].

3. Coordinated multi point (CoMP) transmission and reception
Coordinated multi point (CoMP) (3GPP, Release 11) is a key LTE-A technology that effectively increases the average capacity of cells, improves the signal-to-noise ratio (SNR) and offers optimised utilization of the available system resources and spectral efficiency. CoMP enables the communication amongst multiple eNodeBs to dynamically avoid the interfering transmission signals. Accordingly, the downlink efficiency is dramatically enhanced as the transmitted signals by multiple eNodeBs coordinate to revoke the mutual inter-cell interference [10]. Since same spectrum is used by all BSs’ sectors, this leads to increased interference at the cell edge UEs while signals are received from multiple BSs. By using COMP, the sectors of a single BS can cooperate using intra-site, while the inter-site type happens amongst multiple/adjacent eNodeBs. COMP is applied in both downlink and uplink. However, All comes with increased backhaul demand which includes low latency, high cell capacity, increased synchronization, higher complexity, increased channel estimation and power consumption (PC) [11].

4. Heterogeneous networks (HetNet) and relay nodes

Relay nodes are deployed at the cell edges to extend and provide better capacity and coverage. These low power stations operate as repeaters, it’s purpose is to rebroadcast the received/transmitted signals and to improve signal quality [12]. The relays are connected to the eNodeBs via wireless links. Such existence offers magnificent savings in the cost when compared to deploying new eNodeBs. This concept ties into the idea of heterogeneous network (HetNet). Towards boosting the network capacity and coverage, HetNets enable varying sizes of cells, each with differentiated radio access technology and output power to work/cooperate together. The small size cells can be deployed within the coverage of large size cells to enable serving increased number of UEs at the same time and improve the service to the cell edge UEs.
Other than the aforementioned technologies, there are other several evolutionary proposals that are suggested for LTE-A, for example self-organizing networks, cognitive radio and enhanced inter-cell interference coordination [13].

1.4 Beyond 4G

Mobile operators continuously seek out innovative ideas, designs, protocols and advanced digital signal processing (DSP) techniques in order to effectively cope with the explosive high demand for data, while simultaneously providing scalable and faster connectivity [14].

It was promised by 2020, the 5G wireless and mobile communication systems have to provide about 1000 times more capacity than today, reducing up to 90 % of the consumed energy per service, offering 1000 Gbps per $km^2$ more spectral capacity in dense areas, 10 times more connected devices battery life, and 5 times less end-to-end latency in comparison with the current forth generation (4G) system [15],[16]. However, most of the futuristic algorithms tend to rely on over-provisioning of resources, ensuring that the desired demands are met, such as spatial densification and spectral aggregation [17]. This leads to high PC and thus, high costs for the network operators. To exceed such cost, new paradigms and network designs become a must [18]. These emerging technologies are variant in purpose, herein, some of these key technologies for 5G are briefly described as follows [19]:

1. Cloud radio access networks (C-RANs)

C-RAN architecture has been suggested by both operators (e.g., NTT, KT, France -Telecom/Orange. Telefonica, SoftBank/Sprint, and China Mobile), as well as equipment vendors (e.g., Alcatel-Lucent, Light Radio, Nokia-Siemens,Liquid Radio).

C-RAN is addressed as one of the prerequisite technologies to enable high performance 5G networks [20]. C-RAN architecture is an advanced version of the traditional network paradigms, which brings the concept of cloud computing
to the mobile systems [21], [22]. C-RAN consists of many remote radio heads (RRHs) and base band unit (BBU) pool, the low power RRHs are distributed and connected either via high-bandwidth optical fibers or wireless links to the BBU pool [23], [24]. The latter in turn represents the host/cloud/data centre for hundreds of BBU servers. This deployment guarantees a reduction in both operational (OPEX) and capital (CAPEX) expenditures, because of the reduced site visits, maintenance and leases, which eternally reduce the total cost required to operate the network [25]. Moreover, it allows the non static allocations amongst BBUs and RRHs, enabling the off-loading algorithms to share processing load through any neighbouring BBUs, so as some of the BBUs can be switched off to save energy. This collaboration in the pool enhances the system’s throughput, spectral efficiency (SE) and energy efficiency (EE) [26]. Moreover, cooling requirement can be reduced, as in C-RAN there will be one or few distributed pools in very large geographical area. In each pool, there will be only few cooling units for many BBUs, while in the traditional BS sites, each BBU requires a separate cooling unit.

2. Heterogeneous C-RAN (H-CRAN)

C-RAN can also integrates the existing Macro BS networks deployment to yield Heterogeneous based Cloud Radio Access Networks (H-CRAN). In which, the deployed Macro BS cooperates and coexists with the proposed C-RAN scenario [23]. By doing so, the low-PC RRHs are deployed and cooperated with each other in the BBU pool, whilst the Macro BSs are interfaced with the BBU pool by the means of S1 and X2 protocols for data and control plane respectively.

H-CRAN aims delivering cooperative services in the dense areas. H-CRAN makes use of both high data rates provided by the RRHs to the UEs with high QoS. Besides, securing the coverage to the UEs with low QoS requirements [27]. Accordingly, the challenges faced the traditional HetNets are mitigated. In the latter, coordinating the transmission/reception amongst the small cells (Pico
and Femto) requires a huge signalling for handover processes and mitigating the inter-tier interferences with the large coverage Macro BSs; when the wireless connection capacity is always constrained. Furthermore, the densely deployed small cells improve the capacity, but with increased energy consumption, which degrades the EE performance. On the other hand, H-CRAN architecture combines and takes advantage of both C-RANs and HetNets. The RRHs collaborate in the pool to avoid the signalling cost with the large BS and gain high cooperation, whilst the pool is linked to the Large BS to coordinate the inter-tier interference [23].

3. Software defined network (SDN)

SDN is a promising step to modify the way networks’ control plane is dealt with so as to offer enhanced communication [20]. Traditionally, each network device contains both data and control plane functions. SDNs aim to separate the control functions of each distributed forwarding device and place them in a centralized controllers [28], as shown in Fig. 1.2. This enables running the control plane by only software to relief the complexity of these forwarding devices and replace them with less intelligent open flow switches [29]. The controller will be responsible for installing the flow forwarding and processing rules in the data plane devices and collecting network status. As such implementation offers a global view for the network, it helps to dynamically manipulate and reduce the utilised network resources, innovate new policies and services, offering flexible network administration. Subsequently, it provides smarter scheduling to the network links which eventually enhances the throughput, network maintenance and hardware cost [30], [31]. Furthermore, the controller is able to update the switches intelligently while integrating other mobile control plane entities, such as MME, SGW and PGW.
4. Network function virtualisation (NFV)

Further to control-data planes separation by SDN, NFV decouples the physical hardware from the network functions that are installed on them, which means that these functions are dispatched to the SPs in a form of plain software or software stack instance [32]. In this case, running fewer virtualised servers in the data center to run the whole network becomes possible while fulfilling the UEs’ QoS requirements [15], [33], [34], [35]. Recently, the research community embraced the use of NFV techniques in the cloud for several reasons, such as flexible allocations for the network resources, enabling flexibility in the servers’ operation and configuration, reducing the maintenance cost and total network cost, supporting multi-tenancy, and potential reduction in the energy cost. Therefore, NFV have been devoted to provide significant increase in the EE, which allows SPs to execute network’s functions using software rather than
running proprietary built or dedicated appliances. Due to the latter, updating and expressing new services and applications that are necessary to enable 5G is increasingly intractable. NFV also enables the use of general off-the-shelf servers to run these functions’ software, also known as virtual machines (VMs). Fig. 1.3 shows the concept of virtualisation when several VMs are sharing the virtualised server’s resources.

Fig. 1.3. The concept of virtualisation, several VMs sharing the server resources.

5. Live Migration of VMs

VM live migration technique is considered as a drive to improve the performance of the networks. Simply, it is possible to migrate a VM from one server to another, while keeping this VMs running/alive during the transfer process. This idea offers a spatial oriented services. This also can offer on demand services to the network providers [36]. Once a VM is seamlessly transferred, the QoS of the UEs can be enhanced as it is been served by a near located ser-
vice instance/VM, rather than a far located and propriety based servers. This technique also provides resilience while performing hardware maintenance and software updates. The running applications and services can be migrated to other servers without lack of service availability [37].

6. Millimeter Wave (mmWave)

The wireless networks are greatly constrained to a narrow range of frequencies while operating, this range is around hundreds of MHz to few GHz. By now, this band is almost fully occupied during peak times and peak markets. Regardless how efficient are the optimisation methods nowadays, the need for more bandwidth is urgent [38]. Fortunately, mmWave spectrum range (lies between 30–300 GHz) can offer a wide range of frequencies to use and integrate with mobile and Wifi networks transmission. Nevertheless, until recently it is deemed difficult to implement such band for several reasons, such as its propagation quality including path loss, rain and atmospheric absorption, less diffraction and penetration while facing objects, this makes their application limited to the short range transmission. However, using these bands in radio over fiber technologies seems more promising than transmitting in pure wireless links. In radio over fiber, the light is modulated using a radio signal, then the modulated signals are transferred via an optical fiber and received at the receiver to enable wireless access. Further to providing the required bandwidth, another two advantages can be counted: the low cost of such technology [39], and the simplification in the design of BSs. This is facilitated by generating mmWave signals in the central office or the cloud and reuse the same wavelengths in the BS, so as no laser is required at the cell site [40].

1.5 Aim and Motivation

Amongst the different aspects, trends and challenges that are concurrent with 5G paradigms, such as improving the EE, optimising the radio planning, minimising the
latency, reducing the PC is a major. The electricity bills for the SPs and customers call charges, are both increasing linearly with the amount of provided data and type of service. The SPs are willing to provide an improved QoS to the UEs by innovating new technologies and algorithms, and increasing the number of deployed cells. However, this upgrades their PC and therefore their monthly bills, which results in harming the environment and increasing the global warming. This also reflects on increasing the customers charges to compensate such lost. Therefore, the PC is a crucial factor to be focused on in the future and hybrid/heterogeneous networks. As 80 % of the power required to operate the networks is consumed by the BS [41], C-RAN, SDN based C-RAN and virtualised networks represent the futuristic power reduction schemes. Within these networks, reducing the PC by using BBU cooperation, PC reduction algorithms and offloading techniques is also paramount. However, these methods cannot be validated unless their PC and trade-offs are known.

1.6 Research Challenges and Objectives

The aim of any research is to improve/innovate over the state of the art (SotA) techniques so as the network performance is enhanced. Improving the EE represents one of the main affecting factors, which included a combination of enhancing both the bit rate of the system concurrent with reducing the PC. However, rather than proposing new algorithm to reduce the PC, offering a reliable method to measure the PC of the networks has been given a huge interest in the past few years. The following points briefly demonstrate why such evaluation is very important:

- In case of proposing to add new components to the SotA network design, this addition might enhance the network flexibility, programmability or system bit rate. At the same time, it might add considerable energy consumption. Therefore, an EE evaluation is needed to calculate the cost and judge the consumed power.
• The advanced proposals which facilitate coordination and cooperation in the network, for example, dynamically allocating the network resources based on traffic demand, enabling new services in the network, balancing the load amongst whatever servers found in the cloud, and sleep mode some of the units in the network. These methods require a specific device or server to run, this server then adds a considerable energy to the system and degrades the EE. Eventually such unpredicted energy cost might exceed the proposed method’s gain, which urges to test such cost prior to implementation.

• To enhance the EE of any SotA system, a general platform for PC evaluation should be exited, so as the PC measurement of any other proposed systems is compared to it and the power gain is known.

• Some innovations enhance the EE but degrades the network performance. However, by evaluating the PC, a decision can be made to decide if it is worthwhile to compromise the network performance with the amount of reduced power.

• Understanding the way VMs consume power can help developing new methods to optimise their resources allocation and improve the HV scheduling amongst these VMs.

• When deciding to migrate a VM, a decision can be made according to the power cost. However, migrating a VM can cause the system to consume more power, this lost might not be justified by the migration benefits/gain. Nevertheless, by knowing the power consequences quickly through a power model (PM), an optimised decision can be made.

The studies concerning the PC usually attempt to describe such consumption in an easy, but accurate way, as SPs do not wish to spend much time and cost to only measure how much their network consumes, which can be easily estimated from the electricity bills they receive every month. Rather, they allocate more time and cost to develop new algorithms and optimisation techniques to reduce the PC and plan
the energy of their appliances and network. These techniques should be employed up on wherever within the network/device the enlarged consumption takes place. On the other hand, the power hungry components and devices cannot be known unless their power characteristics is evaluated, herein, it comes the effectiveness of the PM to show where the innovations should focus. Describing how the device consumes power is another point of conflict and PMs are variant regarding the complexity. In the literature, it is necessary to overcome the computational complexity of PC calculation to a simpler, accurate and parameterised models.

To exceed these challenges, the following objectives have been concentrated on:

• Modelling the PC of C-RAN paradigm, such modelling is important to estimate the amount of PC reduction in comparison to the SotA networks, and to judge the futuristic PC reduction techniques.

• Modelling the PC of software defined based cloud radio access networks (SDC-RAN) paradigm, this modelling is necessary to evaluate how much power is increased by adding SDN devices to C-RAN. Furthermore, it offers a general platform to evaluate the rising SDN concept and its innovated algorithms in the cloud.

• Modelling the PC of the virtualised C-RAN, this can estimate how much power can be reduced when the virtualisation techniques are implemented in the cloud. This is concurrent with modelling the trade-offs of virtualisation the servers, especially the latency. This is necessary to judge such technology which is a promising for low PC networks.

• Modelling the power and time cost of live migrating the VMs. This modelling can offer a judgement tool to decide about the EE of the networks while using this technology. Furthermore, the expected trade-offs can be known.
1.7 Thesis Contributions

1. In Chapter 3, components and parameterised models are proposed. The first model fulfils the desired level of fidelity which evaluates the PC of each part (component) of the C-RAN system. In the parameterised model, the complex representation of the network PC has been extensively reduced. Since only few parameters vary constantly in the model, and most of the parameters remain static, the parametrised model can be utilized to evaluate the futuristic power saving approaches in C-RAN. Such as the effects of the number of antennas on total PC, transmission power reduction, antennas’ deactivation, bandwidth adaptations and PC reduction by activating sleep modes. Furthermore, the accuracy comparison of both models has been presented.

2. In Chapter 4, components and parameterised models are presented to evaluate the PC of SDC-RAN, this was based on the modelling of Chapter 3. Furthermore, the CN’s control plane units, such as MME, SGW and PGW have been modelled. These components’ consumption is added to the total network’s PC, which in turn gives additional realistic visualisation to the PC of the entire network. Additionally, the accuracy comparison of both components and parameterised models of SDC-RAN has been presented.

3. In Chapter 5, modelling the way active VMs and processed resource blocks (RBs) by each VM increasingly affect the PC of the host server in terms of central processing unit (CPU), random access memory (RAM), network interface card (NIC) and hard drive (HDD). This modelling would provide a realistic, accurate and easy measurement to the PC compared to intrusive, software and utilisation level based models. Furthermore, the latency, which is concurrent with increasing the number of VMs and executed RBs at each VM in the virtualised server is also modelled.
4. In Chapter 6, modelling the cost of migrating the VMs from one server to another. This modelling has converted the available experimental and server utilisation or bit rate based, to a simpler expression. In addition, the migration time cost is also considered.

It is worth mentioning that this modelling is based on the concepts of existing measurements based works that dealt with evaluating the PC. Therefore, these concepts are converted to a mathematical models that reflect the actual behaviour of the network devices based on different parameters. Hence, such modelling exceeds the cost, complexity and proprietary of other works to produce simplified, costless, and adaptable models.

1.8 Thesis Organisation

In Chapter 2, a comprehensive literature review about energy consumption models of the various networks is presented. In 3, the PM of C-RAN is formulated. In Chapter 4, an SDN based C-RAN PM is derived based on C-RAN’s PM, and compared with the latter. In Chapter 5, a virtualisation based networks/C-RAN PM is presented and compared with traditional C-RAN model. In Chapter 6, a PM to calculate the the cost of live migrating the VMs is introduced based simplified mathematical representation. In Chapter 7, we concluded the thesis and discussed the findings. Alongside, the forthcoming trends and research possibilities are discussed.
Chapter 2: Literature review

2.1 Introduction

Before discussing the literature, it is worth to define the energy $E$ and power $P$, the former, in Joules, is the total work of a system/device performed by a unit time $t$, while the power, in Watts, is the rate at which this work is performed ($P = \frac{E}{t}$). Energy and power can be used interchangeably when the time has no effect on the system [42]. A large effort has been allocated to discussed the PC models in the literature, these models are variant regarding manipulating a single component or the entire network, or what is called system level modelling. These two types serves different purposes, the first type is when modelling the PC of a single unit device within the network can help understanding the way it works and the way it distribute/consumes the power. By knowing the core consumption area, it improves designing more efficient unit in terms of power. This type of modelling is usually more complicated than a system level modelling. In the latter, more generic assumptions can be made to cover the whole system consumption. For example, the work in [43] is proposed to investigate the radio frequency (RF) subsystem’s PC. Moreover, [44] tackled the problem of RAM’s PC. Although this thesis presents modelling of each network component, however, this type of modelling is not our main focus because of several reasons shown below. The server unit as a component is excluded from this assumption, as we will see in Chapters 5 and 6, as it is the workhorse equipment in the data centers, and represents the most important unit in terms of PC as a single server may costs more than 100 W even if it is in idle mode of operation. Moreover,
the demand of servers ranges from 50% to over than 90% of the electricity demand of IT devices [45].

Further to server PC model, modelling the PC of the entire network where the PC is larger represents another point of interest. Modelling a the entire network provides more understanding how networks plan the power. This also helps understanding which network devices that consume power more than others, which unit is more affected by the network resources and how much impact/weight that this unit put on the network. For example, reducing a unit with low PC does not impact as much as the high PC does in terms of the entire network EE. Therefore, modelling on system level clarifies such matter. In the other side of the network, the mobile device’s PC is totally under control of the UEs. The impact of reducing its PC is not as important as reducing the PC in the data centre, where the power saving is larger. Although improving the life time of the battery is under investigation and measurement by many researchers, such as in [46]. However, such matter is out of our interest.

2.2 Traditional LTE Network/BS Oriented Power Models

On system level, a mathematical model is proposed in [47] to calculate the BS’s PC. Specifically, the PA of the BS is switched off to put the BS on idle mode in case of no traffic has been sent, so as the energy consumption is reduced by using an algorithm. Subsequently, the gain of such method is being evaluated by the proposed power model. The BS’s PC evaluation in the early phases design is established in [48]. The proposed model represents an end-to-end power measurement for heterogeneous LTE cellular systems, which includes Marco, Pico and Femto BSs. In [49], different SotA LTE BSs’ PMs are investigated, this basic/simplified PM is presented relying on the data sheet of the BSs’ components. In [50] and [51], complex LTE BS PMs are presented, providing estimation of the PC of different types of 3GPP LTE BSs. The presented models sweep through the functions complexity of each subcomponent to evaluate the total PC. For example, the RF component performs and affected by
several functions during operation such as bandwidth, type of modulation and number of antennas. To calculated its PC, the weight of each mentioned parameter up on the PC should be known. However, these model are time consuming and complex. These models are parameterised by the EARTH project PMs in [52], [41] and [53], which are used to simplify the BS’s PM. To parameterise the PC, the complexity of the component’s evaluation should be mitigated. This can be done by wrapping the inner functions’ calculations into one parameter/value, while considering the accuracy and practical measurement considerations. The parameterised PM of [53] is compared to another parameterised model in [41], in terms of the number of radio chains/RFs and transmission bandwidth. These models are also used to linearise the PC of a the BS for further simplicity in evaluating the PC. However, these models are limited for only measuring the SotA BSs, such as Macro, Pico and Femto.

EARTH project has also targeted minimising the use of energy in mobile networks at least 2 times. Moreover, there has been several projects to observe and maximise the EE of the networks. The EE can be optimised by both offering higher data rates, and simultaneously, minimising the PC. For example, ‘Green Radio’ [54], aimed to reduce the energy requirement of delivering high data rates by 100x. ‘Green Touch’, has manipulated reducing the energy required per bit 1000 times by 2015 compared to 2010. ‘OPERA-Net’ [55], targeted improving the EE of the network by 20% in 2020 [56]. Contentiously, in [57], PC models of wireless BSs are proposed and compared regarding three mobile systems, these are HSPA, WiMAX and LTE. The SISO and MIMO systems are compared. In each case, the EE is evaluated and compared while using 10 Mbps data rate. In [58], an empirical and comprehensive PM of LTE is derived. The model compared the energy usage of LTE, 3G and WiFi networks using a data set of 20 smart phone UEs for a period of 5 months. These models are only valid for traditional BSs. In [59], a PM based on control plane, environmental units, data plane, the processing energy, storing and forwarding energy of each plane in the switches and routers within the network is proposed. In [60], a network PM is proposed based on link cost and switches cost. This model is based on energy
consumption of each bit, which requires additive measuring tools to evaluate how many bits are processed at a time period, so as the corresponding PC can be obtained, which adds additional complexity and power cost to the system. In [45], a model is proposed to estimate the electricity demands of the data center in a region within the United States. The model has shed light on the technical challenges associated with the various saving approaches of the network and IT devices.

2.2.1 Virtualisation Oriented Power Models

Generally, most of the power models describe the PC of a device/server as static plus dynamic. The first part is describing the PC when there is no traffic, this is fixed to a certain value no matter how much work load the device is countered with, this is also called idle or circuit consumption. The second part is more contradictory since it is confined to the dynamic load, which is affected by the traffic variation and amount of computations the device performs in a particular time. However, in virtualisation environment, there will be multiple dynamic loads which is linearly or exponentially affected by the installed VMs. Before discussing this, it is noteworthy to indicate that there are several proposals, algorithms and paradigms aimed adapting and implementing the NFV in the cloud based networks [61]. For example: NeFuCloud, PLayer, CloudNaaS, APLOMB, PACE, SIMPLE, CloudNFV and REALTIME CLOUD. These works investigate and define different mechanisms associated to the various modes of operations, and mostly they rely on open source tools to implement the suggested paradigms. Unfortunately, they lack for the mathematical representation, in-depth analysis and evaluation on the matter of power cost and allocations. Furthermore, there are different open source PC measurement platforms which use an online based algorithms, these platforms are totally hidden from the users. Rather, there have been enormous effort to mathematically and experimentally describe the way virtualised server consumes power.
In [62], the virtualisation effect upon the PC of a single server while running certain packages and applications is experimentally tested. This work however contemplates in association to a single server case study without providing a mathematical model based platform to measure the PC for components or system level, similarly in [63]. It was focused in [64] on the matter of VM’s PC modelling, which was based on CPU, memory and storage utilization. The utilisation ratio can be easily measured from the operating system of the server it runs. However, such model provides mathematical based PM, but it was inherently based on monitoring measurements. Furthermore, the utilisation is taken as a rough value without any differentiation for the number of installed VMs, each with its allocated dynamic load, similarly to [65]. The authors in [66] have used the utilisation ratio based PM to optimise the trade-off problem between the performance and PC in the data centre. These models also require the utilisation ratio, specifically (CPU utilisation) to fulfil the calculations of the proposed PMs, otherwise, no prediction can be made. Such methods forces the researchers to possess a server so as the PC evaluation can be made. This conditional evaluation turn these models to a very sophisticated and expensive models. The authors in [67] have used the utilisation level and CPU temperature to calculate the server’s generated heat. Based on this value, the PC of the server is calculated. In [68], the CPU utilisation, alongside the operating frequency have been used to model the PC of the server. In [69], a linear relationship is established between CPU utilisation and other components’ PC in the server. This work describes the PC of a server as (CPU + others’ PC), such assessment cannot be accurate as it ignores other server components; even though the CPU seize the major consumption within the server.

In [70], a model is proposed based on speed of data and CPU utilization of data centre’s servers. In addition to monitoring the CPU’s resource allocated to the VMs, an algorithm has utilised the proposed model to minimise the operational cost in on-line services. In [71], a server PM is proposed based on CPU monitoring and utilisation ratio. In [72], [73], PMs are proposed to measure the PC of VMs based on evaluating the happening events, such as number and frequency/speed of memory.
accesses and the number of active cores in a time period. This method is a complex one as it requires to measure the number of events and intrude the system. The intrusion device can be a reason for more PC within the network, which burden the network with unnecessary power cost.

However, intrusion based PMs means that the privacy of the server resources, such as CPU and RAM will be revealed by imposing an external (using hardware) or internal (using software) measuring tools to track the power usage of the server’s units. This behaviour of tracking, monitoring and revealing is similar to the concept of hacking/intruding a communication channel/device without permission in the security systems. However, it is different when describing the PC as it means recording the PC with permission. This term is used to describe all the methods found in the literature that are based on using software, application or tacking devices, such as [74] and [75].

The models in [76], [77] and [78] are a single CPU level PC models. These performance counters based PMs are inaccuracy susceptible since most CPUs allow the measurement of a certain number of concurrent readings. This statement has been backed up in [42]. The process of tracking and converting to energy is a complex. It cannot guarantee accurate measurement for the happening events. This is because of the time response mismatch between some of the high frequency events and the software detection time window that is used to detect these events, similarly in [79], [80]. Although these models offer quick access to the power details. In fact, these models do not offer a simple or on the fly models for other researchers to rely on, where the PC measurement is not their main concern. For example, the investigators about improving the EE of the network are usually keen to improve the data rate by proposing advanced and optimised power allocation methods, rather than possessing a server and intrude it to measure its PC. On top of that, when the server is compact and sealed, it is difficult to intrude it as modern platforms do not allow measuring the PC of CPU, memory and disk of servers separately [42]. Subsequently, some PMs have proposed to track the resources utilised by each VM using software, then con-
verting the usage of these resources to energy units. This was called software based PMs. In which, it is required to install a monitoring software so as the usage of a particular unit or VM can be tracked or converted to energy figures. Such category is not different from the hardware based performance counter methods, but this one can be made by using special software, such as in [81] and [82]. The intruder software can be considered as one of the virtual machines, similarly to the hypervisor (HV) layer which contributes to the total consumption. Moreover, the tracking software is an expensive, error susceptible platform and requires to physically be available at the server site to record the power usage values, this weaken the importance of these methods.

Further to performance counters software based PMs, the second type of software based PMs is the machine learning or heuristic based PMs. [83], [84], [85], [86], [87] and [88] have used the expected I/O usage of server’s CPU to calculate the PC using different categories of machine learning algorithms. The different set of workloads are collected by using software or hardware intruder, these information can be fed into and train the algorithm. However, learning algorithms consume more time to run, usually sub-optimal solution is given, the system is intrusive and decision-making algorithms add further PC as they require a separate device to run on. Even if the algorithm is installed on the same tracked server; that its PC needed to be calculated, it will require to compete the existing applications or VMs to use the hardware resources. This will add additional PC to the measured power. In addition, heuristics always provide sub-optimal solutions based on random distribution of the solution candidates. This requires repeating the process of optimisation several times, this process is a time consuming, and urges to repeat the learning process each time the network behaviour is changed. Clearly, a much simpler and costless PM to perform against software based models is vital. Such solution should offer an easy to evaluate, but accurate tool and on the fly model. It also be used by any researcher without complexity, and do not require to own a server or specific measuring device. It is also required that the proposed solution can translate the hardware utilisation ratio, machine learning
or tracking/counter based evaluation to a more understandable and effective network parameter, such as bandwidth or resource blocks utilisation, as this factor is much easier to manipulate.

### 2.2.2 Live Migration Oriented Power Models

The different types of models discussed above are generally applicable to whatever scenario that the server is operating on. For example, the utilisation ratio based model are valid in the scenario of bare, virtualised or live migration established servers. On the same basis, the performance or machine learning based models are also valid methods to quantify the PC of such situations. Predominately, the models found in the literature specify the scenario and application/type of service they run. For example, the model in [89] is dedicated to predict the cost of live migrating the VMs in terms of energy and time. By intruding the HV, the model reads the collected data of the memory usage and other work load based parameters in the server to simulate the process of migration, then the cost is obtained. The work handles only the cost of migration and no attention has been given to the inherent delay due to the virtualisation. In [90], the PC costs of the VMs’ live migration for both the source and destination servers have been experimentally evaluated. This model was based on measuring the utilisation ratio of the CPU. Furthermore, the linear relationship between CPU utilisation and server PC is presented. In [91], the cost of VM's live migration has been experimentally measured, where several observations have been made. These are related to the amount of overhead expected during migration and concurrent latency. In [92], a model is proposed to evaluate the cost of VMs’ migration quantitatively. This model was based on several experiments conducted to profile the cost of live migration process in terms of power and time.
2.2.3 Data Centre/C-RAN Oriented Power Models

In C-RAN system, various researches have been focused on the throughput/capacity enhancing based optimization problems, as well as resource sharing and allocation amongst the BBUs and RRHs. It was without a certain attention given to answer the questions: what/how C-RANs consume the power, and how will the power reduction techniques within this 5G field be examined?. As the deployment of any new communication technology/architecture/innovative design is excessively expensive, the pre-evaluation of the power budget shaping is crucial. When modelling a group of servers, the way of modelling will be different, as many parameters will be changed, such as cooling requirements, accounting for load balancing techniques and OFF/idle mode for some of the BBUs. On this basis, we present some of the contributions found in the literature that aim to model the system PC. In [93], a PM is proposed for the C-RAN’s optical transport system of the fronthaul. The transport layer is designed based on wavelength division multiplexing using direct detection and coherent transmissions methods. This work compared the transport system of traditional LTE, partial and fully centralised C-RAN architectures using parametrised model. A group of servers’ PC have been modelled in [94] and [95] based on average utilisation level of the CPUs of servers. The aim of this work is to reduce the electricity demands of a data centre by using renewable supply. This eventually has the effect of mitigating the environmental impact. The authors in [96], [97], [98] and [99] have modelled a complex group of servers’ PC based on the number and size of the jobs arrival and queuing rate. However, it is required to measure these parameters by intruding the servers, which falls into the intruder based models, similarly in [100]. In [101], [102] and [103], a group of servers PC has been modelled based on measuring the PC of each process within the server. These models encountered major challenge, which is the difficulty of capturing the number and energy consumed at each process.

All the mentioned PMs in this Chapter are generally used to draw and shape the SotA BSs’ PC when the PC of a single BS can be linearised, but they unfit to
address the upcoming hybrid network’s PC such as SDN based LTE system, heterogeneous based C-RAN (H-CRAN) and the standalone C-RAN deployment. The above described models cannot serve a holistic network PC evaluation, which makes difficult to speculate the amount of power consumed in the proposed 5G networks. Furthermore, these models are restricted with the approach being used to enable the evaluation. This adds another difficulty when combining two models that use different approach for their PC evaluation. For example, to evaluate the total PC of the network, a BS PM that is based on machine learning should be combined with another PM that uses additive or utilisation based method to evaluate the cooling or RRH’s PC. This makes evaluating the total PC of the network intractable.

Furthermore, the proposed models are able to overcome the validation process even if they are not experimentally proven. This is because of two reasons:

1. The assumptions of the proposed models are based on real time experiments, for example [53] and [41].

2. The parameters and PC values are extracted from real time measurements, as mentioned in Chapters 3, 4, 5 and 6.

Therefore, these proposed models can defeat the need to prove its concept and output results by an experiment or extensive simulations, which results in cost effective models.

2.3 Summary

This Chapter has presented the available PC models that are used for different type of network architectures, units and applications. However, these PMs lack providing one or more of the below aspect, which are overcome in the proposed models, these aspects are:

1. Holistic PC evaluation, which means most of the available PMs are dealt with single unit PC and ignores the other part of the network.
2. Simplicity and flexibility, this means that the method used to evaluate the PC is a complex method that is based on enlarged number of variables and computations. Such issue can be overcome by modelling the network with least number of variables that are changing within the network.

3. Cheap or economical, this means that no extra cost is required to either buy the measuring device or consume more power by the measuring device.

4. Rapid PC evaluation, the model should fulfil the required calculations of the PC with least possible time.

5. Easy to fit, this means the PM is not proprietary based to serve a limited number/type of applications, devices or traffic.

Subsequently, C-RAN PM is presented in the following Chapter that fulfils the above requirements.
Chapter 3: Power Model for Cloud Radio Access Network

3.1 Introduction

In contrast to the eNodeB, where the entire communication layers processing has been implemented within the cell site [22]. The main baseband physical procedures and processing of upper layers in C-RAN are executed in the BBU pool. Whilst the simple RF front and symbol processing functions are tackled by the RRH.

The RRHs are densely deployed in the network with minimum cost, which distinguishes C-RAN from traditional systems, and presents major functionalities of C-RAN. Potential benefits of C-RAN architecture include: (i) Using advanced signal processing and co-ordination techniques to process signals through any neighbouring BBU(s) in the cloud. (ii) Allowing cognitive radio to enhance the efficiency of the network spectrum-utilization [104]. (iii) Reduction in OPEX of the network operators, due to fewer site visits, easy upgrading and maintenance and lower site lease. (iv) As 80% of the PC results from the BS site, the ability to exploit processing load variations across BSs becomes a must, this can be done by pooling the BBUs in a cloud. This allows the operators to reduce the PC by turning off the unwanted processors [105]. (v) Separation of the control and data plane to enable controlled and intelligent self-organised networks [106].

Fig. 3.1 shows the breakdown structure of the simplified complete traditional BS [41], which can be generalised to all BS types i.e. Macro, Micro, Pico and Femto BSs.
On the other hand, the proposed PM in this Chapter identifies C-RAN consumption while considering the fundamental BS site’s blocks. The main objectives of the model are:

- Mapping RF radiated output power at the antenna to the total BS site PC, the component and system level interfaces.
- Load fluctuations description over the day, considering long and short term traffic model.
- Large-scale model’s deployment that covers small-scale scenarios and can be extended to larger geographical areas.

It is worth noting this SotA PMs are unable to address the holistic PC of the futuristic network paradigms, for example C-RAN. To the best of our knowledge, an advanced PC model for a components or system level of the C-RAN has not been addressed in previous work. Particularly, the BBU pool/RRH combination. In this chapter, the system model of C-RAN, the proposed component PM and its correspondent PC components are introduced. The total PC of the network is described, concurrent with introducing the parameterised PM. Parameterised model means that the system has been represented with the least complex way possible by assuming the fewer number of sub-systems which yield a reasonable framework. Furthermore in
this chapter, the simulation results to verify the effectiveness of the proposed C-RAN architecture are provided. Finally, a summary has been given.

### 3.2 Components PM

The two main parts involved within this PM, these are:

- **BBU pool**, which contains several BBUs, each capable to serve one or many RRHs.

- **RRH**, with MIMO system supporting.

Both BBU pool and RRH are divided into sub components, which contribute to the PC model. Each component has its own power budget calculation. Fig. 3.2 shows the block diagram and the PC components of the C-RAN.

![Fig. 3.2. Block diagram of C-RAN transceiver power model.](image)
3.2.1 Base Band Unit Pool (BBU pool)

The BBU pool is a consolidation of multiple BBUs in a form of a cloud or cluster. All the RRHs connected to the BBU pool have a unified baseband processing and resources pool. The PC model for the BBU pool is considered to be the sum of the active BBUs in the BBU pool and other important components which are briefly discussed as follows:

3.2.1.1 Base Band Unit (BBU)

The BBU is responsible for digital signal processing and signals generation before passing it to the RF transceiver. The digital computation and processing of the BBU can be measured in giga operation per second (GOPS) and translated into power figures. This can be achieved by multiplication of the GOPS with the technology scaling factor revealing the operations performed per second per Watt (\(W\)) \[51\]. A set of different BBU functions \(I_{BB}\) such as the time and frequency domain processing, forward error correction (FEC), central processing units (CPU) and processing related to common public radio interface (CPRI) can be associated with GOPS. 40 GOPS/W is estimated to be the power cost of a large BBU \[51\]. The PM of the BBU can be expressed as

\[
P_{BBU} = \sum_{i \in I_{BBU}} P_{i, BBU}^{ref} \times \left( \frac{x_{act}}{x_{ref}} \right)_{s_i, x} \tag{3.1}
\]

Where \(P_{BBU}\) denotes the PC of the BBU, \(P_{i, BBU}^{ref}\) is the BBU’s sub component PC, i.e. BBU functions. \(x_{act}\) represent the actual value of the power consumed for parameter \(x\), \(x_{ref}\) is the reference value of the parameter consumption, \(s_i\) denotes the scaling vector, which is either 0 or 1. This factor indicates whether the parameters are processed within the function or not. For example, to calculate the power consumption of frequency domain \(P_{fd}\) function within the BBU, there will be different
parameters involved, i.e. \( x = (\text{Bandwidth, Antenna, Modulation, Code rate, Time domain, Frequency occupation}) \), while the scaling vector is \([s_1, ..., s_6] = [1, 0, 0, 1, 1, 1]\).

If the frequency domain function is encountering 10MHz, 2x2 MIMO, 16 QAM modulation, 3/4 code rate, 100% duty cycle, and 30% frequency occupation, hence, the PC will be calculated as follows
\[
P_{fd} = 1.5 \times \left( \frac{10}{20} \right)^1 \times \left( \frac{2}{4} \right)^0 \times \left( \frac{3/4}{1} \right)^0 \times \left( \frac{2}{1} \right)^1 \times \left( \frac{100}{100} \right)^1 \times \left( \frac{30}{100} \right)^1.
\]
This process will be repeated for different function \((i)\) of the BBU, which results the BBU total PC \(P_{BBU}\).

### 3.2.1.2 DC-DC Conversion (DC, P)

The various components of the model require proper DC voltages for operation; therefore DC-DC converters are placed wherever needed. DC-DC converters have efficiency less than 100%, thus it can be expressed as losses. It was mentioned in [41] and [52] that the losses incurred by the overhead (i.e. power conversions and active cooling) scale linearly with the PC of other components which require such DC conversion, i.e. (BBUs, Optical devices, etc.). Therefore; the PC caused by DC conversion \((P_{DC,P})\) inside the BBU pool is given as:

\[
P_{DC,P} = \sum_{b=1}^{B} \sum_{r=1}^{R} l_{DC,P}(\eta_{DC,P}) \times (P_{BBU}^r + P_{opt,P}^r) \tag{3.2}
\]

Where \(B\) denotes the total number of active BBUs in the BBU pool, \(R\) denotes the total number of active RRHs. \(P_{BBU}^r\) is the PC of \(b\)-th BBU, which is connected to \(r\)-th RRH, \(P_{opt,P}^r\) is the PC by the optical device in the BBU pool which connects the \(b\)-th BBU to \(r\)-th RRH, \(l_{DC,P}\) is the loss caused by DC-DC conversion; as a function of DC conversion efficiency \((\eta_{DC,P})\), the loss function can be expressed as a decay function with an exponential decay constant \((\varpi)\), this constant might differ amongst the devices when subjected to the manufacturer design quality, which eventually affects the value of the loss function. However, the losses can be expressed by

\[
l(\eta) = l_0 e^{-\eta \varpi} \tag{3.3}
\]
where $l_0$ is the initial value of the losses at time ($t = 0$), and $\eta$ is the efficiency of the device. As known that each converter hold an efficiency of conversion, which can be known from the device’s data sheet. This efficiency can be expressed as losses in this modelling to show that such suboptimal efficiency causes more PC to the network. Therefore, (3.3) converts the efficiency of the device to losses, as as to be used in (3.2). For example, if the device hold an efficiency equal to $90\%$, (3.3) will result about 0.15 losses ($l(\eta)$) if the initial losses of the device ($l_0$) is equal to 0.009. The more efficient the device, less incurred losses. Furthermore, there are two main reasons why the efficiency ($\eta$) is not used directly with (3.2) instead of $l(\eta)$:

- Each device holds an initial losses.
- Each device hold different efficiency, this can be tuned by the constant ($\varpi = 0.023$).

After, the obtained losses can be fed into (3.2) to obtain the DC-DC PC. If the BBU PC ($P_{BBU}$) is 29.4W and the optical device PC ($P_{opt,P}$) is equal to 1W and $R = B = 1$. Hence, $P_{DC,P}$ can be calculated as $0.15 \times (29.4 + 1) = 4.56W$

3.2.1.3 Mains Supply, AC-DC-Conversion (MS,P)

The power form of the main supply grid has to be converted from AC to DC. This is done by the mains supply unit. The architecture of AC-DC converters varies across vendors. The PC of this unit ($P_{MS,P}$) is generally modelled the same way as the DC-DC power conversion, and is given as:

$$P_{MS,P} = l_{MS,P}(\eta_{MS,P}) \times (P_{DC,P} + \sum_{b=1}^{B} \sum_{r=1}^{R} P_{BBU}^{r} + P_{opt,P_{b,r}})$$  \hspace{1cm} (3.4)$$

$l_{MS,P}$ denotes the measured losses of the MS power conversion as a function of AC-DC conversion efficiency ($\eta_{MS,P}$).
3.2.1.4 Cooling

Cooling is responsible for the greatest energy waste [107]. BSs require active cooling and a large portion of the energy is wasted into BSs cooling. Cooling requirement may change depending on the geographical location, the position of BSs and the size of the cooling cabinet they are housed in. Cooling PC can be modeled as a fixed power loss, as it is a very slow operation, compared to the fast timing variations of the BBUs. The cooling unit is responsible for cooling each of the BBU pool’s components, i.e. the BBUs, DC-DC, AC-DC conversion and the optical transceivers. Due to hosting several BBUs in the BBU pool; it requires more cooling. However, cooling PC in the BBU pool with $B$ number of BBUs, is much lower than the amount of PC by the same number of Macro BSs. This is because the shifting of PA and RF from the BBU pool to the RRHs, as we know the RRH requires no cooling. This is in contrast to the eNodeB where such units contribute to the cost of cooling PC. In this modelling, cooling PC is proportional to the PC of all other components. This means in the BBU pool, the cooling is required only for BBUs, while in the eNodeBs, it was required for BBUs, Rf and PAs. This enforces a reduction in the cooling PC. If $l_{cool}$ is the cooling loss, then the cooling PC by the BBU pool ($P_{cool}$) can be calculated as:

$$P_{cool} = l_{cool} \times (P_{MS,P} + P_{DC,P} + \sum_{b=1}^{B} \sum_{r=1}^{R} P_{BBU}^{b,r} + P_{opt,P_{b,r}})$$

(3.5)

3.2.2 Remote Radio Head (RRH)

The RRH consists of components with much lower operational complexity. It is equipped with a radio receiver chains (RFs) and power amplifiers (PAs) that scales linearly with the number of antenna used. The RRH also consists of necessary voltage suppliers. The RRH PM can be broken down to the following sub sections:
3.2.2.1 Antenna (A)

The antenna itself does not influence the PM, as their purpose is only to transmit/receive the signals to/from end users. The number of antennas used in the system affects the PM, as each antenna requires RF and PA to provide the necessary signal operations and amplification.

3.2.2.2 RF transceiver (RF)

RF transceiver unit consists of an intermediate frequency and baseband interface. RF unit is responsible of, but not limited to the following functions:

1. Modulation/Demodulation the signals.
2. Voltage controlled oscillators (VCO) and Mixers.
3. Digital to analogue (DAC) and analogue to digital (ADC) convertors.
4. Low Noise Amplifiers (LNAs), gain amplifiers, Clocks, etc..

3.2.2.3 Power Amplifier (PA)

The PA is a prime element of consideration in the PM, as it consumes most of the power within the RRH. The PA amplifies the electrical signals received from the O/E converter before passing it to the RF circuit, it also amplifies the signals coming from the RF before transmitting to the air interface by the antenna or passing it to the E/O to send it via the optical fibre. Generally, PAs have low efficiencies at low antenna transmission power ($P_{\text{out}}$), however in rare cases its efficiency can reach up to 54% if high transmission powers are intended at the antenna(s) [50]. Due to the strong fluctuation in transmission powers of the orthogonal frequency division multiple access (OFDM) signals, PA usually operates with low efficiencies.

This low efficiency is originated from high peak to average power ratio (PAPR) of OFDM signals, PAPR is defined as the ratio of the maximum power transmitted
to its average. The large peaks impose a degradation to the performance of the non linear PA. This non linear behaviour produces out of band radiation and in band distortion, which causes adjacent interference in the channel and increased bit error rate, respectively. Practically, such high power fluctuation in OFDM sub carriers requires high response time of PA to cope with this variation in the power, such facility is difficult to be designed, which results in low efficiency. Modelling the PC of a PA requires the following important parameters to be considered:

1. Output transmitted power ($P_{out}$) of the antenna.

2. Output power of the PA ($P_{TX}$).

3. The share of maximum bandwidth ($BW$), that an antenna uses, i.e. the actual number of the physical resource blocks ($RB$) that occupies a certain bandwidth for transmission.

The PA’s PC ($P_{PA}$) is affected by its efficiency ($\eta_{PA}$), which is a function of $P_{TX}$. The PA’s PC, in W can be modelled as:

$$P_{PA} = \frac{P_{TX}}{\eta_{PA}(P_{TX})} \quad (3.6)$$

### 3.2.2.4 RRH’s Power Conversion

An AC-DC and DC-DC voltage converters are required to provide the necessary voltages supplies to the RRH’s components such as the PA, RF and the optical components. The PC of the RRH’s DC conversion ($P_{DC,R}$) is modeled by considering its losses ($l_{DC,R}$) as a function of the efficiency ($\eta_{DC,R}$) along with the power requirement of all other components:

$$P_{DC,R} = l_{DC,R}(\eta_{DC,R}) \times (P_{opt,R} + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} (P_{PA} + P_{RF_{a}^{r,b}})) \quad (3.7)$$
Where, $P_{RF}^{r,b}$, $P_{PA}^{r,b}$, in W denote the PC of the a-th RF and PA respectively, within r-th RRH which is connected to b-th BBU, $P_{opt,R}$ is the PC of the optical device inside the RRH.

The MS or AC-DC converter for RRH can be modelled in the same fashion as the BBU pool’s MS, therefore its PM is configured

$$P_{MS,R} = l_{MS,R}(\eta_{MS,R}) \times (P_{DC,R} + P_{opt,R} + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} (P_{RF} + P_{PA})^{r,b})$$ (3.8)

Where $l_{MS,R}$, denotes the MS losses as a function of the conversion efficiency ($\eta_{MS,R}$).

### 3.2.2.5 RRH Cooling

It was states by Nokia that the BSs with total PC of 500 W or less (except the output power of the BS ($P_{out}$)), do not require cooling system [47]. This is applicable for the RRH, which is composed of components i.e. (PA, RF and optical components) having overall power less than 500 W. Therefore the only overhead for the RRH is the supply power, while its cooling PC is negligible [41].

### 3.2.3 Optical Transceiver PC

The access line that connects the multiple RRHs to the BBU pool is often known as the ”front-haul”. Optical fiber is the most promising infrastructure in the front-haul due to its large capacity support and scalability. The optical transceiver is responsible for the conversion of the signals from electrical to optical light with a certain wavelength and vice versa. Several factors influence the optical transceiver operation such as the technology used, the required output power and the operating condition [108]. These in turn affect the PM. Optical transceivers can be divided into two modules from the PC perspective i.e. optical transmitter module (OTM) in which, OFDM electrical signals are modulated over optical carrier using an external
or direct modulated laser. While the optical OFDM signals are detected by the optical receiver module (ORM) either by direct detection (DD) or coherent detection (CO-D).

Typical PCs of commercial point-to-point (PtP) and point-to-multipoint (PtMP) optical transceivers are 1 W and 1.5 W, respectively. The model uses PtP transceivers, as this type does not have passive optical power splitter and offers relaxed link budget, i.e. PtP link loss is governed by only the distance and the used operating wavelength. In contrast to the PtMP in which; constrained link budget about (20-35) dB is required; due to wavelength sharing nature in the same fiber. Whilst the link loss of a PtP is as low as 6 dB with 20 km network reach [109].

3.3 Total PC

The total PC ($P_{CRAN}$) of the C-RAN network; is the sum of the BBU pool and RRHs PC, it is formulated as follows:

$$P_{CRAN} = P_{Pool} + P_{RRH}$$  \hspace{1cm} (3.9)

$P_{Pool}$ is calculated by aggregating the PC of all active components, and calculated as:

$$P_{pool} = P_{cool} + P_{MS,P} + P_{DC,P} + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} P_{BBU_{b,r,a}} + P_{opt,P_{b,r}}$$  \hspace{1cm} (3.10)

$P_{BBU_{b,r,a}}$ is the PC by $b$-th BBU; attached to $r$-th RRH; which mounts $a$-th antenna. RRHs can be served by any active BBU within the BBU pool. This means that BBU-RRH mapping can be dynamic depending on the traffic conditions [110]. This service diversity is considered in the model. The total PC by RRHs is formulated

$$P_{RRH} = P_{MS,R} + P_{DC,R} + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} (P_{PA} + P_{RF})_{r,a}^{b} + P_{opt,R_{r}}$$  \hspace{1cm} (3.11)
\(P_{PA,r,a}^b\) and \(P_{RF,r,a}^b\) denote the PC of PA and RF respectively; by \(a\)-th antenna’s within \(r\)-th RRH; which is attached to \(b\)-th BBU.

### 3.4 Parametrised PM

The parameterised model encompasses the architectural details and highlights parameters which are either assumed to be constant, or having negligible effects such as lookup tables, GOPS, manufacturing details. To this extent, the following approximations are made further to the SotA BSs’ PMs:

1. The BBU and RFs’ PC, both scale linearly with the number of antennas \((A)\) and the bandwidth \((BW)\), i.e., \(P_{BBU} = A \times BW \times (P_{BBU}^{pm})\) and \(P_{RF} = A \times BW \times (P_{RF}^{pm})\), where \(P_{BBU}^{pm}\), \(P_{RF}^{pm}\) denote the PC by the BBU and RF in the parameterised model \((pm)\), respectively.

2. The PC of PA depends on the maximum power transmitted per antenna \((P_{max}/A)\) and its efficiency \((\eta_{PA})\). The feeder loss between PA and the antenna can be ignored for the RRH [41]; i.e., \(\sigma_{feeder} = 0\) since the PA is placed close to the antenna. The PA’s PC can be represented as \(P_{PA} = P_{max}/A\eta_{PA}\). The PA efficiency is varying at different transmission powers, and assumed to decrease by a factor of \(\gamma\) for each halving of the transmitted power. Thus it is maximum (per single antenna), when the PA’s maximum transmission power during operation \((P_{max})\) is equal to the maximum PA’s data sheet transmission power \((P_{PA,limit})\), heuristically the efficiency is described by

\[
\eta_{PA} = \eta_{PA,max}[1 - \gamma \log(P_{PA,limit}/P_{max}/A)]
\]

3. DC-DC, AC-DC conversions as well as cooling PC, scale linearly with other components PC and are approximated by the loss factors \(\sigma_{DC,P}\), \(\sigma_{MS,P}\), \(\sigma_{cool}\), \(\sigma_{DC,R}\) and \(\sigma_{MS,R}\) for BBU pool DC, BBU pool MS, cooling, RRH’s DC, and RRH’s MS loss factors respectively.
4. The optical transceivers PC $P_{opt,P}$ and $P_{opt,R}$ scale linearly with the number of BBU and RRHs in the network.

5. The losses incurred by the optical fiber between BBU pool and the RRH is approximated by the loss factor ($\sigma_{optical}$), it can be adapted to meet the fiber length and number of connectors and splices used.

The maximum PC ($P_{CRAN}^{pm}$) can be formulated by aggregation of the PC of single BBU in the BBU pool ($P_{pool}^{pm}$) serving a single RRH ($P_{RRH}^{pm}$) and is given as:

$$P_{CRAN}^{pm} = P_{pool}^{pm} + P_{RRH}^{pm} = \frac{A \times BW \times (P_{BBU}^{pm}) + P_{opt,P}}{(1 - \sigma_{DC,P})(1 - \sigma_{MS,P})(1 - \sigma_{cool})}$$

$$+ \frac{A \times BW \times (P_{RF}^{pm}) + \frac{P_{max}}{A_{\eta_{PA}}} + P_{opt,R}}{(1 - \sigma_{DC,R})(1 - \sigma_{MS,R})(1 - \sigma_{optical})} \quad (3.12)$$

Then the total number of $R$ RRHS and $B$ BBU is considered to obtain the total PC of the network ($P_{supply}^{CRAN}$).

$$P_{supply}^{CRAN} = B \cdot P_{pool}^{pm} + R \cdot P_{RRH}^{pm} \quad (3.13)$$

It is worth mentioning that the proposed model above is a modification of the traditional work presented in both [53] and [41], which is part of the EARTH project that aimed to evaluate the PC of the SotA BSs. According to their measurement, they have concluded and summarised the evaluation of the PC is affected by few main parameter, such as bandwidth, transmission power and number of antenna. This understanding for the network’s units operation has resulted in a PM to describe their conducted real-time evaluation. The resulting PM can be expressed in (3.14) as follows [111]:

$$P_{BS} = \frac{A \times BW \times (P_{BBU} + P_{RF}) + P_{PA}}{(1 - \sigma_{DC,P})(1 - \sigma_{MS,P})(1 - \sigma_{cool})} \quad (3.14)$$
Where $P_{BS}$ denotes the traditional BS PC. This architecture represents the modelling of SotA BSs, i.e. Macro, Pico, Femto, etc, which is described in Fig. 3.1. There are many characteristics can be extracted from this modelling, these are:

- The PC of BBU and RF units are linearly proportional with the number of antennas and bandwidth used.

- The PA PC is based on the transmission power of the antenna as described earlier.

- The losses incurred within the network are linearly scaled with the PC of other components within the network, and are approximated by losses factors.

The splitting of the eNodeB’s units to RRH and BBU pool has enriched the network with many advantages that are mentioned in the C-RAN concept. Although realising C-RAN architecture in hardware can be adapted from the traditional networks regarding BBU server, optical transceivers or RRHs, there are many differences between the architectures of traditional BS, i.e. Fig 3.1 and C-RAN, i.e. Fig. 3.2. These differences can be summarised as follows:

- The total PC is divided into RRH and BBU pool.

- The PA and RF units do not contribute to the total PC of the BBU pool.

- The PA and RF unit do not contribute to the cooling PC of the RRH as it requires no cooling.

- No feeder cable looses in the RRH as the antenna is placed closer to the transceivers.

- An optical transceivers are found in C-RAN architecture in both BBU pool and RRHs.

- Additional DC and AC converters are found in the RRHs.
• Optical fiber links and losses are found in C-RAN networks.

• A single PA is sufficient to each RRH, while a PA is used in each sector of the traditional BSs.

3.5 Results and Discussion

The proposed parameterised model is used to approximate the PC, and compared with the parameterised PM in [53], [111], which breaks down and measures the PC of the traditional BSs, in terms of bandwidth used, varying antenna numbers, varying Macro BS sectors, and varying RRHs. Parameters are chosen according to [41] and [53] when possible. The parameters have been adjusted in some cases aiming fair comparison, especially the RRH’s transmitted power (Average $P_{\text{max}}$), i.e. it is assumed 20W in [41], while it is assumed 40W in this work to match the parameters settings of the compared work [53]. The resulting parameters are provided in Table 3.1, which summarises the measured SotA PC of LTE Macro BS and RRH.

The PM is simple to adapt, and to approximate different vendors’ configurations, by changing the individual parameters in order to observe the variation in the resulting PC. The model is verified for one, two, and four antennas. The number of RRHs and Macro BS’s sectors are up to 60. This number can be increased according to vendor’ architectural demands. Each Macro BS is considered to mount 3 sectors. The increased band width above 10 MHz is expected to increase the RF and BBU’s PC, while other parameters such as losses and transmission power are expected to remain unaffected by the system bandwidth. As the number of Macro BS’s sectors increases, the cooling PC is reduced as shown in Fig. 3.3, compared to the increased number of BBUs in the BBU pool. Fig. 3.3 shows the cooling PC of C-RAN power model compared to traditional Macro BS for one, two and four antenna configurations. It shows a dramatic decrease in the PC. The result shows that for any antenna configuration, cooling PC has been reduced to about 87.4 %. Cooling PC reduction can be calculated
Table 3.1
Parameters breakdown

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Macro BS</th>
<th>RRH</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{max}}$</td>
<td>W</td>
<td>40</td>
<td>40</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{PA}$</td>
<td>W</td>
<td>80</td>
<td>40</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{PA,\text{limit}}$</td>
<td>W</td>
<td>80</td>
<td>80</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{TX}$</td>
<td>W</td>
<td>6.8</td>
<td>6.8</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{RX}$</td>
<td>W</td>
<td>6.1</td>
<td>6.1</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{RF}}$</td>
<td>W</td>
<td>12.9</td>
<td>12.9</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{BBU}}$</td>
<td>W</td>
<td>29.4</td>
<td>29.4</td>
<td>[41]</td>
</tr>
<tr>
<td>$\eta_{PA}$</td>
<td>-</td>
<td>0.36</td>
<td>0.31</td>
<td>[41]</td>
</tr>
<tr>
<td>$\sigma_{\text{DC}}$</td>
<td>-</td>
<td>0.075</td>
<td>0.075</td>
<td>[41]</td>
</tr>
<tr>
<td>$\sigma_{MS}$</td>
<td>-</td>
<td>0.09</td>
<td>0.09</td>
<td>[41]</td>
</tr>
<tr>
<td>$\sigma_{\text{cool}}$</td>
<td>-</td>
<td>0.1</td>
<td>0</td>
<td>[41]</td>
</tr>
<tr>
<td>$\sigma_{\text{feeder}}$</td>
<td>dB</td>
<td>-3</td>
<td>0</td>
<td>[41]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{MME}}$</td>
<td>W</td>
<td>65</td>
<td>40</td>
<td>[89]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{SGW}}$</td>
<td>W</td>
<td>65</td>
<td>40</td>
<td>[89]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{PGW}}$</td>
<td>W</td>
<td>68</td>
<td>40</td>
<td>[89]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{switch}}$</td>
<td>W</td>
<td>58</td>
<td></td>
<td>[112]</td>
</tr>
<tr>
<td>$P_{\text{pm}}^{\text{SDNctrl}}$</td>
<td>W</td>
<td>20</td>
<td></td>
<td>[112]</td>
</tr>
<tr>
<td>$P_{\text{opt,P}}$</td>
<td>W</td>
<td>-</td>
<td>1</td>
<td>[108]</td>
</tr>
<tr>
<td>$P_{\text{opt,R}}$</td>
<td>W</td>
<td>-</td>
<td>1</td>
<td>[108]</td>
</tr>
<tr>
<td>$\sigma_{\text{backhaul}}$</td>
<td>-</td>
<td>-</td>
<td>0.085</td>
<td>[-]</td>
</tr>
<tr>
<td>$\sigma_{\text{fronthaul}}$</td>
<td>-</td>
<td>-</td>
<td>0.085</td>
<td>[-]</td>
</tr>
<tr>
<td>sectors</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>[-]</td>
</tr>
</tbody>
</table>

by using percentage change rule, i.e., \( \frac{(v_1 - v_2)}{|v_1|} \times 100\% = \frac{(4000 - 750)}{4000} \times 100\% \approx 81\% \). However, more reduction is expected when increasing the number of BBUs.
It is worth mentioning that the cooling PC of the traditional networks [53] is described in (3.15) below, if $M$ represent the total number of BS sectors, the cooling PC can be calculated as follows:

\[ P_{cool} = l_{cool} \times (P_{MS,P} + P_{DC,P} + \sum_{m=1}^{M} P_{BBU} + P_{RF} + P_{PA}) \]  

(3.15)

The difference between (3.15) and (3.3) regarding cooling PC is described in Subsection (3.2.1.4). However, this is due to the fact that the PA and RF components are no longer contributing to the cooling PC in the BBU pool of (3.3). This is in contrast to the Macro BS, where the PA and RF units increases the cooling PC because they scale linearly with the required cooling consumption, as shown in (3.15).

Fig. 3.3. Comparison of C-RAN cooling PC and PM of Macro BSs [53] with one, two and four antennas configurations.

Table 3.2 shows the differences in the PC between Macro and C-RAN models for 4 antenna configuration.

While Fig. 3.4, shows the effect of reduced cooling PC on the total network PC, with varying numbers of sectors/RRHs. By using the percentage rule for the values
Table 3.2
Comparison cooling PC between C-RAN and Macro BSs, 4 antennas configuration.

<table>
<thead>
<tr>
<th>No. BBUs/sectors</th>
<th>Macro BS(W)</th>
<th>C-RAN(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2000</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>260</td>
</tr>
<tr>
<td>10</td>
<td>4000</td>
<td>400</td>
</tr>
<tr>
<td>14</td>
<td>6000</td>
<td>550</td>
</tr>
<tr>
<td>18</td>
<td>8000</td>
<td>740</td>
</tr>
<tr>
<td>20</td>
<td>10000</td>
<td>760</td>
</tr>
</tbody>
</table>

circled in Fig. 3.4, it was found that the percentage change reduction in the total PC is about 33.3%. For the sake of comparison, it is assumed that the number of sectors in Macro BS is equal to the number of RRHs, i.e. each BBU is assumed to serve 1 RRH/sectors, and each BS considered supporting 3 Sectors/RRHs. Despite the addition of optical components PC to the proposed PM, considerable lower total PC is achieved rather than in [53], as shown in Fig. 3.4.

The proposed model shows extra PC reduction compared to Fig. 3.4, considering the case of switching off some of the BBUs during off-peak hours. It is assumed that 60 RRHs attached to only 20 BBUs. The PC is shown in (3.5) and (3.6).

Fig. 3.3, Fig. 3.4, Fig. 3.5 and Fig. 3.6 show a reduction in PC based on the parameterised model and compared to [53]. Fig. 3.7 shows the total PC as a function of the system’s bandwidth share and varying numbers of antennas. It is observed that with four transmitting antennas, the PC by C-RAN approaches the Macro BSs PC, only when it uses nearly the entire bandwidth share and much lower PC otherwise.

The accuracy of the simplified parameterized model and the components model can be evaluated using the decay function 3.3. The main key comparison can be done by knowing the initial losses $l_0$ of each sub components and the exponential decay constant ($\varpi$), which have been subjected to the manufacturer design. However, to
compare both the components and the parameterised models, some assumption has been made to the component PM:

1. It is assumed that the efficiency $\eta$ is 90% for all the sub components (i.e. DC, AC convertors), cooling loss ($l_{\text{cool}}$) is 0.1 and the initial loss $l_o$ is 0.009.

2. Using (3.3) to evaluate the losses values which are required in (3.2),(3.4),(3.7), and (3.8).

3. Calculate the total components PM using (3.10).

4. Compare with the parameterized model of (3.12).

Based on the subcomponent data sheet, and for different values of a given exponential decay constant ($\varpi$), the results show identical accuracy and flexibility performance between the parameterised and component PMs. Fig. 3.8 shows the total PC
Fig. 3.5. 3 dimensional view of C-RAN total PC with varying number of BBUs i-e up to 20, and up to 60 RRHS, having one, two and four antennas configurations.

3.6 Summary

Densifying the network might provide a solution for higher data rates demands. However this will lead to tremendous network infrastructure and increased PC. Consequently, C-RAN has emerged as a solution. Together, components and a parameterised PM are provided in this paper, which allows the PC calculation of C-RAN according to operational parameters and varying vendor configurations. The model is applicable and simple, to meet the new generation communication systems requirements. A comparison of the model performance has been made with previous work, regarding cooling and total PC, with varying parameters such as antenna and bandwidth sweep. The model has shown that the C-RAN network reduced the total
Fig. 3.6. Two dimensional view of C-RAN total PC with varying number of BBUs i.e. up to 20, and up to 60 RRHS, having one, two and four antennas configurations.

Fig. 3.7. Comparison of C-RAN total PC with [53], for 10 MHz band width.
PC to about 33.3% as it reduced the cooling PC to about 87.4% when compared to traditional MBS architecture. The results also show that the parameterised PM is as accurate as the component PM. As for the future work, gathering the two parts i.e. C-RAN and Macro BS, has yielded H-CRAN as a promising architecture suggested, to enhance the EE of the upcoming generation. Using the proposed model to evaluate H-CRAN PC might give a wider vision, about the power figures of such extended architecture, when the Macro BS and C-RAN collaborate in the area of interest. Furthermore, this proposed modelling has been used to evaluate more integrating techniques within the race to build 5G, one of these rising techniques is SDN. The following Chapter will discuss the PC, advantages and disadvantages of SDN network.
Chapter 4: Energy Efficiency of Software Defined C-RAN

4.1 Introduction

Because of the large number of deployed RRHs, this increases the signalling cost in the CN in relation to the UEs’ handover set ups and authentications. Therefore, techniques to improve the network scalability need to be extensively investigated. Recently, the research community has embraced SDN-LTE integration, which offers centralised administration for the underlying devices in the BBU pool. Eventually, this will promote a scalable, easier to configure, more efficient and faster network design [113], [114].

Essentially, SDN architecture consists of three main components: Open Flow (O.F) switch, a controller and a channel (O.F protocol). The principle is to extract/decouple the control plane from/and data plane in the network’s devices. Consequently, these two planes interact using O.F interfaces. As a result, the functions of control planes can be combined or centralised in a unified controller rather than in a set of distributed devices bound with a stringent control plane. The controller in turn sustains the software abstract and presents application programming interfaces (APIs) to the network providers [115]. The O.F switch consists of flow tables, which are installed, modified and deleted by the controller using the O.F protocol, to enable the switch evaluating the received traffic in terms of the packet’s contents [116]. The flow tables comprise: i) flow entries that hold a group of match fields (such as QoS
type, IP address, MAC address, packet priority, etc), and ii) actions, those executed by the switch to process the received packets. Once the switch receives a packet, it examines its flow tables to search for a match. Matching means that the incoming packets will be compared against the entry’s fields to know if the packets are eligible to be handled or not. If the packet’s content match the installed entry fields, the packets will be processed over an action correlated to that entry. These actions might include forwarding the packets to a specific port, dropping or flooding the packet to all ports [117]. The SDN layer is generally built on top of SDN controller, and should not obstruct or impede the legacy open systems interconnection (OSI) network model’s layers. Therefore, the signalling burden on core network elements such as MME, SGW and PGW can be relieved, resulting in the recovery of their upgrade cost. However, bringing this idea to the C-RAN requires a comprehensive comparison for C-RAN with and without the use of SDN [114]:

1. Decentralising or separating the control and data plane by using SDN simplifies the design of the CN’s entities (i.e. SGW, PGW and MME, etc.) by transferring part of the control plane’s functions to the controller. This in turn decreases CN entities’s overhead and therefore reduces their functional complexities.

2. Implementing SDN can benefit C-RAN more than distributed RAN (D-RAN) or traditional architecture. As C-RAN exhibits a unified infrastructure and management capabilities, the signalling delay amongst the BBUs and the controller can be significantly reduced when connecting near located BBUs rather than distributed BBUs. However, when pooling the BBUs, new protocols, smart SON systems and programming based management systems will be necessary to ensure the full benefits of C-RAN, SDN offers a solution by dominating the BBU pool’s administration.

3. In contrast to D-RAN, C-RAN deploys small coverage RRHs to bring the cell site closer to the UEs, which shortens the transmission distance. Equivalently, SDN while deploying O.F switches, it also brings the CN’s contents closer to the
UEs. The flow tables of the switches allow direct communication with the UEs, which means forwarding UEs’ packets to their destination before approaching the BBU pool. This procedure further relaxes the latency bottleneck.

4. C-RAN is considered green architecture compared to D-RAN. In addition, there is a demand to develop and launch new services, policies and applications to unleash the maximum potential of C-RAN. This requires flexible and a programmable based paradigm such as SDN [118].

5. SDN is designed for wired and not for wireless networks. This consequently introduces complexity and causes inherent weakness to its effective deployment, since it requires an isolated and non-interfering wireless channel amongst the controller-switches and switches-RRHs. Eventually, power allocation and optimisation methods will be required amongst the mentioned parties. Nevertheless, the literature provides solutions for resources management and scheduling for an SDN based mobile communications, as in [119], [120] and [121].

While gaining the benefits of SDN, the conjectural increase in PC due to the addition of SDN devices to C-RAN can be neutralised by the following trends: (i) the legacy X-2 interface signalling cost amongst the BBUs is now partially or fully relieved, as the controller administrates the signalling amongst the BBUs, (ii) by means of virtualization, which completes SDN to relocate the functions of network from dedicated devices to general servers, resulting in the potential provision of fewer hardware and computational devices that will reduce the imposed PC, and (iii) replacing the currently deployed switches and routers with O.F switches will cost the network only the PC of the controller, not the O.F switches. Therefore, the overall PC can be further reduced. Accordingly, based on the aforementioned demonstrations and the benefits of integrating SDN and C-RAN, it is required to assess the power cost and the overall price of such investment by comparing the PC of C-RAN and SDC-RAN. At this extent, an experiment to measure the PC of SDN devices has been performed in [112]. Based on this measurement, a PC model is derived for both
major SDN enablers devices, these are O.F switch and SDN controller. The final formulation of this model is generally based on number of packets transmitted/received amongst the two parties. By introducing SDN to C-RAN, speculating on the EE of such architecture is essential to evaluate the power cost due to these additions. Due to failure to consider this matter in the literature, it has shaped the motivation for our investigations.

The structure of this Chapter is as follows. In Section 4.2, the component’s PM of SDC-RANs and its corresponding PC components are introduced. The total PC of the network is described in Section 4.3. Section 4.4 presents the parameterised PM. Section 4.5 provides selected simulation results. Finally, the conclusion is given in Section 4.6.

4.2 Component’s Power Model

The component’s PM can be defined by two main parts:

- The CN’s PC, which consists of three parts: (i) the BBU pool (ii) control plane units and (iii) SDN units.

- RRHs, with MIMO consideration.

Both the CN and the RRH PMs have been divided into several sub components, each component contributes to the total PM.

Fig. 4.1 shows the block diagram and the PC modules of the SDC-RAN.

CN’s PC encompasses mainly the BBU pool, the control plane components (i.e. MME, SGW and PGW) and SDN components (SDN controller and SDN switch). The detailed CN’s PC is described in the following subsections:

4.2.1 BBU power consumption ($P_{BBU}$)

The PC for the BBU pool is considered to be the sum of the active BBUs in the BBU pool. This unit’s PC has been previously modelled in Chapter 3.
4.2.2 Control plane PC ($P_{cl}$)

Similarly to BBU mode of operation, MME, SGW and PGW, each is accountable for several functions within the network. For example, MME is responsible for roaming, authentication, authorisation, bearer management functions, UE’s handover, etc. SGW and PGW in turn, are in control of many other functions. Eventually, these functions require digital computation and processing power which is then translated to GOPS. Although the type and number of functions in each subcomponent is different from the other, the way power is modelled is not affected. The control plane’s PC can be expressed as the combination of the PC of the three main parts, i.e., MME ($P_{MME}$), SGW ($P_{SGW}$) and PGW ($P_{PGW}$), in $W$, each with its relative speed. By considering the set of functions associated with each unit, $P_{cl}$ in $W$, then can be expressed as:
\[ P_{dl} = P_{MME} + P_{SGW} + P_{PGW} \]
\[ = \sum_{q=1}^{Q} \sum_{m \in M_{MME}} (E_{m,MME}^{ref} A_{m}^{y_{m}A} B_{m}^{y_{m}B}) v_{q} + \sum_{d=1}^{D} \sum_{sg \in S_{SGW}} (E_{sg,SGW}^{ref} A_{sg}^{z_{sg}A} B_{sg}^{z_{sg}B}) v_{d} \]
\[ + \sum_{g=1}^{G} \sum_{pg \in P_{PGW}} (E_{pg,PGW}^{ref} A_{pg}^{j_{pg}A} B_{pg}^{j_{pg}B}) v_{g} \] (4.1)

Where \( M_{MME}, S_{SGW} \) and \( P_{PGW} \) designate the set of various functions in regards to MME, SGW and PGW respectively. \( Q, D \) and \( G \) symbolise the total number of MME, SGW and PGW respectively. \( v_{q}, v_{d} \) and \( v_{g} \), in packets per second (pps), denote the relative speed of each unit (the rate at which the packets are processed). \( E_{m,MME}^{ref}, E_{sg,SGW}^{ref} \) and \( E_{pg,PGW}^{ref} \), in Joule (J), denote the MME, SGW and PGW energy consumption of the \( m \)-th MME, \( sg \)-th SGW and \( pg \)-th PGW function corresponding to a reference value, respectively. \( y_{m}^{A}, z_{sg}^{A} \) and \( j_{pg}^{A} \) represent the scaling exponent of the number of RF chains that the MME, SGW and PGW serve, respectively. \( y_{m}^{B}, z_{sg}^{B} \) and \( j_{pg}^{B} \) stand for the scaling exponent of the bandwidth that MME, SGW and PGW exploit, respectively.

**4.2.3 SDN power consumption \( (P_{SDN}) \)**

This part can be further distributed into two main parts:

**4.2.3.1 O.F switch power consumption \( (P_{switch}) \)**

The switch PC also can be divided into two sub components:

**4.2.3.1.1 Port power consumption \( (P_{port}) \)** Each switch may contain several electronic chips (ports), each port with an associated relative line speed, this portion represents the static PC of the switch.

\[ P_{port} = \sum_{of=1}^{OF} \sum_{sw=1}^{SW} v_{sw} \times (E_{prt,of,sw}) \] (4.2)
$E_{prt,of,sw}$, in J, indicates the energy consumed at full speed by $sw$-th port located in switch $of$. $v_{sw}$, in pps, is the line speed corresponding the $sw$-th port (the rate at which the packets are processed). $OF$ is the total number of O.F switches.

### 4.2.3.1.2 O.F Traffic power consumption ($P_{flow}$)

The traffic or the flow represents the number of packets received by a particular O.F switch to be matched and accordingly actioned to the selected destination, this portion of PC represents the dynamic load in the switch. $P_{flow}$, in W, can be modelled as:

$$P_{flow} = \sum_{of}^{OF} \left( \sum_{fl}^{FL} R_{pkt}(fl) MC(fl, mt) E_{mt} + \sum_{ds}^{DS} NC(fl, ds) E_{ds} + \sum_{ak}^{AK} ACT(fl, ak) E_{ak} \right)$$

(4.3)

Where $FL$, symbolises the total number of flows received with an associated packet rate ($R_{pkt}$), in pps. For each processed flow, there are three possible categories, these are matching, non-matching and actions; $MC$, $NC$ and $ACT$, respectively. On the other hand, $MT$, $DS$ and $AK$ denote the total number of matched, non-matched/discarded packets (the packets without matching in the corresponding flow table) and actions in each flow, respectively. $E_{mt}$, $E_{ds}$ and $E_{ak}$, in J, refers to the energy required to process $mt$-th match, $ds$-th non-match packet and $ak$-th action, correspondingly. At last, the total O.F switch PC $P_{switch}$, in W, can be modelled:

$$P_{switch} = P_{port} + P_{flow}$$

(4.4)

### 4.2.3.2 SDN controller PC ($P_{SDNctl}$)

The controller PC can be expressed as the rates $R_{ctl,of}^{O,F}$, $R_{ctl,q}^{MME}$, $R_{ctl,d}^{SGW}$ and $R_{ctl,g}^{PGW}$, in pps, of outgoing O.F protocol control signalling from the $ctl$-th controller to the $of$-th O.F switch, $q$-th MME, $d$-th SGW and $g$-th PGW, correspondingly. Beside the corresponding energy $E_{ctl,of}^{O,F}$, $E_{ctl,q}^{MME}$, $E_{ctl,d}^{SGW}$ and $E_{ctl,g}^{PGW}$, in J/packet required to send the packet to the O.F, MME, SGW and PGW respectively. If $CTL$ is the total
number of SDN controllers, and the connection is bidirectional amongst the C-RAN
control plane units and the controller, the controller’s PC can be modelled as:

\[ P_{SDNctl} = \sum_{ctl=1}^{CTL} \left( \sum_{of}^{OF} R_{ctl,of}^{OF} E_{ctl,of}^{OF} + 2 \sum_{q=1}^{Q} R_{ctl,q}^{MME} E_{ctl,q}^{MME} + \sum_{d=1}^{D} R_{ctl,d}^{SGW} E_{ctl,d}^{SGW} + \sum_{g=1}^{G} R_{ctl,g}^{PGW} E_{ctl,g}^{PGW} \right) \] (4.5)

Finally, the SDN’s PC, in \( W \), can be expressed as the aggregation of both the
switch and the controller:

\[ P_{SDN} = P_{switch} + P_{SDNctl} \] (4.6)

4.2.4 BBU pool DC-DC Conversion (\( P_{DC,P}^{sdn} \))

The PC caused by the DC conversion (\( P_{DC,P}^{sdn} \)), in \( W \), of the BBU pool containing
the control plane units is modelled using the same style of Chapter 3 (i.e. 3.2.1.2):

\[ P_{DC,P}^{sdn} = \sum_{b=1}^{B} \sum_{r=1}^{R} l_{DC,P}^{DC}(\eta_{DC,P}) \times (P_{BBU}^{b} + P_{opt,P_{b,r}} + P_{SDN} + P_{d}) \] (4.7)

Where, \( b \in \{1, \ldots, B\} \) stands for the number of active BBUs in the BBU pool;
\( r \in \{1, \ldots, R\} \) indicates the number of active RRHs; \( P_{BBU}^{r} \), in \( W \), is the PC of \( b \)-th
BBU, which is connected to \( r \)-th RRH; \( P_{opt,P_{b,r}} \), in \( W \), is the PC by the optical device
in the BBU pool which connects the \( b \)-th BBU to \( r \)-th RRH; \( l_{DC,P}^{DC} \) is the loss caused
by DC-DC conversion as a function of DC conversion efficiency (\( \eta_{DC,P} \)), which can
be known from the device’s data sheet. The loss function \( l(\eta) \) can be modelled as in
Chapter 3 (i.e. 3.3).

4.2.5 Mains supply (MS), AC-DC Conversion PC (\( P_{MS,P} \))

The PC of this unit, in \( W \), is generally modelled the same way as the DC-DC
power conversion, and it is given as:
\[ P_{MS,P} = P_{DC,P} + \sum_{b=1}^{B} \sum_{r=1}^{R} l_{MS,P}(\eta_{MS,P}) \times (P_{BBU_b^r} + P_{opt,P_{b,r}} + P_{SDN} + P_d) \]  (4.8)

\( l_{MS,P} \) represents the measured losses of the MS power conversion as a function of the MS conversion efficiency \( (\eta_{MS,P}) \).

### 4.2.6 Cooling

The cooling unit is responsible for cooling the entire components in the CN. However, the PC is modelled to be proportional to the consumption of all other components in the BBU pool. If \( l_{cool} \) is the cooling loss, the cooling PC \( (P_{cool}) \), in W, can be modelled as:

\[ P_{cool} = l_{cool} \times (P_{MS,P} + P_{DC,P} + \sum_{b=1}^{B} \sum_{r=1}^{R} P_{BBU_b^r} + P_{opt,P_{b,r}} + P_{SDN} + P_d) \]  (4.9)

### 4.3 Total Power Consumption \((P_{SDC-RAN})\)

The total PC of the SDC-RAN network \((P_{SDC-RAN})\), in W, is therefore the sum of the CN’s PC \((P_{CN})\) and RRHs’ PC \((P_{RRH})\), it is formulated as the following:

\[ P_{SDC-RAN} = P_{CN} + P_{RRH} \]  (4.10)

\( P_{CN} \), in W, is calculated by aggregating the PC of the corresponding components:

\[ P_{CN} = P_{cool} + P_{MS,P} + P_{DC,P} + P_{SDN} + P_d + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} P_{BBU_{b,r,a}} + P_{opt,P_{b}} \]  (4.11)

\( P_{BBU_{b,r,a}} \), in W, denotes the PC of \( b \)-th BBU attached to \( r \)-th RRH mounting \( a \)-th antenna. RRHs can be served by any active BBU within the BBU pool. This means that BBUs-RRHs mapping can be dynamic depending on the traffic conditions. This
service diversity is considered in the model. The total PC of the RRHs is formulated as:

\[ P_{RRH} = P_{MS,R} + P_{DC,R} + \sum_{b=1}^{B} \sum_{r=1}^{R} \sum_{a=1}^{A} (P_{PA} + P_{RF})_{r,a}^b + P_{opt,R_r} \] (4.12)

\( P_{PA}^b, P_{RF}^b \) in W, symbolise the PC of the PA and RF respectively; of \( a \)-th antenna served by \( r \)-th RRH that is attached to \( b \)-th BBU.

### 4.4 Parameterised PM

There are many assumptions have been made to enable the parameterised model, the following analysis and approximations are made in relevance to the SotA BS’s PM:

- The BBU and RFs’ PC, both scale linearly with the number of antennas (\( A \)) and the bandwidth (\( BW \)), i.e., \( P_{BBU} = A \times BW \times (P_{pm}^{BBU}) \) and \( P_{RF} = A \times BW \times (P_{RF}^{pm}) \). \( P_{pm}^{BBU}, P_{pm}^{RF} \) denote the PC by the BBU and RF in the parameterised model (\( pm \)), respectively.

- The control plane components’ PC i.e. (MME, SGW and PGW) scale linearly with the number of antenna and the bandwidth i.e. \( P_{MME} = A \times BW \times (P_{pm}^{MME}) \), \( P_{SGW} = A \times BW \times (P_{pm}^{SGW}) \) and \( P_{PGW} = A \times BW \times (P_{pm}^{PGW}) \). The similar holds true for the O.F switch and the SDN controller PC, i.e. \( P_{switch} = A \times BW \times (P_{pm}^{switch}) \) and \( P_{SDNctrl} = A \times BW \times (P_{pm}^{SDNctrl}) \).

- The PC of PA depends on the maximum power transmitted per antenna (\( P_{out}/A \)) and its efficiency (\( \eta_{PA} \)). The feeder loss between PA and the antenna can be ignored for the RRH as the PA is placed close to the antenna. The PA’s PC can be represented as \( P_{PA} = \frac{P_{out}}{A \eta_{PA}} \).

- DC-DC, AC-DC conversions as well as cooling’s PC, scale linearly with the other components PC and are approximated by the loss factors \( \sigma_{DC,P}, \sigma_{MS,P}, \).
\( \sigma_{cool}, \sigma_{DC,R} \) and \( \sigma_{MS,R} \) for BBU pool DC, BBU pool MS, cooling, RRH’s DC, and RRH’s MS loss factors respectively.

- The optical transceivers’ PC \( P_{opt,P} \) and \( P_{opt,R} \) scale linearly with the number of BBUs and RRHs in the network.

- The losses incurred by the cable’s connections amongst the entities within the CN or the backhaul can be expressed by the loss factor \( (\sigma_{backhaul}) \), moreover, it scales linearly with the numbers of BBUs.

- The losses incurred by the fronthaul optical fiber are estimated by the loss factor \( (\sigma_{fronthaul}) \). These losses scale linearly with the numbers of RRHs and can be adapted to meet the fiber lengths and number of connectors and splices used.

The maximum PC \( (P_{pm}^{SDCRAN}) \), in W, can be formulated by aggregation of the PC of the CN, which constitute of (BBUs, control plane, O.F switch and SDN controller) serving a single RRH:

\[
P_{pm}^{SDCRAN} = P_{pm}^{CN} + P_{pm}^{RRH} = A \times BW \times \left( P_{BBU}^{pm} + P_{MME}^{pm} + P_{SGW}^{pm} + P_{PGW}^{pm} + P_{switch}^{pm} + P_{SDNctrl}^{pm} \right) + P_{opt,P} + P_{opt,R} + \frac{P_{max}}{A \eta \eta_{PA}} (1 - \sigma_{DC,R})(1 - \sigma_{MS,R})(1 - \sigma_{fronthaul})
\]

(4.13)

Then the total number of \( R \) RRHs and \( B \) BBUs is considered to obtain the total PC of the network \( (P_{SDCRAN}^{supply}) \), in W:

\[
P_{SDCRAN}^{supply} = B \cdot P_{pm}^{CN} + R \cdot P_{pm}^{RRH}
\]

(4.14)
4.5 Results and Discussion

The proposed model is used to effectively analyse and identify the PC in terms of bandwidth, varying antenna numbers, and varying number of BBUs, RRHs and SDN devices. The parameters of the study were selected according to [41] and [112] when possible. The resulting parameters are provided in Table 3.1, which summarises the SotA PC measurements based on the RRH and SDN devices.

The projected model is verified for one, two, and four antennas. $R$ is up to 60, while $B$ equals 20. Nevertheless, these numbers can be adjusted according to the network operator’s architectural or configuration demands; this allows us to observe the variations in the individual parameters. The allocated bandwidth is 10 MHz; if increased, the PC is expected to increase as well. Fig. 4.2 shows the cooling PC of C-RAN and SDC-RAN of one, two and four antenna configurations. Due to the fact that the PA and RF components are no longer contributing to the cooling PC in the BBU pool, C-RAN reduces the cooling PC compared to the SotA BSs.

![Graph showing cooling PC of C-RAN and SDC-RAN](image)

Fig. 4.2. Comparison the cooling PC of C-RAN and SDC-RAN, with one, two and four antennas configurations.
Table 4.1 shows the differences in the PC between SDC-RAN and C-RAN models for 4 antenna configuration.

### Table 4.1
Comparison cooling PC of C-RAN and SDC-RAN for four antennas configurations.

<table>
<thead>
<tr>
<th>No. RRHs</th>
<th>SDC-RAN(W)</th>
<th>C-RAN(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3000</td>
<td>2500</td>
</tr>
<tr>
<td>20</td>
<td>7200</td>
<td>5500</td>
</tr>
<tr>
<td>30</td>
<td>10200</td>
<td>8000</td>
</tr>
<tr>
<td>40</td>
<td>14500</td>
<td>10100</td>
</tr>
<tr>
<td>50</td>
<td>18200</td>
<td>14000</td>
</tr>
<tr>
<td>60</td>
<td>22500</td>
<td>16200</td>
</tr>
</tbody>
</table>

Fig. 4.3 shows the total network PC. By using the percentage change rule, i.e., $\frac{(v_1 - v_2)}{|v_1|} \times 100\%$ to compare the values of this Figure, it was found that the total PC increasing percentage by adding SDN to the C-RAN architecture is about 20%, for all antenna configurations. However, this value can be endangered to constraints such as operators’ equipment PC and quality.

Fig. 4.4 indicates the total PC as a function of the system’s bandwidth share with varying numbers of antennas.

The accuracy of the simplified parameterised model and the components model can be evaluated and compared using the loss function (3.3). The main key comparison can be done by acknowledging the initial losses $l_o$ of each subcomponent and the corresponding exponential decay constant ($\varpi$); the latter have been subjected to the manufacturer design. However, to compare both the components and the parameterised models in terms of accuracy, some assumptions have been made to the component PM:

1. The efficiency $\eta$ is 90% for all the sub components (i.e. AC, DC converters), and the initial loss $l_o$ is 0.009.
Fig. 4.3. Comparison of C-RAN and SDC-RAN total PC, 20 BBUs are used to serve 60 RRHs, with one, two, and four antennas configurations.

Fig. 4.4. Comparison of C-RAN and SDC-RAN total PC as a function of the used bandwidth (10 MHz).

2. (3.3) was used to evaluate the losses values which are required in (4.7), (4.8), (3.7), and (3.8).

3. The total component’s PM were calculated using (4.10).
4. It was compared with the parameterised model of (4.13).

Based on the subcomponents’ data sheet and by using different $\varpi$ values, the results show as accurate parameterised as components PM. Fig. 4.5 shows the total PC of SDC-RAN with different $\varpi$ values and different number of RRHs.

Fig. 4.5. Accuracy comparison of the total PC of the components and parameterised PMs with different values of ($\varpi$), using only one antenna configuration.

4.6 Summary

Cloudification the networks increases the signalling cost and degrades scalability. The latter can be mitigated by using SDN, while C-RAN reduces the PC. The components in conjunction with a parameterised PM are presented within this paper to demonstrate PC calculation of the extended network architecture SDC-RAN, according to operational parameters and the varying vendor configurations. The model is considered to visualise the PC cost, along with a comparison C-RAN and SDC-RAN models’ performance regarding cooling and total PC, with varying parameters such as antenna and bandwidth sweep.
Intuitively, C-RAN model has less PC than SDC-RAN. However, the benefits demonstrated and the characteristics gained by the latter justifies the power cost, especially, when SDN units participate and cooperate the functional computations and the signalling process of the legacy control units to take over the administration and unleash the network potentials. Furthermore, SDN is advocated because of the capability and the flexibility within its architecture to introduce new services to the network and integrate with the new power reduction methods, such as NFV. However, the amount of power cost due to SDN deployment cannot be realised unless a reliable PM is introduced, this research resolves this ambiguity. Furthermore, the results show that the parameterised SDC-RAN is accurate as the component’s PM subject to equipment design quality. Finally, the following Chapter will discuss the way to improve the EE of the network, this can be done using virtualisation. Virtualisation is a rising technique in the coming generations of communication. Therefore, providing a PC model that aim to reduce the PC of the network is necessary.
Chapter 5: Energy Efficiency of Virtualised C-RAN

5.1 Introduction

Intensifying the number of deployed RRHs and active BBUs can maintain a considerable amount of PC. Recently, NFV concept benches itself on the evolutionary route that leads to fully authorise 5G networks. It is emerged with the promise of reduction in the cost concurrent with deploying and operating the large networks. Once extracting the network functions of the dedicated appliances and employ them as software instances, it is now easier to run multiple instances (called VMs) using only one general purpose/off-the-shelf hardware. This shall enhance the mobile network flexibility, scalability, and enable Network-as-a-Service business, while deploying new services and applications will be faster [122], [123], [124].

However, running multiple VMs on a single hardware requires a supervisor or manager. This manager is also called a hyper-visor (HV). The HV is a software that runs on the host’s hardware to dynamically control and allow the host server to be shared by guest VMs. Each VM then appears to hold or utilise server’s RAM, CPU, NIC and HDD all to itself. But in fact, each VM shares these resources with other VMs. The HV then assures that the hosted VMs cannot obstruct each other while accessing these resources. However, the presence of the HV within the host server increases RAM accesses, CPU computations and storage usage. This increment happens as a consequence to the increased interruptions and orchestration sessions.
between the VMs and HV. Therefore, the VMs have yielded extra overhead added to the server PC. Such matter urges to evaluate this increment in the PC and other trade-offs, such as the execution time delay within each host compared to the non virtualised servers. Furthermore, it is necessary to compare the entire PC of the CN or BBU pool with and without using virtualisation [62]. In general, virtualisation greatly reduces the overall network’s PC by using fewer servers. However, such gain requires awareness to the consequences facing each virtualised server regarding the PC and latency, as follows:

5.1.1 Advantages and Disadvantages of NFV

1. NFV appears as a compensator to the increased PC due to integrating new network services and enablers such as SDN and load balancers appliances with C-RAN [125]. This can be achieved by provisioning and sharing for the available servers’ resources while cascading multiple VMs to be run by fewer servers. Each server then holds several VMs, and each VM performs different network’s function.

2. A virtualised server with 1 VM may take about 5 times more delay to process a packet compared to bare metal counterparts [62]. This delay comes from the fact that each VM owns a small share of the existing server resources to compute its load. This means when there are no resources available at any time, the VM must queue its load and wait for a window to be opened again by the HV. This matter urges to provide optimisation techniques to enhance the HV’s cycle scheduling, By which, the fast and dynamic operation can relief such constraint.

3. The virtualised server itself gains a PC overhead due to fully utilising its resources by the VMs. In addition, the PC of each VM is directly proportional to the allocated bandwidth or RBs, which increases the dynamic consumption of the server to maximum.
4. While the number of VMs increases in one server, this reduces the resources’
shares allocated to each VM, which more increases the delay to process UEs'
traffic [126]. Therefore, optimising the number of the VMs installed in one
host server is prerequisite in regards to the traffic volume demand and available
server resources. Consequently, the VMs can constantly meet their real time
requirements.

The presence of the HV in the host server increases the RAM accesses, CPU’s
functional processes and HDD’s usage as a consequence of the increased VMs inter-
ruptions and orchestration. The VMs therefore exhibits a measurable extra overhead
added to the server PC. Such matter urges to evaluate this increment in PC and other
trade-offs such as the execution time delay within each host compared to the non vir-
tualised servers prior to implementing. Furthermore, it is necessary to compare the
entire PC of the CN or BBU pool, that is reduced by using Virtualisation technol-
ogy alongside the non virtualised networks. Hardware virtualization adds substantial
overhead, as a busy web-server consumes about 40% more power, synchronised with
less efficiency when compared to a non-virtualized server [62]. Therefore, to decide
whether or not it is worthwhile to compromise the network performance with total
PC reduction, this work has been accomplished.

The structure of this chapter is as follows: in Section 5.2, the server PC is de-
scribed, the main parts of the server are modelled in terms of PC. In Section 5.3,
the components PM is presented. The modelling expected losses are found in Section
5.4. The total PC is calculated in Section 5.5. The penultimate Section 5.6 shows
the simulation results. Finally, the summery is given in Section 5.7.

5.2 Server Power Consumption

Server PC comes from the higher computation levels, generated I/O instructions
executions and compound accessing for the device resources by the aggregated VMs’
applications [126]. Generally, there are four major participants involved within the
constituency of a server PC: RAM, CPU, NIC and storage or HDD, the PC model of each virtualised part can be expressed as follows:

### 5.2.1 RAM Power Model

Usually, each VM requires a share from the RAM to utilise during operation. However, when the number of installed VMs ($N$) increases, the size of the RAM as well as its corresponding PC intensifies as a result in order to handle an amplified amount of RAM usage requests [127]. Therefore, it is compulsory to identify the appropriate RAM size ($Z_{RAM}$) to place in a server that contains $N$ VMs. The proposed method initially describes the change in the RAM size corresponding to the change in $N$, i.e., $\frac{dZ_{RAM}}{dN} = \alpha Z_{RAM}$. Solving this equation yields $Z_{RAM}(N) = Z_{int} e^{\alpha N}$, where $Z_{int}$ is the initial RAM size, $\alpha$ denotes the increment constant. Afterwards, the corresponding PC ($P_{RAM}(Z_{RAM})$) of the RAM can be modelled based on recognizing the maximum and initial PC of the RAM size. In this case, another constant ($\beta << 0.1$) is introduced to shape such change in the PC:

$$\frac{dP_{RAM}}{dZ_{RAM}} = \beta P_{RAM}$$

(5.1)

When solving equation (5.1), it yields:

$$P_{RAM}(Z_{RAM}) = P_{intRAM} e^{\beta Z_{RAM}}$$

(5.2)

Where $P_{intRAM}$ is the initial PC of the RAM.

It is worth noting that the constants $\alpha$ and $\beta$ may vary based on type of the RAM used and its initial and maximum PC.

Alternatively, a straightforward relation between $N$ and the RAM PC is modelled by representing RAM size as $Z = 2^{i+1} \text{GigaByte}$, where $i$ is an index ($i = 0, 1, 2, 3...$) to shape the commercial RAM sizes i.e., $Z = (2, 4, 8, 16, 32GB, ...)$. After, if $P_{RAM}^i$ is the PC of the RAM which holds $i$ index, then the change in PC of this specific RAM
$dP_{\text{RAM}}^i$ is correlated to the change of $N$ ($dN$). To estimate this change, the constant $\nu$ is presented as follows:

$$\frac{dP_{\text{RAM}}^i}{dN} = \nu P_{\text{RAM}}^i \quad (5.3)$$

When solving equation (5.3), it produces:

$$P_{\text{RAM}}^i(N) = P_{\text{intram}}^i e^{\nu N} \quad (5.4)$$

Where $P_{\text{intram}}^i$ is the initial PC of RAM size with index $i$.

### 5.2.2 CPU Power Model

The initial assumption for modelling the PC of CPU is based on practical considerations that each CPU core can hold at least one VM. In other words, the number of cores per CPU ($C$) is always larger than the number of hosted VMs in one core ($N_C$), i.e., ($C \geq N_C + 1$). Subsequently, any additional VMs installed in each core means greater amount of power the core will consume until it reaches its maximum. Such affiliation is recognised as being exponential in a core PC level. Logically, the core PC ($P_{\text{core}}$) upsurges from an initial ($P_{\text{intcore}}$) while increasing $N_C$. The above assumptions can be translated into the following model:

$$\frac{dP_{\text{core}}}{dN_C} = \varepsilon P_{\text{core}} \quad (5.5)$$

Where ($\varepsilon < 0.1$) is a positive constant used to describe how the power is increased. Such linkage tends to be linear when $\varepsilon$ approaches 0. However, when solving equation (5.5), it yields:

$$P_{\text{core}}(N_C) = P_{\text{intcore}} e^{\varepsilon N_C} \quad (5.6)$$

If $P_{\text{core}}$ is calculated, the CPU’s PC ($P_{\text{CPU}}$) can also be known by gathering the PCs of all cores:
\[ P_{CPU} = \sum_{c=1}^{C} P_{\text{core}(c)} \quad (5.7) \]

Additionally, the total PC, in W, of CPUs per server \( (P_{CPU}^{server}) \) can be obtained as follows:

\[ P_{CPU}^{server} = \sum_{k=1}^{K} P_{CPU(k)} \quad (5.8) \]

Where \( K \) denotes the total number of CPUs per server.

### 5.2.3 NIC Power Model

As each NIC is shared amongst multiple VMs simultaneously, the higher amount of VMs found per server, the more NICs are required to serve them. The PC of each NIC is obligated to an augmentation in the PC [128]. It was assumed that the maximum number of NICs \( (L) \) that can be placed in one server is shared amongst all the VMs, i.e., \( (L \propto N) \), where \( (L \leq N) \). For practical consideration, \( L \) is equivalent to 8, then each NIC \( (l) \) is assigned \( (N/L) \) VMs. Moreover, the PC of each NIC rises when the \( N/L \) is increased; as more packets will be received and transmitted via a particular NIC. Hence, the model has to outline an increment in the PC so as the virtualised NIC is driven to reach its PC \( (P_{nic}) \), up from an initial value \( (P_{\text{intnic}}) \). Therefore, \( P_{nic} \) can be expressed as \( (P_{nic}(\frac{N}{L})) \), a function of \( (N/L) \). This linkage refers to the upsurge of \( P_{nic} \) in correspondence to the change of \( \frac{N}{L} \), such behaviour can be modelled as follows:

\[ \frac{dP_{nic}}{d\frac{N}{L}} = \gamma P_{nic} \quad (5.9) \]

When solving (5.9), the following solution can be obtained:

\[ P_{nic}(\frac{N}{L}) = P_{\text{intnic}}e^{\frac{N}{\tau}} \quad (5.10) \]
Where $\gamma$ is a constant factor. Next, the total PC, in W, of all NICs per server $(P_{\text{NIC server}})$ can be calculated:

$$P_{\text{NIC server}} = \sum_{l} P_{\text{nic}(l)}$$

(5.11)

### 5.2.4 Storage (HDD) Power Model

As a matter of fact, over-utilising the storage by hosting more VMs increases server’s PC [129]. There are two main behaviours the model has to reflect on: (i) the storage is shared amongst other servers in the CN, and (ii) the VMs per server boost the storage PC; as they increase its data accesses rate. In other words, there will be two influence parameters synchronised with such matter: the time $(t)$ at which the storage is being utilised, and the number of VMs $(N)$. Both variables then will indicate how much storage PC $(P_{\text{storage}(t,N)})$ is drawn. As far as the first variable $(t)$ is concerned, it was considered that other servers can add, access and delete data from the tagged server. In this case, it was assumed that the storage capacity varies during time $(t)$ to represent the sharing capability amongst CN’s servers. The second variable in turn clarifies that $N$ VMs increases the storage PC as a consequence to increasing the rate of accessing the stored data. When considering the time, two scenarios are determined: the first is when the storage PC $(P_{\text{storage}})$ increases by time, following the exponential method, the PC can be formulated as:

$$\frac{dP_{\text{storage}}}{dt} = \delta P_{\text{storage}}$$

(5.12)

Where $(\delta < 1)$ is a positive constant, which can control the maximum value of the storage PC, when solving (5.12), it yields:

$$P_{\text{storage}}(t) = P_{0}e^{\delta t}$$

(5.13)
Where $P_o$ is the initial storage PC. The second case is when the storage PC ($P^d_{storage}(t)$) decreases by time, following the same procedure as in (5.12), the PC model can be expressed as follows:

$$P^d_{storage}(t) = 2P_o - P_o e^{\delta t} = P_o (2 - e^{\delta t}) \quad (5.14)$$

The amount ($2P_o$) is added to uplift the initial consumption of ($P^d_{storage}(t)$) to start from ($P_o$) at time ($t = 0$), so as $P^d_{storage}(t)$ and $P^i_{storage}(t)$ start from the same point. The second variable of the storage is modelled when the PC is proportionally increased with the number of VMs. The procedure of (5.12) is followed and the resulting PC model can be obtained as follows:

$$P_{storage}(N) = P_o e^{\xi N} \quad (5.15)$$

Where $\xi$ is a positive constant. Note that the lesser value of the constants $\xi$ and $\delta$ are assigned, the more the model approaches to be linear. As the variables $t$ and $N$ are independent of each other, the model separates their PC, yet the result of each variable is aggregated, i.e., $P_{storage}(t)$ will be added to $P_{storage}(N)$. The total virtualised storage PC, in W, can be finalised as:

$$P_{storage}(t, N) = \begin{cases} 
P_o (e^{\delta t} + e^{\xi N}) & \text{if } \delta \text{ increases} \\
P_o (2 - e^{\delta t} + e^{\xi N}) & \text{if } \delta \text{ decreases}
\end{cases} \quad (5.16)$$

### 5.2.5 HyperVisor (HV) Power model

The HV assigns a number of accesses tasks ($AS$) to enable the VMs to compute their load within the server’s resources, if the PC per task per VM is $PAS$, then the PC of the HV can be modelled as follows:

$$P_{HV} = \sum_{n=1}^{N} \sum_{as=1}^{AS} PAS_{(as,n)} \quad (5.17)$$

Where $PAS_{(as,n)}$ is the PC of the $as$-th job allocated to $n$-th VM.
5.3 Components Power Model

The participating PC modules of vC-RAN paradigm encompasses mainly two parts: virtual BBU pool (vBBU pool) and virtual control plane units (i.e. vMME, vSGW and vPGW).

The vBBU server PC \( P_{BBU}^{server} \) consists of whatever virtualised components found in the server, this can be evaluated in W, as follows:

\[
P_{BBU}^{server} = \sum_{s_1=1}^{S_1} (P_{RAM} + P_{NIC_{server}} + P_{CPU_{BBU}} + P_{storage} + P_{HV})_{s_1} \tag{5.18}
\]

Where

\[
P_{CPU_{BBU}} = \sum_{k_{1=1}}^{K_1} \sum_{c_{1=1}}^{C_1} P_{BBU_{core(k_{1},c_{1})}} \tag{5.19}
\]

and \( S_1 \) is the total number of BBU servers.

Comparably to BBU functions, PGW, MME, and SGW cores PC can be modelled following the same style by taking into consideration the functions set of each unit [125]. Therefore, the PC of control plane server \( P_{cl}^{server} \) is introduced as:

\[
P_{cl}^{server} = \sum_{s_2=1}^{S_2} (P_{RAM} + P_{NIC_{server}} + P_{CPU_{cl}} + P_{storage} + P_{HV})_{s_2} \tag{5.20}
\]

Where \( S_2 \) denotes the total number of servers that host the control plane’s, \( P_{cl}^{CPU} \) is the control plane CPUs PC, which can be modelled as:

\[
P_{cl}^{CPU} = P_{cl}^{CPU_{MME}} + P_{cl}^{CPU_{SGW}} + P_{cl}^{CPU_{PGW}} \tag{5.21}
\]

The PCs \( P_{cl}^{CPU_{MME}} \), \( P_{cl}^{CPU_{SGW}} \) and \( P_{cl}^{CPU_{PGW}} \) of the CPUs belong to MME, SGW and PGW, respectively, are equivalent to the sum of their corresponding cores’ PCs:

\[
P_{CPU_{MME}} = \sum_{k_{2=1}}^{K_2} \sum_{c_{2=1}}^{C_2} P_{core(k_{2},c_{2})}^{MME} \tag{5.22}
\]

\[
P_{CPU_{SGW}} = \sum_{k_{3=1}}^{K_3} \sum_{c_{3=1}}^{C_3} P_{core(k_{3},c_{3})}^{SGW} \tag{5.23}
\]
\[ P_{PGW}^{CPU} = \sum_{k=1}^{K_4} \sum_{c=1}^{C_4} P_{core(k,c)}^{PGW} \] (5.24)

Where \( P_{core}^{MME} \), \( P_{core}^{SGW} \) and \( P_{core}^{PGW} \) denote the core PC of MME, SGW and PGW, these are responsible of MME, SGW and PGW functions, respectively. \( C_1, C_2, C_3 \) and \( C_4 \) denote the total number of BBUs, MMEs, SGWs and PGWs cores, correspondingly. \( K_1, K_2, K_3 \) and \( K_4 \) are the total number of CPUs belong to BBUs, MMEs, SGWs and PGWs, respectively.

5.4 System Performance Loss

The previous description presents how the number of VMs (\( N \)) affect server’s PC. Herein, the modelling can go further to a single VM level. The degraded performance mentioned in Subsection (5.1.1) can be modelled regarding the increased server delay and processed RBs within each VM by time. The reason why the exponential function is chosen in the previous and following formulation, as it was mentioned in [26] that the consumption of computing resources scales non-linearly with the number of UEs. To fulfil this, it was assumed that the dynamic PC of each VM is linearly or convexly proportional with the number of physical resource blocks (\( RB \)) or bandwidth processed at each VM. In total, the PC of all VMs found in the server draw exponential (non-linear) consumption with the processed RBs. The RB is an easy parameter to obtain [105]. The higher processed RBs of each VM, the more share from the limited server resources is demanded and the more PC. In OFDMA systems, the bandwidth is divided into RBs, each RB is 180 kHz wide in frequency and one slot (0.5 ms) in time domain. The RB is the smallest time-frequency unit which can be allocated to the network user. By doing so, we exceeded the cost of possessing a server and the complexity of intruding the server. Concurrently, we have produced a PM based on best-known network optimisation parameter.

To model the dynamic or linear PC of each VM at each server component, the number of RBs linearly influences the constant base load PCs \( P_{intRAM}, P_{intcore}, P_{intnic} \)
or $P_o$, these are independent of $N$ or the number of RBs allocated to each VM $n$, where $n \in N$. These initial values are increased by the amount $\left( \sum_n^{N} e^{\vartheta \times RB_n} \right)$, where $\vartheta$ is the increment factor due to processing $RB_n$ by $n$-th VM in any of the server resources. This granularity in the PC is jointly added to the models of Section (5.2) to produce total PC of the virtualised CN ($P^{CN}_{server}$), as follows:

$$P^{CN}_{server} = (P^{BBU}_{server} + \sum_{s_1} S_1 \sum_{n}^{N} e^{\vartheta \times RB_n}) + (P^{cl}_{server} + \sum_{s_2} S_2 \sum_{n}^{N} e^{\vartheta \times RB_n})$$ (5.25)

The above equation draws about 40% gain in the PC of each server, this is originated from increasing both VMs and RBs allocation, which fits but not limited to the real time server measurements presented in [62]. Figure 5.1 compares the initial PC of a single server and the power cost imported by increasing the number of RBs, VMs and both.

![Fig. 5.1. PC of a BBU server at 100 VMs or RBs](image)

Another performance factor is the time it takes the VM to process these RBs. The execution time of the traditional load in a BBU increases linearly with the number of RBs and the modulation coding scheme ($MCS \in \{9, 16, 25\}$) used to transmit/receive these RBs [105], and a single VM may require 5 times more delay to processed a packet
compared to a bare metal LTE BBU; due to increased accessing calls and interrupts between VM-HV and HV-server resources. Modelling this concept requires introducing a factor called MCS index \((mcs)\) to describe the degree of linearity between the RBs and execution time in a bare BBU server \((\tau_{bare})\), as shown in Fig. 5.2, where \(\tau_{bare} = \tau_{init} + (mcs\times RB)\), and \(\tau_{init}\) is the initial BBU delay due to other BBU functions rather than MCS. Subsequently, the HV delay \((\tau_{HV})\) is added to the above description, i.e. \(\tau_v = \tau_{bare} + \tau_{HV}\), where \(\tau_v\) is the execution time of virtualised server when 1 VM is installed, as shown in Fig. 5.3 for different MCS values. After, the total execution time \((\tau)\) of all VMs is expressed as \(\tau = \sum_s \sum_n \tau_{v,s,n}\), where \(\tau_{v,s,n}\) denotes the execution time of VM \(n\) located in server \(s\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure.png}
\caption{Execution time of a bare server at different MCS}
\end{figure}

### 5.5 Total Power Consumption

Total PC of the CN is conformed to the effects of other losses such as AC-DC, DC-DC and cooling loss in a straightforward manner. This offers an easy but accurate way to calculate their PC without undergoing the computations of each unit. Therefore, AC-DC, DC-DC and cooling PC are linearly scaled with other components’ PC and
approximated by using loss factors ($\sigma_{DC}$, $\sigma_{AC}$, $\sigma_{cool}$) to represent AC-DC, DC-DC and cooling loss factors, respectively. Successively, the total PC of virtualised C-RAN ($P_{vCRAN}$), in W, is formulated as follows:

$$P_{vCRAN} = \frac{P_{vCN\text{server}}}{(1 - \sigma_{DC})(1 - \sigma_{MS})(1 - \sigma_{cool})}$$

(5.26)

5.6 Results

To correlate the findings of this work with a real time measurement, the resulting parameters were selected from [41], [127], [128], [129], as shown in Table 5.2. The experimental data related to the PC of each component in the server demonstrates that the initial PC of the CPU is 29.6W, RAM is 4W, NIC is 2W and HDD is 25W, while rest of PC in the server is resulted from the overhead. While emphasising on the context of showing how the VMs increasingly affect the PC, only $P_{i_{storage}(t)}$ of the storage PC is considered. Furthermore, the second RAM PC model is adapted
in the results. To compare the model with particular experimental data without losing the generality of this work, the parameters used in Table 5.2 have resulted about 40 % PC increment at each virtualised server which fits what is measured in [62]. This increment also synchronised with degraded performance in each server as mentioned in Section (5.4). Fig. 5.4 shows a comparison of BBU pool’s PC with and without virtualisation for different number of virtualised host servers (i.e., 5, 10, and 20 servers). This Figure compares the cost of processing the maximum LTE bandwidth allowed (100 RBs) by each one of the 100 bare metal BBU servers, and also shows the effect of processing the same amount of RBs by each of the 100 VMs installed in the virtualised servers.

Fig. 5.4. Comparison of the BBU pool PC with and without virtualisation of 100 BBUs or VMs.

By using the rule of percentage change \( \left( \frac{v_1 - v_2}{v_1} \times 100\% \right) \), it was found that the maximum reductions in the PCs are about 93, 88, and 74 % corresponding to running 5, 10 and 20 virtualised servers compared with the non virtualised servers. On the same basis, Fig. 5.5 shows a comparison of the entire CN’s PC with and without virtualisation. Three control plane servers for MME, SGW and PGW were added
to the system while following the previous procedure. This case has resulted a total PC reduction of about 91, 83 and 73 \% when respectively running 8, 13, and 23 virtualised server compared to bare metal servers. Continuously, Fig. 5.6 shows cooling PC comparison of the CN. Cooling PC has been reduced to about 93, 88, and 74 \% when compared to the bare metal servers’ PC in [130]. Table 5.1 shows the results comparisons of Fig 5.4 between the initial BBU pool PC and virtualised case with 20 servers.

<table>
<thead>
<tr>
<th>(BBUs,VMs,RBs)</th>
<th>BBU pool(W)</th>
<th>vBBU,20(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>30</td>
<td>3000</td>
<td>2100</td>
</tr>
<tr>
<td>40</td>
<td>4000</td>
<td>2200</td>
</tr>
<tr>
<td>50</td>
<td>5000</td>
<td>2300</td>
</tr>
<tr>
<td>60</td>
<td>6000</td>
<td>2400</td>
</tr>
<tr>
<td>70</td>
<td>7000</td>
<td>2500</td>
</tr>
<tr>
<td>80</td>
<td>8000</td>
<td>2600</td>
</tr>
<tr>
<td>90</td>
<td>9000</td>
<td>2700</td>
</tr>
<tr>
<td>100</td>
<td>10000</td>
<td>2800</td>
</tr>
</tbody>
</table>

It is worth noting that if another type of server with different specifications was used in this comparison, the eventual results of these comparisons will slightly change. This is because such matter instantly affects the initial and maximum consumption of each component within the virtualised servers, which affects the final outcomes. On the other hand, the more number of bare servers or VMs to be involved in this comparison, the more PC reduction; synchronised with more loss of performance. The reason is that any large number of bare servers will be multiplied by each server’s PC. However, in virtualisation method, the main factor (N) is always less than the
Fig. 5.5. Comparison the total PC of the CN with and without virtualisation of 100 BBUs, VMs or RBs.

Fig. 5.6. Comparison of cooling PC of the CN with and without virtualisation.

total number of bare servers. This number only influences the number of virtualised servers ($S_1$ and $S_2$) while bearing RB cost.
<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{BBU_{\text{server}}}$</td>
<td>W</td>
<td>29.6</td>
<td>[53]</td>
</tr>
<tr>
<td>$P_{cl_{\text{server}}}$</td>
<td>W</td>
<td>29.6</td>
<td>[53]</td>
</tr>
<tr>
<td>$P_{\text{intcore}}$</td>
<td>W</td>
<td>3.7</td>
<td>[53]</td>
</tr>
<tr>
<td>$\sigma_{DC}$</td>
<td>-</td>
<td>0.075</td>
<td>[53]</td>
</tr>
<tr>
<td>$\sigma_{MS}$</td>
<td>-</td>
<td>0.09</td>
<td>[53]</td>
</tr>
<tr>
<td>$\sigma_{\text{cool}}$</td>
<td>-</td>
<td>0.1</td>
<td>[53]</td>
</tr>
<tr>
<td>$P_{\text{intram}}$</td>
<td>W</td>
<td>4</td>
<td>[127]</td>
</tr>
<tr>
<td>$P_{\text{intnic}}$</td>
<td>W</td>
<td>2</td>
<td>[128]</td>
</tr>
<tr>
<td>$P_o$</td>
<td>W</td>
<td>10</td>
<td>[129]</td>
</tr>
<tr>
<td>$\tau_{\text{init}}$</td>
<td>$\mu$ sec</td>
<td>80</td>
<td>[105]</td>
</tr>
<tr>
<td>$\tau_{HV}$</td>
<td>$\mu$ sec</td>
<td>500</td>
<td>[62]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-</td>
<td>0.003</td>
<td>[-]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>-</td>
<td>0.1</td>
<td>[-]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-</td>
<td>0.08</td>
<td>[-]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-</td>
<td>-0.001</td>
<td>[-]</td>
</tr>
<tr>
<td>$\xi$</td>
<td>-</td>
<td>0.007</td>
<td>[-]</td>
</tr>
<tr>
<td>$\nu$</td>
<td>-</td>
<td>0.005</td>
<td>[-]</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>-</td>
<td>0.001</td>
<td>[-]</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>-</td>
<td>0.009</td>
<td>[-]</td>
</tr>
<tr>
<td>$C$</td>
<td>-</td>
<td>4</td>
<td>[-]</td>
</tr>
<tr>
<td>$mcs, 9$</td>
<td>-</td>
<td>6</td>
<td>[-]</td>
</tr>
<tr>
<td>$mcs, 16$</td>
<td>-</td>
<td>9.5</td>
<td>[-]</td>
</tr>
<tr>
<td>$mcs, 25$</td>
<td>-</td>
<td>17</td>
<td>[-]</td>
</tr>
</tbody>
</table>

Although the HV’s PC is modelled separately than other server’s components, its PC considerations are embedded within the model and not jointly added to the
total PC value. Once the HV shares host server’s units, these chips however must not exceed their maximum power. Accordingly, if the HV PC is separately added to the server’s RAM, CPU, etc., this will overtake the real assumptions and the physical realisation regarding the PC of host server’s components. This conduct is already considered while modelling each component’s PC. Nevertheless, the HV can be considered as one of the VMs that contributes to the PC calculations and inherently included within $N$. Rather, the effect of the HV up on the execution time a VM consumes to process 100 RBs is shown in Fig. 5.7. The execution time of a the HV ($\tau_{HV} = 500\mu sec$), which is responsible for 5 times more delay to process the same amount of RBs when the server holds 1 VM, is added to the bare metal server delay $\tau_{bare} = 100\mu sec$. After, the resulting $\tau_{HV}$ is multiplied by the number of VMs in the server to obtain the execution time of the virtualised server ($\tau_v$) with 10 VMs, as shown in Fig.5.7. Furthermore, to extend the delay performance presented in Fig. 5.7 to the whole system, Fig. 5.8 compares the total execution time ($\tau$) of three cases regarding the number of bare metal and virtualised servers. These are 5, 10 and 20 virtualised servers, each with 5 VMs, which means there will be 25, 50 and 100 VMs respectively; compared to the same number of bare metal counterparts, all are subjected to ($MCS = 9$). This case increases the delay to about 77, 79 and 80% accordingly.

In terms of accuracy, the model mainly relies on the manufacturer specifications and design of each component (i.e., components’ data sheets). As each equipment holds different operating conditions, such as initial and maximum PC, cooling requirement and efficiency, the outcomes of the model will be accordingly affected. On account of such variation is required to be adjusted through the tuning factors mentioned such as $\vartheta, \beta, \gamma$, etc., the power tolerance of each component can be precisely found and added to the total PC of virtual C-RAN. In is worth noticing that if evaluating systems with different number of VMs and RBs, the tuning parameters can be easily adjusted so as the maximum consumption of the each server’s component is reached. Subsequently, total PC ($P_{eCRAN}$) can be predicted. At present, the model
Fig. 5.7. VMs and RB effect up on the execution time of a single server

Fig. 5.8. VMs and RB effect up on the execution time of the entire system

is reliable to judge the virtualised network as it relies upon initials and assumptions
come from real data measurements and experimental background as found in [62] and [105].
5.7 Summary

In large-scale computing centres, the advancement of knowledge in regards to the predicted PC and concerns of host servers that run VMs could improve the capacity planning and networks’ EE. A parameters based PC model has been presented to demonstrate the PC calculations of virtualised C-RAN architecture. By using the proposed PC model, the power and execution time cost of NFV can be assessed. The model also enables the network providers to distinguish the PC reduction of the entire network while bearing the predicaments of NFV. The cost of increasing the VMs in a virtualised server and processed RBs of each VM is presented by providing a comparison for cooling, execution time performance and total PC with a non virtualised counterparts. The model is adaptable to any varying values related to any server resource, as the factors ($\gamma$, $\beta$, etc.) and initial PC values used in the model are changeable to describe the increasing/decreasing in PC of each resource found in the server. These latter are subjected to varying manufacturing specification of each electronic chip/device. Intuitively, NFV dramatically reduces network PC. At the same time, it degrades both the EE and execution time efficiency of the virtualised servers while preforming network’s functions. To justify such issues, there have been recently several works proposed to optimise the problems of the HVs’ scheduling procedure. These problems are related to synchronization, real-time constraints, security, VMs placement and performance enhancement. However, these researches are proposed to unleash and extend the HV capability to an optimum and enhance the lack of performance in a virtualised server/network in real time services, such as in [131], [132] and [133]. The investigations also promise new futuristic techniques, protocols, algorithms and designs to be innovated. However, the benefits and characteristics gained by reducing the operational cost and total PC of the network compensate such performance loss in case of advanced techniques are used to mitigate the HV’s constraints. Therefore, this work advocates the use of virtualisation in the coming generations as a way to greatly reduce the PC.
Chapter 6: Power Consumption of VMs’ Live Migration

6.1 Introduction

Live migration is a agile concept in nowadays data centres [134]. In virtualisation environment, the interruption free live migrating of the VMs form one host server to another is an important issue to sustain running services to the UEs while gaining many benefits. Simply, live migrating the VM is the movement of one or many VMs for the original host server to another server, this is done when the VM is still running even after it resides in its target server. It is called ‘Live’ since the VM stayed running during the process of migration [135], [136].

Live migration comprises copying memory data on which the VM resides and CPU contents. Practically, an image file is stored in what is called network attached storage (NAS) rather than the local disk. NAS is accessible by all VMs and operates as HDD drive [137]. This means physically transferring the local disk is not required. More information about the process of copying a VM can be found in [134]. However, this technique has privileged the date centres with many advantages, as mentioned below:

- Maintenance: this technique represents a solution in case of the source server is required to be decommissioned due to its type promotion. Alongside, urgent required operating system or hardware maintenance.
• Reachability: the VM is usually reside on a host server which is physically located in a certain area. This VM might be serving UEs who are located far away from it. Alternatively, there might be host servers located closer to the UEs. Therefore, such migration will definitely reduce the link delay, channel losses, and help improving system administration.

• Load balancing: there might be servers experiencing heavy load due to their position in a dense area, or because of the service type they run. In this case, it is beneficial to distribute the load amongst other servers in the network via migrating the VMs. This is while proportionally considering their processing usage without degrading the performance of the participants [138].

• Off loading: when the traffic in the network is low, some servers can be selected to switch off so as the network EE is increased. In this case, live migrating the VMs from the chosen servers to another active ones is the solution.

On the other hand, the performance of migration process depends on many factors, such as the memory allocated to the VM, the size of work load it serves, the transmission rate at which the migration is occurring. Eventually, these factors affect the latency of migration and network traffic flow [89]. However, there are rising disadvantages symbolised by two major aspects:

• Time: the time it takes the process of migration degrades the network performance. The transferred VMs increase latency factor as it means more imposed link delay [139], this delay means degraded coverage and lower network capacity. In real time services this factor is essential and crucial, in contrast to the off-line services where the latency is relieved.

• Energy: the overhead cost of live migration is considerable. Up to 10 W is withdrawn from the destination, and this value increases when the server is source. This is on the basis of more computations within the tagged server will be performed in one unit of time [90].
In this chapter, we will try to model these costs which are synchronised with this technology, aiming to speculate the cost of such process prior to migration. The structure of this chapter is as follows: in Section 6.2, the process of live migration is modelled. In Section 6.3, the results are presented. Finally, the summery is given in Section 6.4.

6.2 Live Migration Power Model

Since the PM presented in Chapter 5 is a virtualisation based power model, it has been used to complete the live migration consumption model in this Chapter. Further to evaluating the virtualised server consumption in terms of increasing/decreasing the number of the hosted VMs, the increased PC cost due to migrating a single or group of VMs to the destination server is also counted. It has been noted that the power cost of the source server ($P_{source}$) is changeable according to the utilisation of the CPU. We have translated this practical value to more understandable data to avoid the need to measurements’ server. First, the extracted cost is re-drawn as a function of sever utilisation ($utl$) of [90] in stead of function of downtime (latency) of migration. Fig 6.1 shows the utilisation against the source server power cost.

The original data extracted is curve-fitted to a flexible and simple quadratic equation (6.2), with coefficients: $cof_1 = 0.0011189$, $cof_2 = -0.25916$, $cof_3 = 16.315$.

$$P_{source} = cof_1 \times utl^2 + cof_2 \times utl + cof_3$$

However, this description is valid for a server with specific characteristics, there might be slight change in this curve when the type of server is changed. To cover this issue, (6.2) is generalised by adding a constant called ($scof$), which is a real number. The latter will scale up and down the output of Fig. 6.1, so as it matches all possible costs. Therefore, the model in (6.2) has been updated, as follows:
Fig. 6.1. Utilisation against the source server power cost.

\[ P_{source} = (cof_1 \times utl^2 + cof_2 \times utl + cof_3) + scof \]  

(6.2)

There has been an objection with measuring the PC using utilisation ratio of a server, the reasons have been mentioned in Chapter 2. Briefly, this method does not offer simplicity for many reasons: it requires real experiment or measurement, it is expensive because it requires to physically be available at the data center to observe the utilisation values. On top of that, the SP propriety devices are not available to be tested. Therefore, this value is considered, but as a function of maximum and minimum PC of the virtualised server. This means the real time measurement power costs which are measured as a function of utilisation ratio are now transferred to a function of PC. To do so, we have used the formula in (6.3) to convert the utilisation of a server to a PC. In this case, the power cost of migration can be known directly from the server PC. For example, Fig. 6.2 shows the utilisation and PC conversions of a server.
\[ utl = 100 \times \left( \frac{P_{BBU_{server}} - \min(P_{BBU_{server}})}{\max(P_{BBU_{server}}) - \min(P_{BBU_{server}})} \right) \quad (6.3) \]

Where \( P_{BBU_{server}} \) is the BBU server.

The 100\% utilisation means the server is fully utilised and experience maximum PC \( (\max(P_{BBU_{server}})) \), while 0 \% utilisation means the server is load free \( (\min(P_{BBU_{server}})) \) or in idle mode of operation. The resulting PC and its equivalent power cost is shown in Fig. 6.3.

In the receiving side, the power cost in the destination server \( (P_{dest_{cost}}) \) during the migration is experimentally measured in [90], which was reported as 10 W, regardless the percentage of utilisation in the server. This assumption is also generalised by adding another constant \( (rcof) \), which is a real number, so as all possibilities of servers’ specifications are considered, as follows:

\[ P_{dest_{cost}} = 10 + rcof \quad (6.4) \]
If the total number of source servers undergoing live migration is \((S_{smig})\), the total number of target servers is \((S_{rmig})\), the number of migrated VMs is \((N_{smig})\), the total number of received VMs is \((N_{rmig})\). The overall PC of live migration based virtualised C-RAN data centre \(P_{vCRAN}^{mig}\) is formulated by adding these costs to the total PC of (5.26), which yields:

\[
P_{vCRAN}^{mig} = P_{vCRAN} + \sum_{s_{smig}} \sum_{n_{smig}} (P_{source \ cost})_{s_{smig},n_{smig}} + \sum_{s_{rmig}} \sum_{n_{rmig}} (P_{dest \ cost})_{s_{rmig},n_{rmig}} (6.5)
\]

In terms of time, the live migrated downtime is relatively large, this process can happen within orders of milliseconds [140], or even orders of seconds. In any case, the higher data rate in which the VM is migrated, the less latency [90], [89]. The latter represents the time it takes the VM to be transferred to other server seamlessly. As the UEs are still connected while migration, this value does not mean that it is an effective latency to be added to the virtualisation process latency. However, when migrating the VM, the time cost can be established from the channel in which the
VM is transferred, which might be wireless or wired [90]. This cost eventually can be added to the modelling of Chapter 5.

If the time cost due to migrating the VM is \( \tau_{\text{mig}} \), which is equivalent to the \( \frac{d_{\text{mig}}}{v_{\text{mig}}} \), where \( d_{\text{mig}} \) and \( v_{\text{mig}} \) denote the distance and speed at which the VM is transferred from the source to target server. \( v_{\text{mig}} \) is based on the channel type, it can be as fast as the speed light if the channel is wireless, experiencing cable losses if the channel is Ethernet via coaxial cable, or can be experiencing a refractive index in case of using an optical fiber channel. However, the effect of \( \tau_{\text{mig}} \) can be major if the VM is moved between distant centres. Therefore, a virtualised data center experiences a total delay \( \tau_T \) due to virtualisation delay \( \tau_v \) and migration delay \( \tau_{\text{mig}} \), where

\[
\tau_T = \tau_v + \tau_{\text{mig}}
\]  

(6.6)

Approximately, the experimental results in [90] is similar to [89] in terms of power cost and migration time. The latter has measured the cost with respect to the transmission bit rate used to send the VM. While in the former, the power cost is associated with server utilisation. These two measurements are correlated as the highly utilised server means it is sending using higher bit rate, and vice versa. Fig. 6.4 shows the VM migration bit rate relation with the power cost and migration time.

The following Fig. 6.5 shows the differences between the outcomes of [89] and [90] in terms of bit rate and utilisation, respectively.

While Fig. 6.6 shows the difference between the two works in terms of PC.

However, this difference is originated from the characteristics of the two operated servers. Nevertheless, the behaviour of the outcomes is identical. To extend these models to a general formulation, another two data sets have been added for servers that are commercially available and consume from (130-150 W) and (75-93W) [141]. Together, there will be four groups of data sets. These latter produce Fig. 6.7, which is then poly-fitted using linear regression to produce the following model, if \( E \) is equal to the virtualised server PC \( P_{\text{BBU}} \), the power cost of source server \( P_{\text{source}} \) can be given as:
Fig. 6.4. Migration bit rate as a function of power cost and migration time of [89].

Fig. 6.5. Difference between the outcomes of two experiments in terms of utilisation and Bit rate.

\[ P_{\text{source cost}} = p1 \times E^{10} + p2 \times E^9 + p3 \times E^8 + p4 \times E^7 + p5 \times E^6 + p6 \times E^5 + p7 \times E^4 + p8 \times E^3 + p9 \times E^2 + p10 \times E + p11 \]  

(6.7)
The resulting coefficients are: $p_1 = -8.6139 \times 10^{-17}$, $p_2 = 1.1482 \times 10^{-13}$, $p_3 = -6.6938 \times 10^{-11}$, $p_4 = 2.2424 \times 10^{-8}$, $p_5 = -4.7684 \times 10^{-6}$, $p_6 = 0.00067105$, $p_7 = -0.063154$, $p_8 = 3.9177$, $p_9 = -153.09$, $p_{10} = 3399.7$, $p_{11} = -32561$. Subsequently, the value of $P_{source}$ is updated. It is worth noticing that the 10th order of (6.7) has been selected after repeating the fitting process several times to find the proper match using Matlab software. This process was necessary to find the most satisfaction and matching between the provided data and the fitting curve or output of (6.7), which yields no loss in the information of the original data set.

6.3 Results

Fig. 6.8 shows the power cost when a virtualised server holding 60 VMs is migrating 10 VMs, it also shows the power cost due to receiving the same number of VMs. Furthermore, it shows the total cost of both cases. This source cost was derived from the virtualised server consumption as mentioned above. At $N = 60$, the virtualised server PC is known. From this consumption, the power cost is obtained (about 4.9195
Fig. 6.7. Difference between the outcomes of two experiments.

W) and multiplied by the number of migrated VMs. On the other hand, 10 W times the number of received VMs is the power cost in the receiving side.

Fig. 6.8. PC of source server hosting 60 VMs, it shows the power cost of migrating 10 VMs.
Fig. 6.9 shows the increasing cost because of increasing the number of migrated VMs, up to 50 VMs. While the virtualised server already hosted 60 VMs.

As we can see from Fig. 6.8 and Fig. 6.9, migrating the VMs is not power effective process. To migrate and receive 10 VMs, the power cost is about 150 W, which is more than the original server PC. However, this cost is influenced by the period at which these VMs are transferred. Intuitively, the longer period these VMs are migrated, the less power cost and more efficient system. Therefore, algorithms/methods are needed to optimise at what time the VM is required to be moved. This can be based on several parameters, such as the number of UEs connected, load balancing requirement, position of the servers, etc. Fig. 6.9 exhibits the cost and total PC when the number of both migrated and received VMs is equal. However, sending and receiving a VM by more than one server at the same time represents another facility that can be added and offered by the model. This is when the number of migrated and received VMs is different. Fig. 6.10 then shows a 3 dimensional plot, x and y axes represent the number of migrated and received VMs, while z axis shows the PC.
This figure shows the cost of migrating or receiving 50 VMs, also it shows the cost of both cases. The virtualised server holds 60 VMs.

Fig. 6.10. PC of source server hosting 60 VMs, it shows the power cost of migrating 10 VMs.

Fig. 6.11 shows the channel delay experienced due to migrating a VM to a distant data center. This Figure compares wireless with lossy channel with refractive index $= 1.4$.

However, in both cases, wireless or delaying channel, this amount of delay is neglected compared to the virtualisation process delay. Fig. 6.12 shows the total delay of virtualisation and migration. This covers the wireless, up to an optical fiber channel with refractive index is equivalent to 1.4. This is when the virtualised server is hosting 10 VMs, each processing 200 RBs, and migrating 1 VM to variable distances (up to 100 $Km$).
6.4 Summary

A power cost model has been presented to demonstrate the PC cost in a virtualised based data centres, specifically for live migration case. By using the proposed model,
the power and time cost can be assessed. Since there is no simple expression to
describe such costs, this model has been proposed. It has converted the experimental
results which are based on the server utilisation and migration bit rate that is used to
transmit the VM from one server to another, to a simplified mathematical formulation.
The model enables the network providers to decide about the EE of such technology
in the data centers and virtualised servers. For example the research conducted
in [142] and [143] can benefit from the quick calculation of the proposed model to
be implemented/adapted in their algorithms. The cost of repeated migration can
cause a considerable amount of power lost. Nevertheless, by using a quick and simple
calculation of the model, a decision about when and where the migration occurs can
be easily made. On the other hand, the expected time cost due to migration has been
shown. However, the time cost is negligible compared to the virtualisation. This time
was the cost of the distance between the two cooperated servers, while the time of
the migration process itself can reach more than 7 sec. This was not counted within
this modelling since the VM is not terminated from serving the attached UEs and it
is still live.
Chapter 7: Conclusions, Future Work and Recommendations

7.1 Conclusion

Four power models are proposed within this thesis, each manipulates different network design. The first paradigm is C-RAN. The model has offered a tool to measure the PC in an easy and accurate way. Based on the data sheets of the participating components and system bandwidth, the model can offer quick comprehensive PC calculation. This model also offers a test platform for the innovative PC reduction techniques within this field. Furthermore, the study showed the importance of C-RAN over the conventional architecture in terms of power and ability to adapt the futuristic algorithms and technologies, such as the evolution of SDN. The latter imposes enhanced administration for the network and network scalability when the signalling cost in the backhaul is increased. However, it adds considerable PC to the network through the foundation of the controller server and the deployed open flow switches. Accordingly, the second contribution has shed light up on this trade-off. The study showed the pros and cons of SDN and C-RAN integration in terms of power and the enhanced network characteristics brought by SDN. This increment in the PC due to SDN or any other innovative algorithms has triggered the speculation about how efficient can be such networks to realise the goals of 5G, especially the
consumed power or EE. Consequently, network virtualisation has played its role to overcome this consumption, thanks to the general off-the-shelf servers. Virtualisation dramatically reduced the PC of the data centres with a consequence of increased delay. The processed RBs/bandwidth has their inherent effect on the PC, the latter is driven up from an idle consumption due to the number of RBs processed within each VM. On the other hand, the model has tackled the imposed latency, this factor can heavily degrades the QoS of 5G UEs. Nevertheless, the literature showed major effort to relief such matter through optimised techniques and enhanced scheduling algorithms, these are shown within this study. However, the proposed model can judge how efficient are these methods. As the proposed PM within this study is based on simplified assumptions, it offered reduced complexity in comparison to the other models. In addition to the delay, another cost the network can endure if the facility of live migrating the VMs amongst servers is activated. This technique can fetch the network with enhanced data rates. However, the proposed model showed that the power cost is relatively high, up to 25W in the source server for each migrated VM. This is multiplied by the total number of VMs migrated in the data centre, which results in considerable amount of lost energy. In the source server, the power cost is linearly proportional with the server’s PC. The proposed model has converted the experimental methods found in the literature to a simplified expression. The resulting is mathematical based model that can be easily adapted by any other algorithms, especially those carried out to advise about is it worth to migrate a VM or not, while concerning the gain, cost, and UEs’ QoS compromisation.

### 7.2 Future Work

The core development tool while improving the communication and mobile systems is where the energy can be used with least cost. Accordingly, the concepts of green communications and sustainable energy has emerged as a complement to the idea of cloudification. There are some core comparisons can be raised amongst
the green sources of energy, such as solar cells and wind turbine with the traditional method. These comparisons include cost of deployment, amount of generated/required electricity, cost of maintenance, etc. This is followed by the average revenue brought by using both methods. Generally, the traditional method bear only the amount of electricity bill, paid each month. On the hand, the green sources are attached to maintenance issues. These include parts’ replacement and regular equipment check. Furthermore, the effect of OPEX has to be added to the total cost of green energy. In the latter, the type of such source of energy should be chosen so as no high possibility of variation/reduction in the provided energy can happen. For example, choosing the solar cells based source in an area that is not highly exposed to the sun-light is critical. Such impact should be evaluated before deployment if the network is totally operated based on green energy, likewise other type of sources. Within the green area, another comparison can be included amongst these sources while considering the pros and cones of each type.

Cloudification alongside virtualisation, are a must to enhance the EE in the data centers. To achieve the required EE without compromising the performance, the matter of optimising the number of VMs that one server can hold is a vital to sustain the server from being overloaded while fulfilling the QoS requirements for the UEs. The idea behind this optimisation is to predict, according to the traffic demands, the number of VMs. By using Monte-Carlo simulation, the whole possibilities of resources assignments and power allocations can be observed in the area of interest. Subsequently, formulating the EE of the network by calculating the bit rate and the power consumed. The model in Chapter 5 can be used to seek for the missing number of VMs \( N \). The constraints of this problem can be the UE’s bit rate, SINR or total UEs’ sum rate. But most importantly, the constraints of time, as in virtualised servers the latency is enlarged. On the other hand, the latency of 5G has to be 5 times less than 4G networks. Based on these constraints, the solution of this optimisation can be obtained by using one of the heuristic algorithms, such as genetic algorithm or particle swarm optimisation.
Further, the Monte-Carlo simulation will convert the problem to a non time sensitive/based case. This can cancel the need to repeat the algorithm after a time, as Monte-Carlo considers huge number of possibilities or snapshots for the UEs and RRHs power allocations, resources assignment and locations.

Another important matter is a decision making algorithm can be set for the case of migrate/non migrate the VM in the data center from one server to another. This algorithm may rely on the calculation offered by Chapter 6, to easily and promptly decide on the gain and trade-off of migrating, rather than relying on time consuming and complex methods. Specifically, the algorithm compares the network EE gain with the non-migration decision. For example, when the migration is not enforced due to maintenance, is it efficient to migrate the VMs to switch off the server and save energy? Another example is when the VM is migrated to a server which is closer to the UEs, this migration will decrease the latency. However, the migration energy cost might be a reason for enlarged PC within the network. Therefore, a comparison is required to evaluate the pros and cons of migration process. The position of the VM can affect the RRHs and their received powers, this will affect the UEs’ power through reducing their path losses. Eventually it will affect the UEs' data rates and then the EE. However, the algorithm can weight both the delay and EE, then the decision can be automated.

Finally, the placement of the virtualised BBU pool in the C-RANs based networks, is a crucial issue. The optimal position of the BBU pool can offer enhanced spectral efficiency, received data rates and QoS for the UEs. As the UEs resources assignments entities and set-ups functions are placed far away from the UEs in the pool, the problem of placing the BBU pool becomes a prerequisite to ensure that these functions’ signals reach the RRHs without any extra delay. This eternally influences the network performance regarding the EE. Such optimization could also improve the transmission power to the RRHs to provide a higher coverage with less energy consumed. This in turn leads to an efficient network that is an important property of the future 5G networks.
7.3 Recommendations

Energy waste has been a major problem in today communication systems. The reasons of energy waste is the lack of efficient protocols and techniques to utilise all available network resources, mainly the physical hardware. An idle or non fully utilised device is a reason for energy waste. Another cause of energy waste is the inflexibility to apply the techniques that aimed to make the device fully utilised. For example, in distributed networks, the hardware is restricted in place and time. Therefore, it is difficult to hibernate this hardware even though few users are connected to the network. In contrast, the cloud networks are able to exceed this limitation with the possibility to off-load the UEs amongst servers to save energy. As such, virtualisation is another key stone to save more energy within the active servers in the cloud, as a single active server can operate on behalf of tens of servers. This can immediately reduce the CO2 emissions which grow rapidly, and mitigate the risk of climate change.

Specifically, the presented work in this thesis is aimed to prove its impact up on the information and communication technology (ICT) section. ICT electricity use is about 1200TW in 2017, up to 1700TW expected in 2030. Parallel to such consumptions, globally, ICT section is responsible for 2% of the CO2 emission, while mobile communication networks are responsible for 0.2% in 2007, up to 0.4% in 2020. C-RAN with its 30% power reduction is expected to reduce the latter by about 0.12 (30%), which yields 0.28% rather than 0.4% in 2020. However, this saving in the emission is reduced about 75% when the virtualisation technology is adapted. This reduced the emission from 0.4% to 0.1%. Furthermore, the average electricity demand of a base station is expected to be 1.2KW in 2020. C-RAN can reduce this amount by about 0.36KW, while virtualisation decreases such consumption by about 0.9KW. The power models proposed in this thesis hold the prove of efficiency and reliability for C-RAN and virtualised networks to achieve such gain. According to such impact, this work recommends the use of network cloudifications and virtualisation as an efficient
way to reduce the PC in the next generations while considering the trade-offs of such techniques.
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