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The number of devices connected to the Internet will increase exponentially by 2020, which is smoothly migrating the Internet from an Internet of people towards an Internet of Things (IoT). These devices can communicate with each other and exchange information forming a wide Wireless Sensor Network (WSN). WSNs are composed mainly of a large number of small devices that run on batteries, which makes the energy limited. Therefore, it is essential to use an energy efficient routing protocol for WSNs that are scalable and robust in terms of energy consumption and lifetime. Using routing protocols that are based on clustering can be used to solve energy problems. Cluster-based routing protocols provide an efficient approach to reduce the energy consumption of sensor nodes and maximize the network lifetime of WSNs.

In this thesis, a single hop cluster-based network layer routing protocol, referred to as HRHP, is designed. It applies centralized and deterministic approaches for the selection of cluster heads, in relation to offer an improved network lifetime for large-scaled and dense WSN deployments. The deterministic approach for selecting CHs is based on the positive selection mechanism in the human thymus cells (T-cells). HRHP was tested over six different scenarios with BS position outer the sensing area, it achieved a maximum average of 78% in terms of life time.

To further reduce energy consumption in WSN, a multi-hop algorithm, referred to as MLHP, is proposed for prolonging the lifetime of WSN. In this algorithm, the sensing area is divided into three levels to reduce the communication cost by reducing the transmission distances for both inter-cluster and intra-cluster communication. MLHP was tested over fourteen cases with different heterogeneity factors and area sizes and achieved a maximum of 80% improvement in terms of life time.

Finally, a real-time and autonomous emergency evacuation approach is proposed, referred to as ARTC-WSN, which integrates cloud computing with WSN in order to improve evacuation accuracy and efficiency for smart buildings. The approach is designed to perform localized, autonomous navigation by calculating the best evacuation paths in a distributed manner using two types of sensor nodes (SNs), a sensing node and a decision node. ARTC-WSN was tested in five scenarios with different hazard intensity, occupation ratio and exit availability over three different areas of evacuation and achieved an average of 98% survival ratio for different cases.
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Chapter 1

Introduction

The Internet is migrating from Internet of people to the Internet of Things (IoT), it is estimated by 2020 the number of connected devices will reach 50 billion [1]. These devices will largely vary in terms of characteristics including their functionality and processing capabilities, they can communicate and exchange information without the interference of human through a Machine-To-Machine (M2M) paradigm [2]. M2M communications are strongly application-oriented, Wireless sensor networks (WSNs) can boost the adoption of M2M and thus enabling IoT. WSNs have attracted the attention in research and in businesses schemes due to their potential applications in several areas such as simple monitoring systems, smart homes [3], agriculture (temperature, pressure, humidity, etc.), smart surfaces, vehicles, location services for humans, and e-health [4]. However, energy limitation is still one of the most demanding problems for many real-world deployments of WSNs. Sensor nodes are battery-powered; therefore energy optimization has been one of the main objectives for a robust protocol design.

Therefore, it is essential to use an energy efficient routing protocol for WSNs that are scalable and robust in terms of energy consumption and lifetime. Using flat sensor network architecture poses serious issues on the performance of the network, the unattended low-powered sensor nodes (SNs) can deplete their energy quickly resulting in a short network lifetime. However, using routing protocols that are based on clustering can be used to solve these problems. Cluster-based routing protocols
provide an efficient approach to reduce the energy consumption of SNs and maximize the network lifetime and scalability of WSNs.

This chapter discusses WSNs and smart sensors in section 1.1. Some of applications for WSNs are described in section 1.3. The main limitations and challenges facing WSNs are provided in section 1.4, this thesis motivation is shown in section 1.5. The research aim and objectives are illustrated in section 1.6, the contributions of this work are presented in section 1.7. Finally, the thesis outline is displayed in section 1.9.

1.1 Wireless Sensor Networks

A typical WSN involves tens to thousands of small low-power, low-cost and intelligent sensor nodes (SN) and one or more base stations (BS) [5]. Usually SNs are statically deployed over the sensing area, but they can also be mobile and able to communicate with the environment. The objective of WSN is to monitor one or more characteristics of a particular area called “Area of interest” or “The sensing area” [6].

SNs work in a collaborative way to sense and gather the monitoring parameters, but also they can work autonomously. They are generally equipped with non-rechargeable batteries once deployed in the area of interest they keep operating until they consume their power. SNs can implement different functions including sensing the environment, communicating with neighbouring nodes, and in many cases performing basic computations on the data being collected [7], [8] which make WSNs excellent choice for many applications [6],[9].

WSNs suffer from limited communication range, scalability, and energy efficiency is a major constraints of WSNs [10]; SNs can spend their energy in several situations, data transmission is one of the most energy wasting source and therefore, routing is a key technique to be considered. Finding and maintaining routes in WSNs is important due to the energy restrictions and transmission range restrictions. Design of energy efficient routing protocol for WSN is of great challenge to prolong the network’s lifespan [11].

Clustering has been considered to be one of the strategies to overcome the energy problems in WSN’s. It partitions the sensing area into multiple clusters and in each cluster, a certain node will perform the task of a leader node, called a cluster head (CH). CH’s role is to communicate with the cluster members (CM), collect the data from CMs, aggregate the data, and send it to a central BS using a hierarchical routing
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Thereby, clustering helps avoiding internal collisions by enabling SNs to communicate their data with their respective CH only, they do not have to share the communication channel with the nodes in other clusters [13]. The aggregation of data at CHs greatly reduces the energy consumption in the network by minimizing the total data messages to be transmitted to the BS. Fig. 1.1 shows the generalized view of WSNs, which consists of a BS, CHs and SNs deployed in a geographical region [14].

Once the clusters established, the communication between the nodes can be either intra-cluster or inter-cluster. Intra-cluster communication comprises the data exchanges between the CMs nodes and their respective CH. Inter-cluster communication includes transmission of the data between the CHs and the BS. Inter-cluster communication is an important aspect and essential feature of WSNs, a simple approach to communicate is a single hop-based approach, in which each CH sends data directly to the BS. Another method is a multi-hop based approach, in which intermediate nodes participate in data packets forwarding between the CH and the BS [7].
### 1.1.1 Smart Sensors

The significant improvements in instruments and instrumentation systems are due to the integration of micro-sensors, nano-sensors, and smart sensors in measurement systems [15]. A conventional sensor requires extensive external signal processing circuits an component to measure different parameters such as physical, chemical, or biological and renovate them into electrical signal. The term (Smart Sensors) was first used in the mid 1980’s to differentiate a new class of sensors from conventional ones, smart sensors have the ability to perform functions to increase the quality of the information gathered rather than passing only raw signals [15] and they can communicate with other devices. Among these functions: self-identification, self-testing, lookup tables, and calibration curves, all these functions are conducted by the integration of sensors with micro-controllers, microprocessor or logic circuits on the same chip and can be programmed externally. Fig. 1.2 illustrate a general structure of a smart sensor.

![Fig. 1.2 A block diagram of a smart sensor.](image)

The global increasing use of smart sensors, such as in smart buildings [16], [17], smart meters [18], wearable devices [19], [20] and many more systems made the Internet of Things (IoT) become possible [21]. Fig. 1.3 shows the potential growth in millions worldwide for IoT sensor deployment. (Chart analysis performed by the Deloitte Center for Financial Services [22] based on Gartner research [23])
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1.1.2 Path-loss model

Unlike wired channels that is predictable and stationary, wireless channels are random and suffer from propagation that depends on the transmission path between the receiver and the transmitter [24]. The path-loss estimation is based on the circuitry characteristics in the field of wireless communication networks. When signals are sent from a transmitter to a receiver circuitry, the path-loss is estimated as the function of the propagated signal of the transceiver. This is calculated as the reduction in power density that occurs as a radio wave propagates over a distance, and can be put as [25]:

\[
\text{Maximum path lose} = \text{transmit power} - \text{receiver sensitivity} + \text{gain} + \text{losses} \quad (1.1)
\]

The transmission path vary from simple line-of-sight to one that is severely obstructed by buildings or even mountains. Propagation is caused by several mechanisms including reflection, diffraction, and scattering, propagation models have focused on predicting the average signal strength received from the transmitter at a given distance, as well as the change of the signal strength in close spatial proximity to particular location. When there is a clear line-of-site between the transmitter and the receiver, they undergo free space propagation. The free space power received by an antenna
which is separated from a radiating antenna by a distance \((d)\) is given by Friis free space equation [24]:

\[
P_r(d) = P_t G_t G_r \frac{\lambda^2}{(4\pi d)^2}
\]  

(1.2)

where, \(G_t\) and \(G_r\) are the transmitter and the receiver antenna gains respectively. \(\lambda\) is the wavelength, \(d\) is the distance between the transmitter and the receiver. \(P_t\) is the transmitted power and \(P_r\) is the received power (Fig. 1.4, [25]).

![Fig. 1.4 Friis Free Space Equation.](image)

If the antenna gains not considered, path loss can be expressed as [15]:

\[
P_r(d) = \frac{\lambda^2}{(4\pi d)^2}
\]  

(1.3)

With the free space model, the energy loss due to channel transmission is comparative to the square distance separation of the transmitter-receiver circuitry, which is estimated as \(\upsilon = 2\) for a distance \(d\). And for the multi-path model, it estimates this channel transmission loss as \(\upsilon = 4\) for a distance \(d\).

Free space loss and multi-path fading are the models used in previous studies on clustered WSNs and was adapted in this work, the multi-path model is often used to estimate longer transmission range (between CHs and BS), while the Friis free space model is used for shorter transmission (between CMs and their associated CH).. LEACH [26], SEP [27] and MGEAR [28] consider the crossover distance between \(\upsilon = 2\) and \(\upsilon = 4\), when the BS location lies outside the sensing field. The same values are considered in this work as the chosen simulation scenarios assume that the BS has two locations, one in the middle upper far of the sensing field and another location lies in the right corner of the sensing field.
1.1.3 Data Aggregation

Data aggregation objective is to reduce network resource consumption were a node is capable of gathering data from multiple sources and performs simple compression function or use a spatial correlation to reduce the received data into a single packet. There are four common strategies for aggregations [29]: Centralized Approach, In-Network aggregation, Tree-Based Approach, and Cluster-Based Approach (Fig. 1.5).

In the **Centralized Approach**, as illustrated in Fig. 1.5a, each node sends data to a central node (leader node that can be queried) through the shortest possible route using a multi-hop wireless protocol. SNs send the data first to intermediate nodes, and then these intermediate nodes send the data to a leader node which is the powerful node. The leader node then aggregates the data and sends it to the sink node. A large number of messages have to be transmitted in this approach for a query, in the best case, equal to the sum of external path lengths for each node.

**In-Network Aggregation** is the global process of gathering and routing information through a multi-hop network, processing data at intermediate nodes aiming to reduce energy consumption (Fig. 1.5b). In-network aggregation can be in two approaches: with size reduction and without size reduction. In-network aggregation with size reduction reduces the packet length to be transmitted or forwarded towards the sink by combining & compressing the data packets received by a node from its neighbours. In-network aggregation without size reduction merges the data packets in a single data packet without processing the value of the received data.

**Tree-Based Approach**, constructs an aggregation tree to perform data aggregation. This tree could be a minimum spanning tree, rooted at the sink and its leaves are the source nodes as can be seen in Fig. 1.5c. Each node has an intermediate parent node to forward its data and the aggregation done by the parent nodes. The flow of data starts from leaves nodes up to the sink.

In **Cluster-based approach**, CHs do the role of aggregator which aggregate data received from CMs locally and then transmit the result to the BS. Fig. 1.5d

For the purpose of this study, we assume a perfect data aggregation model similar to the one used in a number of previous studies.
1.2 Taxonomy of Network Design Strategies in WSNs

WSNs can communicate using routing protocols that utilize a single-level or a hierarchical (multi-level) communication mode to send their data to the BS. In a single-level cluster structure, nodes far away from the BS are likely to die out faster than closer nodes due to the long distance of transmission. On the other hand, in a multi-level
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cluster network structure, it is clear that the nodes closer to the BS will die out faster as a result of being over-burdened from relaying packets of other far away nodes.

Designing energy aware protocols for WSNs that meet the requirements of the different communication models was motivated by the shift in communication paradigm from any-to-any in adhoc networks to many-to-one in WSNs. One of the main design objectives of the different communication modes is to reduce the communication cost to further extend the network life time and often decision depends on the network size and the nodes density. A network design of communication hierarchies can produce desirable results if properly implemented. The mentioned communication paradigms with respect to the energy consumptions in the network for a clustered architecture design are discussed next.

1.2.1 Single-level clustering structure

When a direct communication with the BS is established without nodes relaying their packets, it is referred to as single-hope or sometimes as single-level mode. The design of a single-level technique vary depends on the network topologies and the protocol requirements. A protocol design may require cluster formation, were nodes form clusters among themselves such that, cluster members send the data to respective CHs and the CHs perform data aggregation before forwarding the refined data to the BS [30].

On the contrary, a protocol design can completely adopt a layered architecture where the nodes are required to send their data directly to the BS. The downside of a layered design appears in large-scale networks where the BS is located far away from the nodes. Direct transmission, in this case, will require large transmission energy as shown by [26], this method is not so effective for large-scale networks since the node’s energy will decay faster which will affect the overall network lifetime of the system. However, if the BS is within the sensing region, the performance could be optimal since the BS is in reachable small distance from the nodes, and it will be the only data reception point which leads to minimizing energy cost function of data aggregation on the total energy of the network system.

Fig. 1.6 represents the single-level communication mode for a clustered WSN with BS located in the middle of the sensing area.
1.2.2 Multi-level clustering structure

The concept of multi-level model was built on the idea that nodes further away from the BS can transmit their packets to nodes closer to the BS. One of the earliest works to use this model is the Minimum-Transmission-Energy (MTE) [31], the authors estimated that a packet with a transmission distance more than \((2\rho^{-1})\) should be routed through an intermediate node, and \(\rho\) was expressed as the density in the intermediate area. The main goal of their scheme is to use the route with minimum energy consumption. However, data aggregation is another factor that will affect the performance of the network, as for the intermediate nodes they will consume more energy aggregating the packets received from far distanced nodes. Therefore, deploying a multi-level architecture is desirable if the network is large enough to compensate for the aggregation energy of the CHs.

Fig. 1.7 illustrates the multi-level communication mode for a clustered WSN with BS located in the middle of the sensing area.
1.3 WSNs Applications

WSNs are currently employed in different infrastructure systems ranging from human body monitoring and early warning systems to smart homes and smart buildings [32]. Some WSNs applications are briefly introduced in this section.

1.3.1 Smart Homes and Intelligent Buildings

With the growing conception and the rising costs of energy, as well as the insufficiency of fossil fuels, a need has been arisen to adapt new strategies for making intelligent buildings. For example in Europe, the energy consumption of buildings (residential and tertiary) represents 40% of the total energy consumption, industry is 30% and transportation is 30% [32]. A study by Danny Parker of Florida Solar Energy Centre [33] showed that the total energy use of 10 identical homes varied by a factor of three, even though they had the same floor area ($102m^2$), were on the same street, built in the same year and with similar efficiencies. This variation is even larger at the energy
end use level (e.g. up to 10.6 times in space heating energy use) [34]. As illustrated in Fig. 1.8.

![Fig. 1.8 The measured electricity use for ten nearly identical homes, showing considerable variations in energy use.](image)

WSNs was adapted in automated control and monitoring systems for intelligent building, as an example, in 2008, collaborative programme named HOMES has been launched by Schneider Electric in France [35]. Intelligent buildings can optimize their energy consumption, reduce operating expenses and improve safety and security by using smart SNs [17].

Several management systems for smart buildings using WSNs have been proposed in the literature [36–38]. The WSNs used in these systems consist of different types of SNs measuring parameters such as temperature, humidity, light, and asphyxiating smoke, they may also include actuators, gateways, servers, and communication and application software on different levels and home appliances [38].

In order to cover the entire building, the management systems used in intelligent buildings require the use of multihop communication. Specific data-centric or hierarchical protocols can be used to realize this requirement [37]. Besides, network’s energy efficiency is another important requirement for such systems [38].

The protocols proposed in this thesis are suitable for large-area monitoring systems and for smart buildings emergency control.
1.3.2 Human Health Monitoring

In the past two decades, health monitoring systems have rapidly evolved due to the ageing population increased number, increased in people number who needs continuous health monitoring and health care rising costs [39]. Remote health monitoring systems (RHMS) and Wireless Body Sensor Networks (WBSNs) have great potential to enable smart real-time assisting e-health applications [40].

RHMS have the potential to change the way health care is currently delivered for older adults, such as in age related diseases [41]. Human body monitoring is performed using small and intelligent medical sensors that can be worn or implanted in the human body called wearable devices or biosensors [42], [43] [44]. Several sensing technologies can be integrated as part of a wearable health-monitoring system, some of them are depicted in Table 1.1 along with their corresponding measured physiological signals [39].

<table>
<thead>
<tr>
<th>Type of Bio-signal</th>
<th>Type of Sensor</th>
<th>Description of measured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrocardiogram (ECG)</td>
<td>Skin/Chest electrodes</td>
<td>Electrical activity of the heart (continuous waveform showing the contraction and relaxation phases of the cardiac cycles)</td>
</tr>
<tr>
<td>Blood pressure (systolic &amp; Diastolic)</td>
<td>Arm cuff-based monitor</td>
<td>Refers to the force exerted by circulating blood on the walls of blood vessels, especially the arteries</td>
</tr>
<tr>
<td>Respiration rate</td>
<td>Piezoelectric/ piezoresistive sensor</td>
<td>Number of movement indicative of inspiration and expiration per unit time (breathing rate)</td>
</tr>
<tr>
<td>Body and/or skin temperature</td>
<td>Temperature probe or skin patch</td>
<td>A measure of the body’s ability to generate and get rid of heat</td>
</tr>
<tr>
<td>Heart rate</td>
<td>Pulse Oximeter/ skin electrodes</td>
<td>Frequency of the cardiac cycle</td>
</tr>
</tbody>
</table>

Health monitoring applications are related to human health and life, therefore they demand high reliability [45] [46] and also to be energy efficient to ensure long time operation of the system [44], [47].
1.3.3 Intelligent Water Systems

Intelligent water systems have been an important part of WSN applications. Clean water availability is one of today’s planet’s limited resources, water consumption is 300% of what it was in 1950 due to strong growth of the world’s population [32]. Water pollution and human activities against estuaries, call for environment monitoring systems. During the last five decades, the Guadalquivir estuary, located in the Southwestern Iberian Peninsula, has experienced profound modifications in relation to its original morphology and natural dynamics [48].

Water sensors allow the monitoring of water parameters that affect water quality in reservoirs. They integrated with a wireless communication facility to efficiently send the collected information when deployed in remote places like rivers, lakes or the sea [49]. Monitored sites in such applications can reach several tens of hectares, therefore the key requirements in designing routing protocols for those systems are energy efficiency, scalability and coverage [9].

1.3.4 Other Applications

There are many other WSNs related applications. For example, WSNs can be applied to monitor the traffic on the motor way or provide traffic control to improve transportation quality. Food chain and fast delivery companies can manage the workflow of their cargos via WSNs [50]. WSNs can be also used for smart parking or in cars to avoid car collision and it also can be used to monitor vehicle speed to reduce fuel consumption [51]. In short, WSNs are still in the early development stage and many applications can be proposed for the use of human or for protecting plant earth.

1.4 Limitations and Challenges in WSNs

WSNs are ideal for inaccessible areas hence they are able to operate unattended, and they are equipped to handle complex functions such as in-network processing (data aggregation), information fusion and computation, and transmission activities. However, WSNs are resource constrained [52]. SNs are generally equipped with non-rechargeable batteries, and once deployed in the area of interest they keep operating until they run out of power. Therefore, SNs are required to use their resources (including energy)
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Several challenges are encountered in designing WSNs such as technical and routing challenges.

1.4.1 Technical challenges in WSNs

Major issues that affect the design and performance of a WSN are as follows:

- **Operating System:** Operating Systems (OSs) for WSNs should have an easy programming paradigm and be less complex than the general operating systems. The application logic for WSNs OS is more important than the low level hardware issues like scheduling, preempting and networking which should be considered by application developer. Various OSs developed for SNs such as TinyOS [54], Mantis Operating System [55] and Nano-Qplus [55].

- **Hardware and Software:** WSNs consist of a large number of sensors, sensors should be cost effective. Sensor network hardware platforms have Micro Electro-Mechanical Systems (MEMS) sensor technology, digital circuit design, FPGAs (field programmable gate arrays), system integration for low power consumption and a low-power sophisticated radio frequency (RF). Deployment of FPGA to reduce power consumption is a great challenge. Microcontrollers should have cycle states (active, sleep, and idle) for power saving. Software in WSN should be hardware independent and energy efficient. Algorithms and protocols should be designed in such a way that they should be less complex and be helpful in reducing energy consumption [56], [57], [58].

- **Deployment:** deployment in WSNs vary from wired networks [59], [60]. In real world locations that are hard to reach, sensors are dropped from helicopter; and in some locations, sensors are placed according to some topology. It is very difficult and cumbersome activity depends on the demographic location of the application that how network will be deployed. Deployment of SNs may results in network congestion due to many concurrent transmission attempts made by several SNs or because of nodes locations on the sensing area.

- **Limited Memory and Storage Space:** A sensor is a tiny device with a small amount of memory and storage space. For example, MICA mote [61] measuring 1.0 by 0.25 inches (2.5 x .64 centimetres) and uses Atmel ATmega 128L processor running at 4 megahertz. The 128L is an 8-bit microcontroller that has 128
kilobytes of on-board flash memory to store the mote’s program. Therefore, it is a challenge to limit the code size of the routing algorithm.

1.4.2 Routing challenges in WSNs

Routing is a key element for sensor networks, a detailed description is provided in this section for the challenges facing routing in WSNs. Assurance data transmission to the BS should be considered in routing design but at the same time nodes’ limited resources is another important factor to be considered in designing routing protocols.

Network heterogeneity [62] is one of the main challenges in designing routing protocols for WSNs. WSNs can be classified into homogeneous sensor networks and heterogeneous sensor networks [8]. In a homogeneous network, SNs have identical capacities and functionality with respect to sensing, communication, and resource constraints [63]. SNs in a heterogeneous WSN in the other hand consist have different hardware design, and may not execute the same code, or perform the same functions. In particular, they vary in their maximum battery capacity. Therefore, prolonging the lifetime of a heterogeneous WSN requires the network routing protocol to consider the heterogeneity of the motes. Since communication is the dominant process for energy consumption in motes [64], the upper bound on the lifetime of WSNs is constrained by the communication costs and battery capacity.

Other design metrics can determine the performance of a sensor network, including:

- **Energy efficiency**: in WSNs, energy [65] is consumed in data collection, data processing, and data communication. SNs have to rely on a limited supply of energy (e.g., batteries). Usually SNs monitors harsh and dangerous environments such as forest and building fire, volcanic mountain and underwater. Battery replacement or recharging is not practicable in such environments. It is wise to manage energy to extend the lifetime of the network [9]. Design, develop and implement energy efficient protocols is the most crucial research challenge in WSNs [52], [58].

- **Quality of Service (QoS)**: Quality of service (QoS) [66], [67] is the level of services provided by the sensor networks to its users. It is mandatory for WSNs to provide good QoS as they are being used in various real time and critical applications [68]. Network topology in WSNs is application related, therefore it may change constantly and the available state information for routing is inherently
imprecise, which make assuring good QoS difficult. QoS mechanisms should be designed for an unbalanced QoS constrained traffic; since the data is aggregated from many SNs to a BS which leads to unbalanced traffic in sensor network.

- **Scalability**: routing algorithms should operate efficiently in a wide range networks, which contains thousands or hundreds of thousands of nodes. Network performance must not significantly degrade as the network size or node density increases. Design of such routing protocols is very important to the future of sensor networks in IoT [21] [69]. Scalability can be measured in terms of the number of un-clustered nodes. The higher number of un-clustered nodes the lower performance of the protocol in terms of scalability.

## 1.5 Thesis Motivation

WSNs differ from the traditional wireless ad hoc networks in several aspects. First, SNs are usually densely deployed, the number of SNs in a WSN can be several orders of magnitude higher than the nodes in an ad hoc network. Second, SNs are disposed to hardware failures due exposure to environmental aspects. Third, the topology of a sensor network changes very frequently. Forth, since a large number of SNs are densely deployed, neighbor nodes may be very close to each other [9][70]. Hence, SNs mainly use broadcast communication paradigm, whereas most ad hoc networks are based on point-to-point communications. Thus, energy efficiency, data delivery reliability and scalability are key requirements in WSNs.

Topology control is one of the earliest and most important research topics in the literature of WSNs. The primary role of topology control is to maintain network connectivity and to optimize network lifetime and throughput [71][72]. Generally, there are two topology control approaches in WSNs, the transmission range control, and the hierarchical topology control. In most of the transmission range control approaches, the geometrical position information is used for designing power-efficient network topologies in WSNs. In the hierarchal architecture, the network is divided into smaller clusters and the nodes perform different tasks. One of the efficient topology control methods is clustering SNs to prolong the network’s energy efficiency, data delivery reliability and scalability [73] [74].

In order to have an efficient clustering and routing protocol, low energy consumption during clustering and routing should be considered to enhance the network energy
efficiency. Meanwhile, owing to dynamic process environments and the inherent limitation of various hardware and software resources, no single topology will always be best for all applications.

Heterogeneity of the network, redundancy of transmitted data, and the large number of nodes are also challenges to be added for the design of routing protocols in sensor networks.

To optimise energy consumption of routing protocols in WSNs, different techniques were employed in routing and proposed in the literature including data aggregation and in-network processing, clustering technology, genetic algorithms and ant colony algorithms. Such techniques offer various possibilities for routing optimisation but also limited by challenges related to network size, heterogeneity and the size of nodes deployed.

Our motivation for this work is to be able to reduce the energy consumption and prolong the network life time through designing routing protocols that can better manage node heterogeneity and large network size. As a secondary goal, we aim to design a real-time autonomous emergency evacuation approach to increase the survival ratio for smart buildings. Matlab simulations with complete comparison in terms of energy consumption and network life time are used for the preliminary validation and testing of the proposed algorithms.

1.6 Research Aim and Objectives

The overall aim for the study is to develop routing protocols that could balance the energy consumption in heterogeneous WSNs together with prolonging the network life time in large area networks, as well to develop an emergency navigation algorithm in smart buildings. The research aim is addressed through the following objectives:

1. Review the available literature aimed at improving the energy consumption in WSNs.

2. Develop a selection mechanism that guarantees selecting the best candidate nodes in the network to perform as cluster heads.

3. Merge hierarchal and tree techniques to reduce the intra transmission distance between the cluster heads and the base station.
4. Design a hierarchical routing protocol for large scale networks that can equally and efficiently distribute the energy consumption across all nodes and still achieve an extended network lifetime compared with the state-of-the-art designs architecture in the literature.

5. Design a multi-layer routing protocol for heterogeneous WSN that can equally and efficiently distribute the energy consumption across all nodes and still achieve an extended network lifetime compared with the state-of-the-art designs architecture in the literature.

6. Develop and implement a real-time autonomous emergency evacuation approach for smart buildings that ensures a better survival ratio for different scenarios and hazard intensity ratio.

7. Validate empirically the simulation scenario results.

1.7 Contributions

The main contributions of this thesis include:

1. Comprehensive taxonomy of the significant efforts aimed at improving energy consumption in routing protocols for WSNs.

2. Design and implementation a clustering routing protocol that adapts a centralized approach as well a distributed approach based on human T-Cell positive selection to select the CHs in the network, for the purpose of prolonging the network lifetime and to balance energy within the network.

3. Design and implementation of a multi-layer energy-efficient clustering protocol that adapt hierarchal techniques based on the Grey Wolf Optimizer (GWO) that define a multi-objective fitness function for CH selection, and also perform tree solution based on a cost function to minimize the transmission distances between the CHs and the BS.

4. Design and implementation of a distributed intelligent emergency evacuation approach based on cloudified WSN for smart building that provides real-time navigation to the evacuees. The main purpose of the approach is to maximize the safety of the obtained paths by adapting to the characteristics of the hazard,
evacuees behaviour and environment condition. It also employs an on-demand cloudification algorithm which improves the evacuation accuracy and efficiency for critical cases.

1.8 Thesis Scope

This thesis proposes a paradigm to prolong the network lifetime of WSNs by reducing and balancing energy consumption during routing process, this involves applying several techniques including clustering, tree formation and distributed and centralized control for the minimization of transmission distances in large-scaled networks. Also, proposing an emergency navigation routing for smart building for different network scales. Therefore, it was essential to outline a clear scope to successfully achieve the objectives in the given time frame. Fig. 1.9 summarize the thesis scope.

![Diagram of Wireless Sensor Networks and their applications](image)/n

The taxonomy of routing techniques in WSNs structure is detailed in [75]. Based on network structure, routing protocols or algorithms in WSNs can be classified into three classes, namely flat-based, hierarchical-based, and tree-based routing protocols. Hierarchical routing use deterministic or centralized control [76]. In this thesis, we combine hierarchical and tree-based routing protocols with deterministic and centralized control and propose two routing protocols for the enhancement of the performance of the network in terms of energy consumption. Then we propose an emergency evacuation system for smart buildings to enhance the survival rate of evacuees in crowded areas with different scaled network size.
1.9 Thesis Outline

This thesis is organized into six chapters as illustrated in Fig. 1.10. Each chapter will start with a brief introduction providing an overview and highlighting the main contributions of the chapter and the end of each chapter a brief summary is presented.

Chapter 2: This chapter presents an overview on the state-of-the-art techniques of clustering protocols in WSNs. It first presents the taxonomy of energy optimization strategies, and then describes the routing protocols based on heuristic and meta-heuristic approaches.

Chapter 3: This chapter gives a detailed description of the proposed single hope hierarchal clustering routing algorithm (called HRHP) for the heterogeneous environment. In HRHP, cluster-heads are selected based on the positive T-cell selection mechanism in the thymus. The selection guarantees only the best nodes to be selected for the purpose of prolonging the network life time and to save network energy.

Chapter 4: This chapter presents an energy-efficient clustering routing algorithm (called MLHP) to further optimize the WSNs energy consumption by combining two key strategies: hierarchal and tree data transition techniques to reduce the intra transmission distance between the cluster head and the base station. In the deterministic part, a cluster head selection is developed based on the GWO. And for the tree transmission, a cost function is adapted for further energy stabilizing.

Chapter 5: This chapter gives the detailed description of two proposed real-time autonomous emergency evacuation approaches that integrate cloud computing to wireless sensor networks in order to improve evacuation accuracy for smart buildings. These approaches provide a distributed path finding for evacuees. Also, SNs identify the occurrences of a common evacuation problem which happens when evacuees are directed to safe dead-end areas of the building. Safe dead-end areas are characterized to be safe at the start of the evacuation process since they are far from the incident but the downside is that they are also far from the exit. When such situation is identified, the proposed approach employs cloudification to efficiently and carefully handle this problem.

Chapter 6: This chapter concludes the thesis and explores suggestions for future research.
Introduction

Aim:
To develop routing protocols that could balance the energy consumption in heterogeneous WSNs together with prolonging the network life time in large area networks as well develop an emergency navigation algorithm in smart buildings.

Objectives:
1- Review the available literature aimed at improving the energy consumption in WSNs.
2- Develop a selection mechanism that guarantees selecting the best candidate nodes in the network to perform as cluster heads.
3- Merge hierarchal and tree techniques to reduce the intra transmission distance between the cluster heads and the base station.
4- Design a hierarchal routing protocol for large scale networks that can equally and efficiently distribute the energy consumption across all nodes and still achieve an extended network lifetime compared with the state-of-the-art designs architecture in the literature.
5- Design a multi-layer routing protocol for heterogeneous WSN that can equally and efficiently distribute the energy consumption across all nodes and still achieve an extended network lifetime compared with the state-of-the-art designs architecture in the literature.
6- Develop and implement a real-time autonomous emergency evacuation approach for smart buildings that ensures a better survival ratio for different scenarios and hazard intensity ratio.
7- Validate empirically the simulation scenario results.

Fig. 1.10 Thesis Outline.
Chapter 2

Literature Review

2.1 Introduction

As mentioned in the previous chapter, mostly, the main challenge of wireless sensor networks (WSNs) deployment is with the energy management, as sensor nodes (SNs) will mainly have limited source of energy. In order to achieve a robust result for data communication, it is important to allow SNs to work in a collaborative manner so as to achieve a collective objective.

Sensor networks can be classified into homogeneous and heterogeneous networks [77] based on the nodes characteristics. In a homogeneous network, SNs have identical characteristics with respect to the various aspects of sensing, communication, and resource constraints [78]. A heterogeneous network consists of nodes with different hardware capacities including battery functionality and different topologies are used which makes the network a very complex network. Since the dominant energy consuming process in a mote is communication, network lifetime is constrained by the communication costs and battery capacity. Therefore, prolonging the lifetime of a heterogeneous WSN requires the network routing protocol to consider the heterogeneity of the motes [79].

Routing protocols for WSNs mainly classified into flat, hierarchical and tree-based routing based on the underlying network structure [8]. Nodes have the same functionality in flat routing and they collaborate together to perform the sensing task.
Flat routing protocols were introduced to overcome the shortage within the direct transmission [78] which is energy constraints. In direct transmission, all nodes send the data directly to the BS which make far away nodes die faster than nodes nearer to BS. Flat networks are multi-hop networks were nodes transmit the sensed data to the nearest node until reaching the BS. This approach helped far away nodes remain alive longer with respect to the nodes nearer to BS, however, since the number of nodes is large in such networks, it is not feasible to assign a global identifier to each node. This has led to data-centric routing, where the BS sends inquiries to certain regions and waits for data from the sensors located in the selected regions. Moreover, flat-routing protocols did not solve the problem of energy and network life time. Fig. 2.1a shows a typical flat structured network.

Originally, hierarchical (also called a clustered-based) routing methods was proposed in wireline networks, which offer well-known techniques with special advantages related to scalability and efficient communication. The concept of hierarchical routing is utilized to solve the problem of energy consumption in WSNs by achieving energy-efficient routing, where nodes play different roles [78] to effectively distribute the energy load among the nodes in the network. Nodes with higher-energy levels can play the role of a cluster head (CH) to process and send the information, while low-energy nodes can be the cluster members (CMs) to perform the sensing in the proximity of the target. The creation of clusters and rotating the role of CH, hierarchical routing reduces energy consumption within a cluster and thus contributes to the whole network scalability and lifetime. Performing data aggregation and fusion in order to decrease the number of transmitted messages to the BS is an efficient way to lower energy consumption within a cluster. Fig. 2.1b hierarchical structured network.

In tree-based routing, tree is constructed by all SNs in a network, data transmitted from leaf nodes to their parent nodes. Parent nodes then send the received data to their parent nodes, this process continues up to the BS. This structure balances the energy consumption between the nodes and extends the network lifetime to some extent [80]. However, the main drawback of this structure is that if used for large-scaled areas it will contain too many levels from root to leaf nodes which consume more memory for data transmission. Fig. 2.1c shows a tree-bases structured network.

Balanced clusters within the network can further increase the performance of the network [81], this is achieved by a centralized control from the BS. Nodes send their energy level to the BS in the setup state, members to be declared as CHs are only those
having energy above a fixed threshold, and after BS announces the cluster information to members, the steady state phase starts. However, this technique is not sufficient with large number of nodes and over large areas where the communication distances huge leading to more energy wasted over communication. A distributed control in this case is more efficient, the decision to select a CH is taken by the nodes in the network [26]. Each node will assign a probability factor and the heights will be announced as a CH. However, the frequently the CHs rotate is a factor needs to be considered. If the selection is rotate frequently, it will cause the node more energy loss as it needs to communicate with other nodes and to re construct the cluster.
Development of WSN will continue to receive attention for the reasons that they are powerful for any monitoring application ranging from military to smart homes and cities emerging to the Internet of Things (IoT) \[82\][83] [84]. Various state-of-the-art techniques have been applied to optimize energy consumption in WSNs, clustering techniques have been studied extensively to improve the performance of WSNs and especially energy efficiency and network life time \[8\],[52],[85],[86]. The first two contributions in this thesis, which are described in Chapter3 and Chapter4, has been informed and influenced by a variety of other research efforts, which will be described in this chapter. The review will highlight the state-of-the-art methods as applied to routing protocols in WSNs.

The discussion in this chapter presents a review of energy optimization clustering techniques based on heuristic approaches in section 2.2 and metaheuristic approaches in section 2.3.

2.2 Heuristic Approaches

Heuristic algorithms usually find a solution close to the best one among the possible available solutions in acceptable time, but they do not guarantee that the best solution will be found, therefore they may be considered as approximately and not accurate algorithms \[87\]. These algorithms sometimes treated as accurate when the obtained solution is proven to be the best. The method used from a heuristic algorithm is one of the known methods, such as greediness; however, these algorithms need to be easy and fast, therefore they ignores or even suppresses some of the problem’s demands. This section describes some of the routing algorithms that fall into the heuristic definition.

2.2.1 Low Energy-Adaptive Clustering Hierarchical Protocol (LEACH)

One of the first and most common cluster-based routing protocols \[85\] in WSNs is LEACH [26], it was designed for homogeneous networks and succeed to prolong the network’s lifetime to some extend compared to the flat-based routing protocols. LEACH does not require global information of the network; hence, it is completely distributed approach. Nodes in LEACH arrange themselves into single-level clustering structure (as explained previously in sec. 1.2.1, Fig. 1.6), each cluster has one cluster head (CH)
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that collects the data from the cluster members (CMs), aggregate the received data, and send it to the base station (BS).

LEACH divides the operation time into rounds, each round is divided into two phases, namely the set-up phase and the steady-state phase which is always longer than the set-up phase to minimize the overhead. In the set-up phase, clusters are organized, while in the steady-state phase, data is delivered to the BS.

During the set-up phase, when a node announces itself as a CH, it broadcasts an advertisement message to the other nodes with its location and waiting for joint request from members. Other nodes decide which cluster to join for this round based on the Received Signal Strength Indicator (RSSI) of the advertisement and send a joint request to its CH. In order to equalize the energy load distribution among the CHs, SNs compete among themselves to be declared as CHs, the decision is based on the suggested percentage of CHs for the network and the number of times the node has been a CH so far. In each round, SNs choose a random number between 0 and 1, a successful candidate to become a CH in the current round is the node with random number less than the following threshold:

\[
T(n) = \begin{cases} 
1 - P \times (r \mod 1/P), & \text{if } n \in G \\
0, & \text{Otherwise}
\end{cases}
\]

(2.1)

where \(P\) is the percentage of CHs (e.g. \(P=0.05\) which is equivalent to 5%), \(r\) is the current round and \(G\) is the set of nodes which have not been elected as a CH in the last \((1/P)\) rounds, for calculation purposes, \(1/P\) is rounded to the nearest integer. During the first round, \(r = 0\) and each node has a probability \(P\) of becoming a CH. Nodes that are currently CHs in the first round cannot be CHs for the next \(1/P\) rounds. After \(1/P - 1\) rounds, \(T = 1\) for any nodes that have not yet been CHs, and after \(1/P\) rounds, all nodes are once again eligible to become CHs.

During the steady-state phase, SNs sense and transmit data to the CHs which then compress the received data and send the aggregated packet to the BS directly. LEACH uses Time Division Multiple Access (TDMA) to avoid inter-cluster and intra-cluster collisions. After a determined round-length time, the network return into the set-up phase and enters another round of CH election.

LEACH can achieve better reduction in energy consumption compared to direct communication by not allowing nodes to serve as a CH in the next round. However,
LEACH has a number of shortcomings. First, LEACH assumes that all nodes can transmit with enough power to reach the BS if needed and it uses single-hop routing which makes it not feasible in large scale WSNs due to the limited energy resource of sensors. Second, CHs are randomly chosen without any consideration to the limited resources of a sensor including its residual energy and its distance from the CH and the BS. Thus, the distribution of CH number is quite uneven, which cause more energy consumption. Finally, according to the LEACH authors, the rotation of CHs also leads to a dynamically changing cluster sizes which in a way is a source of fault tolerance.

2.2.2 Stable Election Protocol (SEP)

Smaragdakis et al. [27] was the first to investigate the possibility and the impact of energy-heterogeneity, which results from nodes consuming different amount of energy over time. Sources of energy-heterogeneity could be recognized by: 1) Nodes position from the BS, nodes nearer to the BS consumes less energy when communicating with the BS; 2) The number of times a node selected as a CH, which reflects the amount of energy consumed for data aggregation; 3) Nodes could fail during transmission as a result of the deployment environment or an obstacle; 4) New fully charged nodes might installed to recharge the network and 5) Some nodes can be powered with energy harvesting sources such as solar or wind. Based on this investigation, an energy heterogeneous-aware protocol called Stable Election Protocol (SEP) was proposed.

CHs selection in SEP is based on weighted probabilities of each node. The researchers used a two node energy classification to illustrate the energy-heterogeneity of the network. Nodes with lower energy levels were labelled as ‘normal nodes’ and other nodes with higher level of energy were labelled as ‘advanced nodes’. Each type of node elect itself as a CH based on new sets of threshold indication function given below:

\[
T(n_{nrm}) = \begin{cases} 
\frac{P_{nrm}}{1 - P_{nrm} \times (r \mod 1/P_{nrm})}, & \text{if } n \in G' \\
0, & \text{Otherwise}
\end{cases}
\]  

(2.2)

\[
T(n_{adv}) = \begin{cases} 
\frac{P_{adv}}{1 - P_{adv} \times (r \mod 1/P_{adv})}, & \text{if } n \in G'' \\
0, & \text{Otherwise}
\end{cases}
\]  

(2.3)
The probability to become a CH ($P$) in LEACH is replaced with $P_{nrm}$ and $P_{adv}$ indicating the weighted probabilities, which translates into thresholds $T(n_{nrm})$ and $T(n_{adv})$ of election for both the normal and advanced nodes respectively. The values for $P_{nrm}$ and $P_{adv}$ are calculated as:

$$P_{nrm} = P/(1 + m\alpha),$$
$$P_{adv} = P(1 + \alpha)/(1 + m\alpha)$$

(2.4)

where $m$ is the proportion of the advanced nodes with $\alpha$ times more energy than the normal nodes. With the above governing equations the SEP protocol improved significantly the network lifetime of WSNs compared with the LEACH protocol. However, the drawback of SEP is that the CHs election among the two types of nodes is not dynamic, which results in nodes that are far away from the powerful nodes will die first.

### 2.2.3 Distributed Energy-Efficient Clustering Protocol (DEEC)

The Distributed Energy-Efficient Clustering Protocol (DEEC) [88] was also proposed to cope with the network energy-heterogeneity, following the thoughts of SEP [27], DEEC assumed there are nodes deployed with different energies in the network. The process of electing CHs in DEEC is based on the ratio between the residual energy of each node and the average energy of the network. The number of times for a certain node to become a CH differs according to the node initial and the residual energies.

The researchers further estimated the ideal value of the network life time which is used to compute the reference energy that each node should spend during a round. They proposed a set of leading equations to ensure high energy nodes have more chances of being elected as CHs. They choose the probability $P_i$ to become a CH as:

$$P_i = p_{opt}[1 - \frac{E(r) - E_i(r)}{E(r)}]$$
$$= p_{opt}\frac{E_i(r)}{E(r)}$$

(2.5)
where $E_i(r)$ is the residual energy of node $i$ at round $r$, $p_{opt}$ is the initial probability of a node to become CH in a homogeneous setup as used in LEACH and $E(r)$ is the estimated average energy of the network at round $r$, which is calculated as:

$$E(r) = \frac{1}{n} E_{total}(1 - \frac{r}{R_{max}})$$

(2.6)

$$R_{max} = \frac{E_{total}}{E_{round}}$$

(2.7)

where $R_{max}$ is the maximum rounds of the network lifetime, $n$ is the nodes number in the network, $E_{total}$ is the total energy of the network at start of deployment, $E_{round}$ is the total energy consumed by all nodes in each round.

DEEC was able to further extend the network lifetime compared with the LEACH and SEP protocols by using this method of estimation. However, advanced nodes always penalize in DEEC, particularly when their residual energy reduced and become in the same range as the normal nodes causing the advanced nodes to die faster than the others nodes.

### 2.2.4 Energy Efficient Heterogeneous Clustered (EEHC)

The impact of energy heterogeneity of nodes in a clustered network was also studied by [89], where an Energy Efficient Heterogeneous Clustered (EEHC) was proposed. EEHC assumes that nodes are distributed uniformly over the sensing area, and a percentage of the deployed SNs are equipped with more energy resources than the other SNs. Three types of SNs were proposed that equipped with different energy levels, where nodes under first level are known as ‘normal nodes’, second level nodes are the ‘advanced nodes’, and third level nodes are the ‘super nodes’. Super nodes have the highest energy among the three types; hence they have the highest chances of selection as a CH.

EEHC calculates the optimal number of CH ($K_{opt}$) based on the size of the sensing area $M$ and the total number of nodes $n$ in the network. Two cases were considered in calculating $K_{opt}$, the first one is when the BS is located in the centre of the sensing area and that the distance between a node and its CH or the BS is less than or equal to a pre-determined distance threshold $d_0$. $K_{opt}$ in this case is calculated as below (full equation derivative can be found in [89]):
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\[ K_{\text{opt}} = 0.765 \times \frac{M}{2} \]  

(2.8)

If there is a significant percentage of nodes with distance to the BS is greater than \( d_0 \), and given the average distance between a CH and the BS \( d_{BS} \), then \( k_{\text{opt}} \) is calculated as:

\[ K_{\text{opt}} = \sqrt{\frac{n}{2\pi}} \sqrt{\frac{\epsilon_{fs} M}{\epsilon_{mp} d_{BS}^2}} \]  

(2.9)

where \( \epsilon_{fs} \) is the path-loss in a free space attenuation, and \( \epsilon_{mp} \) is the path loss in a multipath fading.

The optimal probability of a node to become a CH, \( p_{\text{opt}} \), can be determine as follows:

\[ p_{\text{opt}} = \frac{K_{\text{opt}}}{n} \]  

(2.10)

Let \( m \) be the fraction of advanced and super nodes from the total number of nodes \( n \) in the network, and \( m_0 \) is the percentage of super nodes that are equipped with \( \alpha \) times more energy than the normal nodes. The rest \( n \times m \times (1 - m_0) \) are the advanced nodes that are equipped with \( \beta \) times more energy than the normal nodes and the remaining \( n \times (1 - m) \) are normal nodes. Then the weighted probabilities for normal, advanced and super nodes are, respectively:

\[ p_n = \frac{p_{\text{opt}}}{1 + m \times (\beta + m_0 \times \alpha)} \]  

(2.11)

\[ p_a = \frac{p_{\text{opt}}}{1 + m \times (\beta + m_0 \times \alpha) \times (1 + \beta)} \]  

(2.12)

\[ p_s = \frac{p_{\text{opt}}}{1 + m \times (\beta + m_0 \times \alpha) \times (1 + \alpha)} \]  

(2.13)

The threshold \( T(sn) \) used to elect the CH in each round for the normal, advanced and super nodes is calculated as follows, respectively:
\[
T(sn) = \begin{cases} 
\frac{P_n}{1 - P_n \times (r \mod 1/P_n)}, & \text{if } sn \in G \\
0, & \text{Otherwise}
\end{cases}
\] (2.14)

\[
T(sa) = \begin{cases} 
\frac{P_a}{1 - P_a \times (r \mod 1/P_a)}, & \text{if } sa \in G' \\
0, & \text{Otherwise}
\end{cases}
\] (2.15)

\[
T(ss) = \begin{cases} 
\frac{P_s}{1 - P_s \times (r \mod 1/P_s)}, & \text{if } ss \in G'' \\
0, & \text{Otherwise}
\end{cases}
\] (2.16)

Where \( r \) is the current round, \( G \) is the set of normal nodes, \( G' \) is the set of advanced nodes and \( G'' \) is the set of super nodes that have not become CHs within the last \( 1/P \) rounds. When CHs are elected, similar to LEACH, the other nodes in the network choose the best suitable cluster to join according to the RSSI value of the advertisement packet. Then CHs take the responsibility to transmit the data packets with a single-hop to the BS.

EEHC provides a way to calculate the optimal number of CHs based on the network’s density and it is applicable for both homogeneous and heterogeneous WSNs, and it. However, if the BS located far from the SNs, calculating \( k_{opt} \) usually results in a large number of CHs more than the expected which will affect the network’s energy efficiency.

### 2.2.5 Enhanced Heterogeneous LEACH Protocol for Lifetime Enhancement (EHE-LEACH)

Tyagi et al. [90] proposed a distance based routing protocol called Enhanced Heterogeneous LEACH (EHE-LEACH), to overcome the instability of SEP protocol. In their research they focused on enhancing the life span of the network by proposing a planned distance based threshold which divides the network field into two portions. They proven their assumption on the following:

*If the distance between BS and sensor node is sufficiently small then consumption of energy is small for direct communication in comparison to cluster based.*
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Fig. 2.2 The network model of EHE-LEACH.

Where, $d_1$ is the distance between BS and SN, $d_2$ is the distance between SN and CH, $d_3$ is the distance between CH and BS and $T_n(d)$ is a fixes distance based threshold which is used for the bifurcation of direct and cluster based communication in the planned scheme. SNs near to the BS use direct communication and those which are distant from the BS use group based communication.

Similar to EEHC, nodes in EHE-LEACH are uniformly distributed over the sensing area with a difference that EHE-LEACH uses two level of node heterogeneity only, normal and advanced nodes that have more initial energy in comparison to the normal nodes. CHs are selected on the same bases of weighted probabilities proposed by [89], for the normal nodes as in Eq. 2.11 and advanced nodes as in Eq. 2.12. And the same threshold will apply as the following for both the normal and advanced nodes respectively:

$$T(S_{nrm}) = \begin{cases} \frac{P_{nrm}}{1 - P_{nrm} \times (r \mod 1/P_{nrm})}, & \text{if } sn \in G \\ 0, & \text{Otherwise} \end{cases} \quad (2.17)$$

$$T(S_{adv}) = \begin{cases} \frac{P_{adv}}{1 - P_{adv} \times (r \mod 1/P_{adv})}, & \text{if } sa \in G' \\ 0, & \text{Otherwise} \end{cases} \quad (2.18)$$

EHE-LEACH was evaluated on different network scenarios, with BS located at one of the corner of network field and secondly at the centre of network field. To assess the act of EHE-LEACH, two key parameters known as: Half Nodes Alive (HNA) and Last Node Alive (LNA) were selected. The distance based selection of threshold with the
ratio of 1:9 between direct and cluster based communication. It has been observed that EHE-LEACH has better network lifetime with respect to various parameters in comparison to the other well-known proposals such as LEACH and SEP. However, the researches tested their protocol for small-scaled network with the size of \((100 \times 100 \, m^2)\) with a total of 100 nodes. The performance of EHE-LEACH is compromised when used for large-scaled networks with small number of node deployment where the distances between the nodes will become large. Another major drawback of EHE-LEACH is that it does not consider the network coverage. Moreover, each node in EHE-LEACH requires additional global knowledge about the number of normal nodes, advanced nodes, and their initial energy.

2.2.6 Gateway-based Energy-Aware Multi-hop Routing protocol for WSNs (M-GEAR)

The authors of [28] emphases on the transmission distance impact on the performance of the WSN, they proposed a gateway based energy-aware multi-hop routing protocol (M-GEAR) which divides the sensor nodes into four regions based on the nodes location with the BS positioned out of sensing area. They also placed a special node termed as Gateway at the centre of the sensing area. Region one is near the BS, region four is near the gateway, and the other two regions, which are far from the BS, are divided into equal halves as illustrated in Fig.2.3.

Region one and four are termed as non-clustered regions, nodes in these regions use direct communication to send packets directly to BS or gateway respectively because nodes are located to small distances from the BS or the gateway. The other two regions are termed as clustered regions where nodes in these regions take part in the CHs formation exactly the same way as of LEACH; SNs transmit their data to the gateway node through their CHs and the gateway node aggregate the received data and send it to the BS.

M-GEAR performs better than LEACH in terms of residual energy, throughput and lifetime; however, it has some limitations. In M-GEAR, the nodes have to decide whether to take part in clustering or in direct communication at every round which increases overheads. Furthermore, implementing gateway is expensive in terms of energy and it is not practical in WSNs. Moreover, when the sensing area increase with
small number of sensors deployed, the distances between the nodes and the BS with increase which will result in nodes consume their energy faster.

### 2.2.7 Tree Based Clustering (TBC)

Tree based clustering (TBC) [91] is an improved version of LEACH protocol, it constructs clusters with random selection of CHs same as LEACH but also constructs a tree inside the cluster. TBC function in three phases, the first phase for cluster formation and the other two for the formation and construction of the tree.

In the first phase, clusters are formed but with only 5% of nodes performing as CHs. Each cluster constructs a tree with the member nodes where the CH becomes the root. During the second phase, tree formation is completed and the tree level for each member node in the cluster is decided. While the third phase is a tree construction phase, the CH makes decision and chooses a parent for its CMs to send their data to the assigned parents based on the TDMA scheduling that CH had broadcast to all the CMs.

TBC assumes that nodes in the network are homogeneous, location aware and can estimate the distance from the root to the node. The basis for determining the levels in the cluster is based on the distance of a node to the root and calculated as follows,
\[ d_\alpha = \frac{d_{\text{max}}}{\alpha} \]  

(2.19)

Where, \( d_\alpha \) is the average data transmission distance between two adjacent levels of the tree, \( d_{\text{max}} \) is the distance of the farthest node from the CH and \( \alpha \) is the number of levels decided according to the size of the network. Fig. 2.4 shows an example of level formation with \( \alpha = 4 \). The CH is located at level 0, nodes in higher levels selects a parent from the lower level which is nearest to itself. For a node in level \( L(i) \), it will choose the node in \( L(i) - 1 \) that is nearest to itself as its parent node.

![Fig. 2.4 Tree level construction in TBC.](image)

TBC has several advantages over LEACH, it balances energy among the nodes, nodes in TBC maintain their neighbour’s information, and constructing the routing tree is deterministic. However, TBC suffers from the similar limitation like LEACH. Moreover, with small number of levels, the transmission distance becomes too long and more energy is consumed for the data transmission. In a contrast, when the number of levels is high, excessive packet forwarding is required and energy is wasted which make TBC not suitable for large-scaled networks.

### 2.3 Meta-heuristic Approaches

As discussed in section 2.2, heuristic means to find or to discover the solution by trial and error. In modern applications, as always, money, resources and time are always limited therefore an optimal utility of these available resources is crucially important. Based on these needs, optimization or nature-inspired algorithms were developed for
the period of 1980s and 1990s [92]. These algorithms are referred to as *metaheuristics* [93][94]. Meta- means beyond or higher level which generally perform better than simple heuristics algorithms in finding solutions. They can also be considered as a [95]

*Master strategy that guides and modifies other heuristics to produce solutions beyond those that are normally generated in a quest for local optimality*

Metaheuristics algorithms can find the quality solutions in a reasonable amount of time, however, one of the difficulties with these algorithms is that there is no guarantee that optimal solutions can be reached. Therefore, adjusting these protocols to be used with WSNs routing is a key factor in the protocol success.

### 2.3.1 LEACH-Centralized (LEACH-C)

LEACH-centralized (LEACH-C) [81] is a centralized version of the LEACH protocol. The BS in LEACH-C controls the CHs selection and cluster formations, unlike LEACH, where nodes are self-configured into clusters. The steady-state of LEACH-C is identical to that of LEACH [26], however, the set-up phase in LEACH-C is different. During the set-up phase, each node sends its location and the remaining energy level to the BS, which then uses this information to find a predetermined number of CHs by implementing a Simulated Annealing (SA) approach and configure the network into clusters.

CHs selection is made on the basis of location information and remaining energy level of all the SNs. The BS calculates an average energy level, nodes considered in the selection of CHs are those nodes with remaining energy level above the average energy level, and those nodes with energy level below the average energy level are considered not eligible to become CHs to ensure even distribution of load among the SNs.

BS chose the clusters to minimize the amount of energy for the CMs nodes to transmit their data to the CH, through minimizing the total sum of squared distances between all the CMs and the closest CH which is given by:

\[
Total_{Dist} = \sum_{n=1}^{N} \text{dist}(n, CH_n)^2
\]
Where \( N \) is the total number of nodes in the network and \( \text{dist}(n, CH_n) \) is the distance from that node to its respective CH.

The BS in LEACH-C produces better clusters that require less energy for data transmission by utilizing its global knowledge of the network. BS also chooses a fixed number of CHs in each round that equals to a predetermined optimal value. However, LEACH-C requires Global Positioning System (GPS) or other location tracking methods for SNs to know the location. Moreover, it obligates the nodes to perform a direct communication with the BS in every round at the setup-phase for information forwarding, in order for the BS to have a global view of the WSN at all times which will result in more energy consumption and overhead.

### 2.3.2 A Genetic Algorithm in LEACH-C Routing Protocol for Sensor Networks (GA-C)

A genetic algorithm (GA)-based clustering protocol (GA-C) was proposed in [96] to minimize the total network distance by finding the optimal set of CHs.

GA-C follows the trail of LEACH-C in forcing centralized control for selecting the CHs. Same as LEACH-C, in the setup phase, all SNs send information about their residual energy status and locations to the BS. BS then uses GA and defines a fitness function to find the best clusters. GA-C ensures that CHs are only selected from those nodes with sufficient energy. To ensure that, GA-C randomly initializes each chromosome of its population with the IDs of the nodes that have an above average energy level. And that each CH can send its data directly to the BS.

The fitness function is defined as the minimization of the distance from the CHs to the BS plus the total distance from CMs to their respective CHs. The fitness function used to evaluate any chromosome \( C_j \) is defined as follows:

\[
\text{Fitness}(C_j) = \sum_{k=1}^{K} \sum_{n_i \in C_{C_j,k}} d(n_i, CH_{n_i})^2 + d(CH_{C_j,k}, BS)^2
\]  

(2.21)

Where \( K \) is the CHs number and \( CH_{C_j,k} \) is CH number \( k \) in chromosome \( C_j \).

In GA-C, the BS utilizes its global knowledge of the network to produce better clusters that require less energy for data transmission. However, GA-C suffers from the same drawbacks as LEACH-C and CHs selection happen in every round which yield to more energy consumption when re-structuring the clusters.
2.3.3 A Evolutionary Approach for Load Balanced Clustering Problem for WSN (GA-LBC)

GA-LBC [97] is a centralized GA-based protocol designed to solve the load balancing problem of the CHs. In this protocol, the CHs are determined a priori and cluster formation is decided in a way that the maximum load of each CH is minimized by finding the optimal assignments of non-CHs nodes to CHs.

The fitness function of GA-LBC is assembled on the basis of the standard deviation ($\sigma$) of the CH load that gives an even distribution of the load per cluster. If $m$ CHs and $n$ sensor nodes, the standard deviation of a CH load is given by:

$$\sigma = \sqrt{\frac{\sum_{j=1}^{m} (\mu s_j - W_j)^2}{m}} \quad (2.22)$$

$$\mu = \frac{\sum_{i=1}^{n} d_i}{m} \quad (2.23)$$

Where, $\mu$ is the average load, $d_i$ is the load of the SN $S_j$ and $W_j$ is the overall load of CH. Smaller standard deviation values produce higher fitness values.

Therefore, the fitness function to evaluate chromosome $C_j$ is given by:

$$Fitness(C_j) = \frac{1}{\sigma_{C_j}} \quad (2.24)$$

GA-LBC was compared to the results of applying both GA and Deferential Equation (DE) algorithms on the formulated problem. The authors of GA-LBC proved that the GA-based approach achieved faster convergence than the DE-based approach.

Although GA-LBC objective is to create load-balanced clusters, it ignores how the CHs are selected and hence it ignores other network factors like the energy efficiency and the inter-cluster communication cost.
2.3.4 Energy-aware Clustering for WSNs using PSO Algorithm (PSO-C)

PSO-C [98] is a centralized particle swarm optimization (PSO)-based clustering protocol that is implemented at the BS. PSO-C considers the node’s remaining energy and its physical distance from the CMs when selecting the CHs. According to the authors’ assumption, PSO-C can produce clusters that are evenly positioned throughout the whole network’s field.

At the beginning of each set-up phase, all nodes send information about their current energy status and locations to the BS. The BS then calculates the average energy level of all nodes and only selects nodes to act as a CH candidate with an above average energy level. Next, the BS executes the PSO algorithm to decide the best CHs that can minimize the fitness function. This function tries to minimize both the maximum average Euclidean distance of nodes to their associated CHs and the ratio of the total initial energy of all nodes to the total energy of the CH. The fitness function used in PSO-C to evaluate any particle \( P_j \) is given by:

\[
Fitness(P_j) = w_1 \times F_1(P_j) + (1 - w_1) \times F_2(P_j), \quad w_1 > 0 \tag{2.25}
\]

\[
F_1(P_j) = \max_{k=1,2,\ldots,K} \sum_{n_i \in C_{P_j}, k} \frac{d(n_i, CH_{P_j}, k)}{|C_{P_j}, k|} \tag{2.26}
\]

\[
F_2(P_j) = \frac{\sum_{i=1}^{N} E(n_i)}{\sum_{k=1}^{K} E(CH_{P_j}, k)} \tag{2.27}
\]

Where \( F_1(P_j) \) is the maximum average Euclidean distance of the SNs to their respective CH, \(|C_{P_j}, k|\) is the number of nodes that belong to the cluster \( C_k \) of particle \( P_j \) and \( F_2(P_j) \) is the ratio of total initial energy of all the SNs in the network with the total current energy of the CHs candidates in the current round. While, \( w_1 \) is a user defined weight used to weight the contribution of each sub-objective and \( K \) is the number of total clusters.

The fitness function, \( Fitness(P_j) \), was formulated as a minimization function with the responsibility of concurrently minimizing the intra-cluster distance between nodes.
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and their CHs, as quantified by $F_1(P_j)$, and of optimizing the energy efficiency of the network as quantified by $F_2(P_j)$.

PSO-C takes into consideration the cost of both the inter-cluster communication and the network’s energy efficiency, the authors of [99] showed that PSO-C outperforms GA and K-means-based clustering protocols in terms of convergence time, network energy efficiency and data delivery. However, PSO-C calculates the fitness function repeatedly and to do so, in every round nodes needs to directly communicate their information with the BS causing more energy consumption for larger areas of monitoring.

2.3.5 Energy-aware Evolutionary Routing Protocol for Dynamic Clustering of WSNs (EAERP)

EAERP [100] is a single-hop centralized clustering protocol where the selection of CHs controlled by the BS. During the election phase, the BS runs an evolutionary based protocol to optimize the CH selection for cluster formation, an initial population of individuals is generated and each individual is evaluated using a fitness function. Each individual of the EAERP population is represented such that it implicitly facilitates the formation of a dynamic number of CHs during the single and throughout the entire rounds of the routing protocol. These individuals will go through evolutionary operators – selection, recombination and mutation – with pre-determined probabilities to improve the quality of the individuals, this loop will continue until the termination criteria satisfied.

EAERP uses the same energy consumption model defined by LEACH [26] to compute the energy dissipated during the data transmission process. Cluster formation is based on nodes satisfy a fitness function to be selected as CHs. Which is defined as the minimization of the total dissipated energy in the network and measured as the sum of the total energy dissipated from the CMs to send data signals to their CHs plus the total energy spent by CH nodes to aggregate the data signals and send the aggregated data to the BS.

A complete clustered route solution is regarded as an individual, $I$. Formally, the fitness function used to evaluate an individual $I_k$ is defined below:

$$Fitness(I_k) = (\sum_{i=1}^{nc} \sum_{s \in C_i} E_{TX_{s,CH_i}} + E_{RX} + E_{DA}) + \sum_{i=1}^{nc} E_{TX_{CH_i,BS}}$$  \hspace{1cm} (2.28)
where \( nc \) is the total number of CHs, \( s \in C_i \) is a CM associated to the \( i_{th} \) CH node, \( E_{TX_{node1,node2}} \) is the energy dissipated for transmitting data from node1 to node2. The energy dissipated during the process of transmitting \( (E_{TX}) \) and receiving information \( (E_{RX}) \) is computed using the first order radio model [26] and \( E_{DA} \) is the energy dissipated during data aggregation process in the \( i_{th} \) CH.

After finding the optimal set of CHs, each CM determines the cluster to which it belongs by selecting the CH that requires the minimum energy consumption for communicating, which is the closest CH.

EAERP uses a centralized method that leads to better performance since the BS utilizes its global knowledge of the network to produce better clusters that require less energy for data transmission. However, the fitness function in EAERP is repeatedly calculated in every round, which force nodes to directly communicate their information with the BS causing more energy consumption for larger areas of monitoring.

### 2.3.6 Energy Balanced Unequal Clustering Protocol (EBUC)

EBUC [101] is a centralized clustering protocol, similar to PSO-C, it uses PSO at the BS to find the optimal set of CHs and their associated clusters. EBUC partitions the sensing area into clusters of unequal sizes, where the clusters are created such that the ones near the BS have a fewer number of nodes, and thus increases the number of clusters around the BS. The CHs of these clusters can preserve more energy for inter-cluster communication.

In the first set-up phase, all the SNs send information about their initial energy status and location to the BS. The BS can estimate the energy level of all nodes in the set-up phase of the following rounds considering the nodes’ information sent from the first round and by computing the energy dissipation of the SNs in the last round. Similar to LEACH-C and PSO-C, only the nodes with an above average energy level are eligible to be CH candidates for the current round.

The BS uses PSO and defines a fitness function to find the optimal clusters, this function takes into consideration minimizing the intra-cluster distance, balancing the energy consumption between the CHs and producing clusters with uneven sizes to balance the energy consumption among the CHs. The fitness function used to evaluate any particle \( P_j \) is defined as follows:
Fitness\( (P_j) = w_1 \times F_1(P_j) + w_2 \times F_2(P_j) + w_3 \times F_3(P_j) \) \hspace{1cm} (2.29)

\[
F_1(P_j) = \max_{k=1,2,\ldots,K} \sum_{n_i \in C_{P_j,k}} \frac{d(n_i, CH_{P_j,k})}{|C_{P_j,k}|} \hspace{1cm} (2.30)
\]

\[
F_2(P_j) = \frac{\sum_{i=1}^{N} E(n_i)}{\sum_{k=1}^{K} E(CH_{P_j,k})} \hspace{1cm} (2.31)
\]

\[
F_3(P_j) = \frac{\sum_{i=1}^{K} d(BS, CH_{P_j,k})}{K \times d(BS, NC)} \hspace{1cm} (2.32)
\]

Where, function \( F_1(P_j) \) is the maximum average Euclidean distance between the SNs and their respective CHs and \( |C_{P_j,k}| \) is the number of nodes that belong to the cluster \( C_k \) of particle \( P_j \). Function \( F_2(P_j) \) is the ratio of the total initial energy of all the SNs in the network with the total current energy of the CH candidates in the current round. Function \( F_3(P_j) \) is the ratio of the average Euclidean distance of the CHs to the BS with the Euclidean distance of the network centre (NC) to the BS. \( w_1, w_2 \) and \( w_3 \) are user-defined weights used to weight the contribution of each of the sub-objectives, \( w_1 + w_2 + w_3 = 1 \).

The fitness function \( Fitness(P_j) \) was formulated as a minimization function that has three main objectives: to simultaneously minimizing the intra-cluster distance between nodes and their CHs, as quantified by \( F_1(P_j) \), optimizing the energy efficiency of the network as quantified by \( F_2(P_j) \), and also of producing clusters with different sizes, as quantified by \( F_3(P_j) \). According to the authors of [101], a small value of \( F_1(P_j) \) and \( F_2(P_j) \) suggests sufficient clusters with optimum set of nodes that have sufficient energy to perform the CH tasks. And a small value of \( F_3(P_j) \) means that there are more CHs in the area closer to the BS.

For the inter-cluster communication, EBUC adopts a greedy algorithm to choose a relay node for each CH. Each CH, \( s_i \) chooses its relay node \( r_{ni} \) based on the node’s residual energy and distance to the BS by using a greedy approach. The node \( r_{ni} \) has the least value of the cost function among all the CHs located between node \( s_i \) and the BS. The cost function is defined as:
\[
\text{cost}(s_i, s_j) = \frac{d^2(s_i, s_j) + d^2(s_j, BS)}{E(s_j)}
\]  
\((2.33)\)

Where \(d(s_i, s_j)\) is the distance from node \(s_i\) to node \(s_j\), \(d(s_j, BS)\) is the distance between node \(s_j\) and the BS, and \(E(s_j)\) is the residual energy of node \(s_j\).

EBUC provides a method to construct the inter-cluster communication tree and it takes into consideration the cost of both inter-cluster communication and intra-cluster communication as well as the network’s energy efficiency. However, it only applicable for situations where the BS is located outside the sensing area.

### 2.4 Supplementary Remarks

Table 2.1, provides an overview of the described protocols. Two broad strategies types can be classified based on the algorithms described in this chapter, namely globalised strategies (centralized control by BS) and localised strategies (deterministic control by nodes). If using a globalised strategy, the protocol makes routing decisions based on the global state of the system. In localised routing algorithms, the nodes mostly make routing decisions on the basis of the location of their neighbours and the destination.

Global routing algorithms can exploit the state information available to them in order to maximise network lifetime. However, it requires continuous communication between the nodes for global energy information of all nodes in the network which is necessary in order to gather this state information; a global addressing scheme is thus required and the overhead of identification (ID) maintenance rises rapidly with the number of nodes. It is impractical to deploy such algorithms in networks containing a large number of sensor nodes.

Localised routing algorithms have better scaling properties, but it requires direct communication with the BS for transmitting relevant information which seriously degrades network lifetime performance when the base station is far away from the nodes. Hence, it is impracticable to deploy such algorithms in large scaled network where direct communication will cause enormous energy consumption. Clustering methods were used to improve the network lifetime performance and other protocols considered the residual energy in each node in deciding the probabilities of each node to become a CH. Energy consumption was reduced when using clustering methods by using CHs to aggregate data before sending received data to the BS.
The goal of maximising network lifetime in large-scale sensor networks is further complicated in resource-constrained heterogeneous WSNs where traditional homogeneous routing techniques are inefficient. New techniques are needed to effectively exploit the hardware capabilities of the multiple types of mote present in such networks.

2.5 Summary

This chapter reviewed some of the routing techniques used in WSNs. The chapter enveloped and presented the state of the art for routing techniques as heuristic (traditional) and meta-heuristic (optimization), which aimed to reduce energy consumption in WSNs. One approach to extend the network lifetime in heterogeneous WSNs is by considering the advantages of both global and localized approaches to be implemented in a way where centralized control is forced for regions near the BS and by selecting only those nodes with higher capabilities to act as a CH, a proposed HRHP protocol uses this technique and will be explained in details in chapter 3. Another approach is by using topology control to keep the transmission distance low, therefore MLHP protocol was proposed and will be discussed in details in chapter 4.
### Table 2.1 Comparison of clustering protocols with respect to clustering attributes.

<table>
<thead>
<tr>
<th>Clustering Protocol</th>
<th>Clustering Method</th>
<th>Clustering Approach</th>
<th>No. of CHs</th>
<th>Connectivity to BS</th>
<th>Network Type</th>
<th>Protocol’s objectives</th>
<th>EE</th>
<th>Large-scaled Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH</td>
<td>Distributed</td>
<td>Prob. /Random</td>
<td>Variable</td>
<td>One-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>SEP</td>
<td>Distributed</td>
<td>Prob.</td>
<td>Variable</td>
<td>One-hop</td>
<td>Heterogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>DEEC</td>
<td>Distributed</td>
<td>Prob.</td>
<td>Variable</td>
<td>One-hop</td>
<td>Heterogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EEHC</td>
<td>Distributed</td>
<td>Prob. /Energy</td>
<td>Fixed (Depends on the network density)</td>
<td>One-hop</td>
<td>Homogeneous/Heterogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EHE-LEACH</td>
<td>Distributed</td>
<td>Prob. /Energy</td>
<td>Fixed (Depends on the network density)</td>
<td>One-hop</td>
<td>Homogeneous/Heterogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>M-GEAR</td>
<td>Distributed/Gateway</td>
<td>Prob.</td>
<td>Variable</td>
<td>Multi-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>TBC</td>
<td>Distributed/Tree</td>
<td>Prob.</td>
<td>Fixed (5% of the network size)</td>
<td>Multi-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>LEACH-C</td>
<td>Centralized</td>
<td>SA</td>
<td>Fixed (5% of the network size)</td>
<td>One-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>GA-C</td>
<td>Centralized</td>
<td>GA</td>
<td>Fixed (5% of the network size)</td>
<td>One-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>GA-LBC</td>
<td>Centralized</td>
<td>GA</td>
<td>Variable</td>
<td>One-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PSO-C</td>
<td>Centralized</td>
<td>PSO</td>
<td>Fixed (5% of the network size)</td>
<td>One-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EALRP</td>
<td>Centralized</td>
<td>EA</td>
<td>Variable</td>
<td>One-hop</td>
<td>Homogeneous/Heterogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EBUC</td>
<td>Centralized</td>
<td>PSO</td>
<td>Fixed (5% of the network size)</td>
<td>Multi-hop</td>
<td>Homogeneous</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

*a Prob: Probabilistic

*b EE: Energy Efficiency

<ref>Prob: Probabilistic</ref>
Chapter 3

HRHP: Hybrid T Cell Based CH-Selection for Prolonging Network Life Time in Large-Scale WSN

3.1 Introduction

For the purpose of improving the lifetime in WSNs, grouping sensor nodes (SNs) in clusters considered to be an efficient topology control approach. The performance of clustering is greatly affected by the selection of Cluster Heads (CHs), which are the leading nodes that create the clusters and control the member nodes. The objective of clustering is to search amongst a group of SNs and find a set of nodes that can act as CHs. The challenge is to find a set of nodes that serve the network in the best form and preserve the network energy.

Several clustering protocols have been proposed in the literature. However, most of these protocols assumed that CHs can send the data directly to a centred base station (BS) regardless the transmission distance. Nodes in WSN have limited communication range, and the BS is usually located far from the sensing area. Therefore, a more realistic clustering approach would consider the location of the nodes as well the location of the BS.
This chapter presents a hybrid routing protocol for heterogeneous WSNs, named HRPH, to prolong the network lifetime in large-scaled wireless sensor networks (WSNs). It introduces a procedure to choose fixed number of CHs during the cluster formation phase, which is based on the positive selection mechanism in the human thymus cells (T-cells). A positive selection is applied first, which is responsible for ensuring that all T-cells that recognize self-protein are selected. Negative selection is then applied to all cells that express harmful or useless antigens, so that they receive an elimination signal and die [102].

The decision to select CHs places importance on the node’s distance from other nodes and from the BS (net distance), the residual energy of the nodes, and the density of nodes. Centralized and distributed controls are applied to guarantee self-adaptive routing. Simulation results show an improvement in network lifetime in terms of the Last Nodes Dead (LND), and also a longer stability period in terms of First Node Dead (FND) compared to the existing protocols. The next section provides an overview about the human T-Cell positive selection mechanism. Section 3.3 exhibits the details of the proposed MLHP algorithm, section 3.4 presents the performance results of the proposed algorithm and finally, section 3.5 summarizes this chapter.

### 3.2 Human T-Cell Positive Selection Mechanism

T (thymus-derived) lymphocytes have vital roles in the immune system [103], and are generated from stem cells. During development in the thymus, T-cells go through a process of selection and testing to ensure that cells expressing harmful or useless antigen receptors do not mature (Fig. 3.1). Before they enter the thymus, stem cells lack antigen receptors, and also lack the proteins CD3, CD4, and CD8 on their surface; they are said to be **double negative** ($D_N$, or $CD4^{-} CD8^{-}$). When they enter the thymus, T-cells generate receptors (TCRs) with different sequences and specificities by rearranging their DeoxyriboNucleic Acid (DNA) [104].

During passage through the thymus, these cells differentiate into T-cells that express both CD4 and CD8 (**double positive (DP)**). A double-positive cell differentiates into either a CD4 or a CD8 positive cell, depending on the molecule engaged. If a TCR engages with a major histocompatibility complex class (MHC) I molecule, that T-cell becomes CD8-positive (i.e. cytotoxic). Likewise, if a TCR engages with an MHC II molecule, that T-cell becomes CD4-positive (i.e. a helper cell).
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CD8-positive (CD8⁺) cells eliminate cells infected with viruses and tumor cells, and are involved in allograft rejection [105]. In contrast, CD4-positive (CD4⁺) cells help other cells to stimulate immune responses, including antibody responses. Moreover, they help eliminate pathogens that exist inside host cells. For a T-cell to become positively selected and to be allowed to mature, its TCR must have the ability to interact with foreign peptides bound to polymorphic self-MHC molecules, whereas T-cells that express self-reactive antigen receptors are negatively selected and receive a death signal. In other words, those cells which have the required knowledge will be selected and survive. In our proposed algorithm for WSNs, only the nodes with sufficient resources (energy and distance) are selected to become a CH. The selection is based on the residual energy of the node, its location in the sensing area, and the number of adjacent neighbors of the node.
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The proposed algorithm makes use of several different approaches to improve the performance of the network and prolong its lifetime:

- **Network model:** the algorithm uses a network model in which sensor nodes are randomly deployed over the sensing area, which is divided based on a distance threshold into two regions: R1, which is nearer to the base station (BS), and R2, which is the remaining area. The justification for selecting this network model is based on [106], where it was shown that the energy of the nodes can be utilized efficiently when multiple topologies are used while keeping the transmission distance to a minimum.

- **Cluster formation:** nodes are formed into groups (clusters) and positive selection is used to select CHs based on the residual energy, the location of the CH represented by the net distance from nodes and from the BS ($Net_{d_{to\,BS}}$), and the number of adjacent neighbors.

The algorithm also applies two techniques for the CHs selection, centralized control by the BS for R1 and deterministic control by the nodes for R2. When the network field is small, centralized control by the BS may be a better option, rather in large areas a deterministic approach is more efficient. In the first round of the HRHP, the BS determines the number of CHs that are selected, based on their suitability. When the network field is of medium to large size, deterministic control by the nodes is applied. A positive-selection cluster-based approach is used, it improves the network lifetime with less energy consumption.

3.3.1 Network Model

The proposed network model considers three stationary types of nodes in terms of their initial energy and their processing capabilities, namely normal nodes with the lowest energy, $m_1$ advanced nodes equipped with $\beta$ times more energy, and $m_2$ super nodes equipped with $\alpha$ times more energy, to keep the total energy of our network equivalent to other algorithms for reasons of comparison. These nodes are randomly deployed in the network area, can access the BS at any time, and always have data to send as illustrated in Fig. 3.2. Once deployed in the network they keep operating until they consume all their power and die.
HRHP divides the network area into two logical areas based on a distant threshold, in which R1 is region one that is closer to the BS and R2 is the second region. Once nodes have been deployed, they continue to operate until they have consumed all their energy, and they then die. The BS is located in the middle of the network and is not energy constrained.

The total number of nodes can be represented as:

$$Total(n) = (1 - (m1 + m2)) \times N + m1 \times N + m2 \times N$$  \hspace{1cm} (3.1)

**Illustration 3.1:** If $N = 100$, $m1 = 0.3$ and $m2 = 0.2$, then the network will contain $((1 - (m1 + m2)) \times N = 50$ nodes) which represents number of the normal nodes), $(m1 \times N = 30$ nodes) which represents the number of advanced nodes, and $(m2 \times N = 20$ nodes) which represents the number of super nodes in the network.
3.3.2 Energy Model

In order to achieve an acceptable signal-to-noise ratio, the proposed algorithm considers a common energy model introduced in LEACH [26] by Heinzelman, as illustrated in Fig. 3.3.

The total energy \( E_T \) of the network is

\[
E_T = E_0 \left( (1 - (m_1 + m_2)) \times N + ((1 + \beta)m_1 \times N) + ((1 + \alpha)m_2 \times N) \right) \tag{3.2}
\]

where \( E_0 \) is the initial energy of a node, \( m_1 \) is the percentage of advanced nodes, \( m_2 \) is the percentage of super nodes, \( N \) is the total number of nodes. \( \alpha \) is the percentage of extra energy level for super nodes and \( \beta \) is the percentage of extra energy levels for super nodes. The free-space \( (f_s) \) attenuation channel mode is used to calculate the energy consumption during the process of routing data transmission when the distance between the transceivers is less than a distance threshold \( d_0 \), and the multipath \( \epsilon_\text{amp} \) fading channel mode is used when the distance between the transceivers is greater than or equal to \( d_0 \).

The total network energy dissipation, in a clustered network, is expressed as the sum of the energy consumed by the SNs to sense the event and transmit it to their associated CHs or to the BS. If the sending node was the CH then the consumed energy will be the sum of energy: spent by the CH to sense the environment, to receive data from CMs, to perform data aggregation, and to send all the data to the BS. Therefore, the amount of energy dissipated in CH would be higher than the SNs. Energy consumption is also affected by the cluster members in each cluster and the distance from the BS [107]. If the BS located at the centre of a square area, the optimal energy cost function dissipated by a CH can be expressed mathematically as:
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\[ E_{CH} = kE_{elec} + kE_{DA}(l + 1) + E_{TX}(k, d_{toBS}) \]  \hspace{1cm} (3.3)

Where, \( k \) is the packet size. \( E_{elec} \) is the energy dissipated by both the transmitter and receiver circuits, \( n \) is the total number of nodes in the network, \( E_{CH} \) is the energy consumed by the CH to receive \( l \) number of \( k \) bits from CMs, and \( E_{DA} \) is the energy consumed by the CH to aggregate the data and then transmit with \( E_{TX}(k, d_{toBS}) \) energy to the BS. The free space path-loss model is used here since the BS is at the centre of the sensing area. Hence, if the SN is a CM, the energy consumed is given as:

\[ E_{non-CH} = kE_{elec} + k\epsilon_{fs}d_{toCH}^2 \]  \hspace{1cm} (3.4)

The total energy consumed in a single-level communication network will be the sum of energy depleted by CMs and the CH and can be expressed as:

\[ E_{cluster} \approx E_{CH} + \frac{N}{c}E_{non-CH} \]  \hspace{1cm} (3.5)

Where, \( E_{CH} \) is the CH’s energy. \( E_{non-CH} \) is the CMs’ energy. \( N \) is the total number of nodes and \( c \) is the total number of clusters. However, to ensure an optimal setup for this type of communication mode, an optimal number of CHs per round needs to be considered along with the battery dimensioning that must guarantee a certain network lifetime.

The energy consumption of the sensor node during the process of sending \( (k) \) bit of data over a distance \( (d) \) is

\[ E_{TX}(k, d) = k \cdot E_{elec} + \epsilon_{amp} \cdot k \cdot d^r \]  \hspace{1cm} (3.6)

The energy consumption of the sensor node during the process of receiving 1 kbit of data over a distance \( d \) is

\[ E_{RX}(k, d) = E_{elec} \cdot k \]  \hspace{1cm} (3.7)

In Eq.(3.6) and Eq.(3.7), \( E_{elec} \) is the energy consumption of the circuit during the process of sending and receiving data, and \( \epsilon_{amp} \) is a magnification time of the signal amplifier. The energy consumption of the radio signal transmission is proportional to a power of the distance, \( d^r \). If the transmission distance is short, i.e., \( d < d_0 \), then \( r = 2 \); otherwise, if the transmission distance is long, i.e., \( d > d_0 \), then \( r = 4 \).
According to the energy dissipation model in Fig. 3.3 and Equations (3.6) and (3.7), the energy consumed for data communication depends highly on the distance of transmission between the sender and the receiver using the free space and multi-path fading channel models. Therefore, reducing the energy consumption can be achieved by keeping the transmission distance low. HRHP can maintain low transmission distance between the CH and the BS using multi-hop.

### 3.3.3 Cluster Formation

When the clusters are fixed and the CHs are rotated in every round, a member node may consume more power than necessary to communicate with its CH when there is another CH close by (See Fig. 3.4 for an example). When node $A$ communicates with its CH (node $B$), it consumes more transmission power than it would if node $C$ was the CH. Moreover, if the current operating CH has sufficient energy, greater than or equal to a required threshold, it is not efficient to change that CH, as this then effects the entire cluster and causes more energy loss as a result of the process of rearranging the cluster. Therefore, a hybrid cluster formation method, taking proper account of the location of the nodes and their residual energy is presented in the following sections. Centralized control is implemented for nodes in R1 based on the suitability of those nodes, and distributed control is implemented for nodes in R2, depending on the positivity of those nodes. Hence, self-adaptive control is guaranteed without outside intervention.

![Fig. 3.4 Example of cluster formation challenge.](image)

At the start of cluster formation (in the first round only), the BS broadcasts a **Gather** packet containing its identity ($BS\_ID$). All nodes respond with a **REPLY** packet containing their identification ($S\_ID$), their residual energy ($E_r$), and their
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location coordinates \((X_{\text{node}}, Y_{\text{node}})\). The format of the \textit{Gather} and \textit{REPLY} packets is shown in Fig. 3.5.

![Fig. 3.5 Format of \textit{Gather} and \textit{REPLY} packets: (a) \textit{Gather}, (b) \textit{REPLY}.

The BS then (1) categorizes the nodes into Level 1 (nodes in R1) and Level 2 (nodes in R2), (2) performs calculations based on the level of each node to select the CHs, and (3) broadcasts an \textit{Identify} packet to the nodes containing the CH IDs and the altitude of the node \((\text{Altitude})\) based on its location. The \textit{Identify} packet is shown in Fig. 3.6.

![Fig. 3.6 Format of \textit{Identify} packet.

A detailed description of the initialization stage (the CH selection process) is provided next.

3.3.3.1 CH Selection in R1

When the BS has received the required information from the nodes in R1, it selects a suitable fixed number \(K1\) of CHs. The selection of CHs is based on the initial energy \(E_0\), residual energy \(E_r\), energy consumption ratio \(ECR\), and net distance to the BS \(Net_{d\text{toBS}}\) of the node. \(Net_{d\text{toBS}}\) is calculated first as in Algorithm 1, \(ECR\) [108] is calculated as in Eq. 3.8, and the suitability as in Eq. 3.9:

\[
ECR(m) = \frac{E_0}{(E_0 - E_r)}, \quad (3.8)
\]

\[
\text{Suitability}(m) = \frac{E_r}{(ECR \times Net_{d\text{toBS}})}, \quad (3.9)
\]

Nodes with the highest suitability are selected as CHs and the BS broadcasts an \textit{Identify} message to the nodes in R1 containing the CH IDs and the altitudes of the nodes. Each node stores altitude values in the neighbor table and chooses the nearest CH as its CH. A setup round will only take place again if a CH broadcasts its
unsuitability to remain as a CH and designates the best existing node in the cluster to become the next CH. The next CHs are selected from within the cluster and thus there is no setup overhead at the beginning of a round.

Algorithm 1 Calculation of $Net_d$ to BS

\begin{algorithm}
\begin{algorithmic}
\For{$i = 1 : N$}
\For{$j = 1 : N$}
\State * Distance from node $i$ to other R1 nodes
\State $d(i,j) = \sqrt{(X_{node\ i} - X_{node\ j})^2 + (Y_{node\ i} - Y_{node\ j})^2}$;
\State $Dis(i) = Dis(i) + d(i,j)$;
\EndFor
\State * Distance from BS to node
\State $DBS(i) = \sqrt{(X_{node\ i} - X_{BS})^2 + (Y_{node\ i} - Y_{BS})^2}$;
\State * Net distance from BS to node
\State $Net_d$ to BS $(i) = DBS(i) + Dis(i)$;
\EndFor
\end{algorithmic}
\end{algorithm}

While the selection process is running in R1, a distributed CH selection based on T-cell positive selection takes place simultaneously in R2.

3.3.3.2 CH Selection in R2

Once they have been deployed, the nodes in R2 are designated as double negative ($D_N$). When the BS receives a \textit{REPLY} message from the nodes, it divides R2 into subregions (clusters) using Eq.3.10 below, calculates the Euclidean distances $d$ between the nodes and the BS as in Eq.3.11, and then sends an \textit{Identify} message to the superior (advanced and super) nodes only, changing their status to double positive (DP):

$$Clusters No. = \frac{Max_{R2} \text{ distance}}{Transm/2},$$

(3.10)

where $Max_{R2} \text{ distance}$ is the maximum distance between nodes in R2 and the BS, $Transm$ is the transmission range between a nodes and the BS for a distance $d$, and

$$d = \sqrt{(X_{BS} - X_{node})^2 + (Y_{BS} - Y_{node})^2},$$

(3.11)

where $(X_{BS}, Y_{BS})$ and $(X_{node}, Y_{node})$ are the coordinates of the BS and the sensor node, respectively.

When a CH node receives an \textit{Identify} message, it broadcasts a “Hello” message containing the ID and location of the CH, and waits for a join request from a cluster.
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member (CM) to finalize the cluster. The CM node decides the next hop according to the following equation, where node $i$ has a probability $P(i, j)$ of selecting node $j$ for its next hop:

$$P(i, j) = \begin{cases} 
\frac{H(i, j)}{\sum_{l \in NT(i) \& H(i, l) > 0} H(i, l)} & \text{if } j \in NT(i) \& H(i, j) > 0, \\
0 & \text{otherwise},
\end{cases} \tag{3.12}$$

where,

$$H(i, j) = \frac{\text{hopCount}(i, CH) - \text{hopCount}(j, CH)}{d(i, j)} \cdot E_r(j) \tag{3.13}$$

and

$$H(i, l) = \frac{\text{hopCount}(i, BS)}{d(i, BS)} \cdot E_r(i) \tag{3.14}$$

Where $d(i, j)$ is the Euclidean distance between node $i$ and node $j$, $NT(i)$ is the neighbor table of node $i$, and $E_r$ is the residual energy of node $j$.

When a CH node reaches a threshold energy $Th$, it broadcasts a "Compete" message to its associated CMs asking for their energy levels. The CH then hands over to the node with the next highest energy level, broadcasts the new ID and location of the CH to the CMs, and changes its status to $D_N$. A flowchart of the process of cluster setup in R1 and R2 is presented in Fig. 3.7.
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3.4 Performance Evaluation

In this section, the obtained results and a discussion is provided for the validation of the proposed algorithm (HRHP). To evaluate the performance of the proposed algorithm, a comparison has been done with the existing algorithms, namely LEACH, MGEAR, and SEP, in six different predefined scenarios in which there are two different cases with respect to node deployment which is N=100 and N=200 nodes. Location of the BS has two varieties in the scenarios: either in the upper middle far of the sensing area or at the right corner. Nodes are randomly distributed over selected areas of $(200 \times 200)$, $(300 \times 300)$, and $(500 \times 500)$ $m^2$.

All the reported results are obtained from an average of ten simulation runs and the comparison against other algorithms was in terms of: Stability period, Operational time, Network life time and Energy consumption.

- In **scenario 1**, the BS located in the upper middle far of $(200 \times 200)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.
- In **scenario 2**, the BS located in the upper middle far of $(300 \times 300)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.
- In **scenario 3**, the BS located in the upper middle far of $(500 \times 500)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.
- In **scenario 4**, the BS located in right corner of $(200 \times 200)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.
- In **scenario 5**, the BS located in right corner of $(300 \times 300)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.
- In **scenario 6**, the BS located in right corner of $(500 \times 500)$ $m^2$ area with two cases of node distribution $N = 100$ nodes and $N = 200$ nodes.

The main reason behind choosing these scenarios is to exploit the effects of BS location, network size and node density among the compared algorithms. The algorithms were tested through simulation using MatLab R2012b, simulation is used as a mean to evaluate the performance of the proposed approaches and test their correctness. Compared to actual system development and other testing methods, simulation is preferred for different reasons: First, simulation is cost-effective since it can be conducted before
any implementation is available. Second, it is time-efficient since it simulates years in minutes of computer time and can operate faster than actual systems. Third, it is helpful to obtain results for complex systems. Forth, simulation is safe. It avoids all kinds of danger. If a system performs very quickly in real life, simulation can be slowed down to study behavior more easily. Therefore, it offers a full control to the developer to carefully examine features of their interest. More importantly, simulation allows comparison of many alternative designs and rules of operation.

The metrics considered commonly to estimate the stability period, operational time, network lifetime, and energy consumption. The definitions of the measures that were used in this work are described below as follows:

- **Stability period**: the time interval from the start of operation of the network until First Node Dead (FND). This metric is important for the cases were the death of a single node is crucial and would effect the complete network function. However, in several applications and cases the death of a single node is not very important and the network can operate successfully after the first node dies.

- **Operational time**: is defined as the number of rounds for which 50% of the total nodes are active, Half Node Dead (HND). Which is useful when considering the coverage aspect of the network boundaries by WSN.

- **Network lifetime**: the time interval from the start of network operation until Last Node Dead (LND).

- **Network residual energy**: is the total remaining energy of nodes at certain time intervals of the total life time.

In the described scenarios, elected CHs and clusters are formed at the beginning of the network setup and only hand over to other CH when the current CH’s residual energy reaches a threshold, this will prevent extra energy wasted in selecting CH at each round as most of current algorithms do. Then each CM node sends 4000 bits of data to its CH.

Each elected CH aggregates the received packets with a defined ratio before transmitting to the BS. The aggregation ratio is set to 10% as employed in the protocols discussed in the literature. The rest of initial parameters are shown in Table 3.1.
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Table 3.1 Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial energy</td>
<td>$E_0 = 0.5\ J$</td>
</tr>
<tr>
<td>Probability to be CH ($P$)</td>
<td>0.1</td>
</tr>
<tr>
<td>Data aggregation energy cost</td>
<td>$EDA = 50\ nJ/bit$</td>
</tr>
<tr>
<td>Packet size</td>
<td>4000 bits</td>
</tr>
<tr>
<td>Transmitter/receiver electronics, $E_{elec}$</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Transmit amplifier, $\epsilon_{fs}$</td>
<td>10 pJ/bit/m$^2$</td>
</tr>
<tr>
<td>Transmit amplifier, $\epsilon_{amp}$</td>
<td>0.0013 pJ/bit/m$^4$</td>
</tr>
</tbody>
</table>

3.4.1 Scenario 1

In this scenario, the BS is located at the upper middle far of the network boundaries in the location (100, 210). The nodes are randomly deployed over the area of $(200 \times 200\ m^2)$ with two node density cases (100 and 200 nodes distribution). HRHP is compared to LEACH, MGEAR, and SEP protocols in terms of protocol stability (FND), operational time (HND), network life time (LND) and the network residual energy.

Table 3.2 shows the results obtained for FND, HND and LND from comparing HRHP to other protocols. HRHP has the highest round rate for nodes starting death (FND: at round 490 for 100 nodes) leading to longest stability period, (HND: at round 1281 for 100 nodes) meaning longer operational time and (LND: at round 5800 for 100 nodes) producing the longest life time among the protocols. HRHP stability period in terms of FND is extended compared with that of LEACH by an average of 48%, MGEAR by an average of 53% and SEP by an average of 26% with the different number of deployment. Improvement in operational time value in terms of HND is extended compared with that of LEACH by an average of 39%, MGEAR by an average of 14% and SEP by an average of 2% with the different number of deployment, i.e more balanced energy dissipation for the different number of nodes deployment.

Table 3.2 Network life time results obtained from scenario 1

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FND</th>
<th>HND</th>
<th>LND</th>
<th>FND</th>
<th>HND</th>
<th>LND</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH</td>
<td>322</td>
<td>830</td>
<td>1142</td>
<td>311</td>
<td>908</td>
<td>1364</td>
</tr>
<tr>
<td>HRHP</td>
<td>490</td>
<td>1281</td>
<td>5660</td>
<td>820</td>
<td>1575</td>
<td>5800</td>
</tr>
<tr>
<td>MGEAR</td>
<td>329</td>
<td>1154</td>
<td>2423</td>
<td>228</td>
<td>1303</td>
<td>2438</td>
</tr>
<tr>
<td>SEP</td>
<td>361</td>
<td>1241</td>
<td>4327</td>
<td>608</td>
<td>1558</td>
<td>5080</td>
</tr>
</tbody>
</table>
When increasing the number of nodes to 200, HRHP performance is increased by a percentage change of 67.35% for FND, which led to longer stability period compared to 100 nodes deployment case. HRHP also extended its operational time by 22.95% and for the network life time, it is increased by 2.47%. Moreover, in comparison with other protocols, HRHP has the longest network life in terms of LND when compared with the other protocols, HRHP network life time is extended compared with that of LEACH by an average of 78%, MGEAR by an average of 58% and SEP by an average of 50% with the different number of deployment. These results indicates that HRHP has better control with node distribution over (200 × 200 m²) area compared with other protocols.

The network residual energy is an important parameter to measure the performance of the protocols. Fig. 3.8 illustrates the total remaining energy depletion at certain average time percentage of the total network time. In both deployment cases, HRHP maintain the highest residual energy levels for the different times of network life. HRHP outperform other protocols over area (200 × 200 m²) in energy efficiency due to its suitable choice of cluster size and CHs as observed in Fig 3.8 for node deployment of 100 nodes (Fig. 3.8a) and with 200 nodes (Fig. 3.8b), in this figure the network residual energy is measured accordantly to the percentage of average network life time (represented by rounds).
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Fig. 3.8 Average residual network energy levels for scenario 1, $Area = 200 \times 200$

(a) Average residual network energy levels for $N = 100$.

(b) Average residual network energy levels for $N = 200$. 

Fig. 3.8 Average residual network energy levels for scenario 1, $Area = 200 \times 200$
3.4.2 Scenario 2

In this scenario, the sensing area is increased to \((300 \times 300 \text{ m}^2)\) with two node density cases (100 and 200 nodes distribution). The BS is located in the middle far of the network at (150, 310). Through increasing the sensing area to \((300 \times 300 \text{ m}^2)\) for 100 nodes, LEACH stability period decreases by a percentage change of 72.67%, MGER decreases by 78.42% and SEP by 39.89%, while HRHP stability period decreases by 42.45% compared to the first scenario. Although SEP scores less degradation in its stability change, its operational time shows a decrease of 46.66% which is higher than HRHP (45.28%). Furthermore, its network life time was only increased by a percentage change of 3.02%. While HRHP network life was increased by a of 12.45%. It is apparent from this that over the time, nodes using HRHP protocol lose its energy slower than other protocols and therefore having the maximum operational and network life time.

Table 3.3 shows the results obtained from comparing HRHP to other protocols. HRHP remains to have the highest indicators compared to other protocols when increasing the area of interest to \(300 \times 300 \text{ m}^2\) for both cases of nodes deployment. HRHP indicators for 100 nodes as follows: (FND: at round 282) leading to longest stability period, (HND: at round 701) meaning longer operational time and (LND: at round 5286) producing the longest life time among the protocols. HRHP performance improved for the same area when the number of nodes increased to 200 nodes, were (FND extended to round 479), (HND extended to round 1059) longer operational time, and (LND extended to round 5944) which is the longest network life time compared to other protocols.

Table 3.3 Network life time results obtained from scenario 2 with BS location (150,310)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FND</th>
<th>HND</th>
<th>LND</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH</td>
<td>88</td>
<td>487</td>
<td>1012</td>
<td>73</td>
</tr>
<tr>
<td>HRHP</td>
<td>282</td>
<td>701</td>
<td>5286</td>
<td>479</td>
</tr>
<tr>
<td>MGEAR</td>
<td>71</td>
<td>588</td>
<td>2488</td>
<td>68</td>
</tr>
<tr>
<td>SEP</td>
<td>217</td>
<td>662</td>
<td>4741</td>
<td>179</td>
</tr>
</tbody>
</table>

Comparing HRHP to other protocols, the stability period time in terms of FND is rapidly extended from LEACH by an average of 77%, MGEAR by an average of 80% and SEP by an average of 43% with the different number of deployment, which higher performance than the area \(300 \times 300 \text{ m}^2\). HRHP also show an improvement in the operational time value in terms of HND compared with that of LEACH by an
average of 41%, MGEAR by an average of 28% and SEP by an average of 8% with the different number of deployment, i.e more balanced energy dissipation for the different number of nodes deployment. Moreover, HRHP has the longest network life in terms of LND when compared with the other protocols. HRHP network life time is extended compared with that of LEACH by an average of 79%, MGEAR by an average of 47% and SEP by an average of 44% with the different number of deployment.

Fig 3.9 illustrates the results obtained for measuring the energy efficiency for the area of deployment with size ($300 \times 300 \, m^2$). Fig. 3.9a shows the results for 100 nodes deployment and Fig. 3.9b shows the results for 200 nodes. HRHP outperform other protocols in terms of residual energy levels as can be seen from the figures.
Fig. 3.9 Average residual network energy levels for scenario 2, Area = 300 × 300
3.4.3 Scenario 3

In this scenario, the network is extended to $(500 \times 500 \ m^2)$ with two node density cases (100 and 200 nodes distribution) and the BS is located at the upper middle far of the network boundaries $(250, 510)$. The simulation results for the two cases are given in Table 3.4.

Increasing the area to $500 \times 500 \ m^2$ increases the communication distances between the nodes and the BS due to the wide scattering of nodes. Therefore, the performance of the protocols decreases for different nodes deployment compared to the previous two scenarios. However, HRHP remains controlling the network having the highest network life time among the protocols as illustrated in Table 3.4.

Table 3.4 Network life time results obtained from scenario 3 with BS location (250,510)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results obtained for 100 nodes</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FND</td>
<td>HND</td>
</tr>
<tr>
<td>LEACH</td>
<td>12</td>
<td>82</td>
</tr>
<tr>
<td>HRHP</td>
<td>30</td>
<td>152</td>
</tr>
<tr>
<td>MGEAR</td>
<td>14</td>
<td>102</td>
</tr>
<tr>
<td>SEP</td>
<td>19</td>
<td>140</td>
</tr>
</tbody>
</table>

HRHP indicators for 100 nodes as follows: (FND: at round 30) which the highest compared to the other protocols, (HND: at round 152) longer operational time than the other protocols and (LND: at round 5218) the longest life time among the protocols and to be compared with the previous two cases it is almost the same performance. HRHP performance improved for the same area when the number of nodes increased to 200 nodes, were (FND extended to round 50), (HND extended to round 355) longer operational time, and (LND extended to round 5450) which is the longest network life time compared to other protocols. When the nodes number increases to 200, HRHP showed and increase improvement in the network stability by 66.67% which the highest compared to other protocols were: LEACH did not show any improvement, MGEAR had a decreased change in the network stability of 42.86% and SEP showed an increase of 52.63%.

The stability period time in terms of FND for HRHP is extended compared with that of LEACH by an average of 68%, MGEAR by an average of 69% and SEP by an average of 39% with the different number of deployment, which higher performance than the area $300 \times 300 \ m^2$. Furthermore, an improvement in operational time value in terms of HND is extended compared with that of LEACH by an average of 63%,
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MGear by an average of 55% and SEP by an average of 32% with the different number of deployment, i.e. more balanced energy dissipation for the different number of nodes deployment. Finally, HRHP has the longest network life in terms of LND when compared with the other protocols, HRHP network life time is extended compared with that of LEACH by an average of 89%, MGEAR by an average of 42% and SEP by an average of 46% with the different number of deployment.

In order to compare the remaining energy levels for the different time slots, Fig 3.10 illustrates the results obtained for measuring the energy efficiency for the area of deployment with size 500 × 500. Fig. 3.10a showing the results for 100 nodes deployment and Fig. 3.10b shows the results for 200 nodes. HRHP also outperform other protocols in terms of residual energy levels as can be seen from the figures.
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Fig. 3.10 Average residual network energy levels scenario 3, Area = $500 \times 500$
3.4.4 Scenario 4

In this scenario, the BS is located in the corner of the network boundaries and the nodes are randomly deployed over area of \((200 \times 200 \text{ m}^2)\) with two node density cases (100 and 200 nodes distribution). The main idea behind choosing this scenario is to exploit the effects of BS location, network size and node density among algorithms. HRHP performance is compared to LEACH, MGEAR, and SEP protocols in terms of protocol stability (FND), the operational time (HND) and in terms of network life time (LND). The simulation results for the two cases are given in Table 3.5.

Table 3.5 Network life time results obtained from scenario 4 with BS location (210,210)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results obtained for 100 nodes</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FND</td>
<td>HND</td>
</tr>
<tr>
<td>LEACH</td>
<td>196</td>
<td>510</td>
</tr>
<tr>
<td>HRHP</td>
<td>378</td>
<td>1201</td>
</tr>
<tr>
<td>MGEAR</td>
<td>55</td>
<td>1132</td>
</tr>
<tr>
<td>SEP</td>
<td>403</td>
<td>1172</td>
</tr>
</tbody>
</table>

Changing the BS location to the corner of the field affected the performance of HRHP in terms of stability period (FND) and operational time (HND), however, it did not affect the network life time (LND) for the case of 100 nodes. The stability period of HRHP stability period decreases by 22.86%, the operational time decreases by 6.25% and the overall network life time have an increase of 3.69% compared to scenario 1 for the same case. While for 200 nodes case, the stability period was changes by a percentage decrease of 49.15%, the operational time percentage change decreases by 15.87% while the overall network life time percentage change increases by 19.86%.

However, HRHP maintain better performance compared to the other protocols as can be seen from Table 3.5. HRHP nodes starting death (FND: at round 378 for 100 nodes) leading to longest stability period, (HND: at round 1201 for 100 nodes) meaning longer operational time and (LND: at round 5869 for 100 nodes) producing the longest life time among the protocols. HRHP performance improved for the same area when the number of nodes increased to 200 nodes, were (FND extended to round 417) which is around double the stability period, (HND extended to round 1325) longer operational time, and (LND extended to round 6952) indicating that HRHP has better control with node distribution over \((200 \times 200 \text{ m}^2)\) area.
From Table 3.5, when the number of nodes increases to 200, HRHP performance improved compared to 100 nodes deployment case for the stability period, operational time and the network life time. The stability period and the operational time increase by a percentage change of 10.32% and the network life time increases by a percentage change of 18.45%. From these results, HRHP improves its performance when the number of nodes in the field increases.

HRHP stability period time in terms of FND is extended compared to LEACH by an average of 57%, MGEAR by an average of 86% and SEP by an average of 7% with the different number of deployment. The operational time for HRHP in terms of HND is extended compared with that of LEACH by an average of 57%, MGEAR by an average of 4% and SEP by an average of 1% with the different number of deployment, i.e. more balanced energy dissipation for the different number of nodes deployment. Moreover, HRHP has the longest network life in terms of LND when compared with the other protocols, HRHP network life time is extended compared with that of LEACH by an average of 79%, MGEAR by an average of 62% and SEP by an average of 46% with the different number of deployment.

Fig. 3.11 shows the total remaining energy depletion at certain average time percentage of the total network time. In both deployment cases, HRHP maintain the highest residual residual energy levels for the different times of network life. HRHP outperform other protocols over area (200 × 200 m²) in energy efficiency due to its suitable choice of cluster size and CHs as observed in Fig 3.11 for node deployment of 100 nodes (Fig. 3.11a) and with 200 nodes (Fig. 3.11b), in this figure the network residual energy is measured accordantly to the percentage of average network life time (represented by rounds).
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(a) Average residual network energy levels for $N = 100$.

(b) Average residual network energy levels for $N = 200$.

Fig. 3.11 Average residual network energy levels scenario 4, $Area = 200 \times 200$
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3.4.5 Scenario 5

In this scenario, the BS is located in the corner of the network boundaries and nodes are randomly deployed over area of \((300 \times 300 \text{ m}^2)\) with two node density cases (100 and 200 nodes distribution). The simulation results for the two cases are given in Table 3.6.

Placing the BS in the corner for a \(300 \times 300 \text{ m}^2\) area further reduced the stability, operational time and network life time for HRHP in comparison with Scenario 2. The percentage change of the stability of the network has decreased by 57.8%, the operational time decreases by 46.08% and the life time has decreased by 8.49%. However, from the results in Table 3.6, HRHP performance is the best compared with other protocols.

Table 3.6 Network life time results obtained from scenario 5 with BS location (310,310)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results obtained for 100 nodes</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FND</td>
<td>HND</td>
</tr>
<tr>
<td>LEACH</td>
<td>37</td>
<td>201</td>
</tr>
<tr>
<td>HRHP</td>
<td>119</td>
<td>378</td>
</tr>
<tr>
<td>MGEAR</td>
<td>11</td>
<td>348</td>
</tr>
<tr>
<td>SEP</td>
<td>81</td>
<td>327</td>
</tr>
</tbody>
</table>

HRHP has the highest round rate for nodes starting death (FND: at round 119 for 100 nodes) leading to longest stability period, (HND: at round 378 for 100 nodes) meaning longer operational time and (LND: at round 4837 for 100 nodes) producing the longest life time among the protocols. HRHP performance improved for the same area when the number of nodes increased to 200 nodes, were (FND extended to round 180) which is around double the stability period, (HND extended to round 588) longer operational time, and (LND extended to round 6720) indicating that HRHP has better control with node distribution over \((300 \times 300 \text{ m}^2)\) area.

The stability period in terms of FND is extended in HRHP compared with LEACH by an average of 77%, MGEAR by an average of 92% and SEP by an average of 46% with the different number of deployment. The operational time in terms of HND is extended compared with LEACH by an average of 58%, MGEAR by an average of 11% and SEP by an average of 21% with the different number of deployment, i.e more balanced energy dissipation for the different number of nodes deployment. Moreover, HRHP has the longest network life in terms of LND when compared with the other protocols, HRHP network life time is extended compared with that of LEACH by an
average of 82%, MGEAR by an average of 61% and SEP by an average of 43% with the different number of deployment.

Furthermore, HRHP performance improved for the same settings when the number of the nodes increased to 200. Hence, the stability period percentage change increased by 51.26%, the operational time percentage change has an increase of 55.56% and the overall network time percentage change has an increase of 38.93%.

Fig. 3.12 depicted the total remaining energy depletion at certain average time percentage of the total network time. In both deployment cases, HRHP maintain the highest residual residual energy levels for the different times of network life. SEP protocol had unstable energy dissipation for 100 nodes as shown in Fig. 3.12a, while HRHP maintain a stable and smooth energy dissipation. The same for 200 nodes, although SEP started point with higher energy; however, it dissipate energy faster than HRHP (Fig. 3.12b).
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Fig. 3.12 Average residual network energy levels scenario 5, $Area = 300 \times 300$

(a) Average residual network energy levels for $N = 100$.

(b) Average residual network energy levels for $N = 200$. 
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3.4.6 Scenario 6

In this scenario, the BS is located in the corner of the network boundaries and nodes are randomly deployed over area of (500 × 500 m²) with two node density cases (100 and 200 nodes distribution).

The affect of changing of the BS location on HRHP was higher on the network with size 500 × 500 m², were the stability percentage change show a decrease of 53.33%, the operational time shows a decrease of 51.32% and the overall life shows a decrease of 56.25%, in comparison with the case of 100 nodes from scenario 3. Further, when compared to the case of 200 nodes deployment, HRHP shows a decrease of 62% for the stability period, a decrease of 64.51% for the operational time and decrease of 13.65% for the overall life time. Despite these results, when comparing the behaviours of HRHP with other protocols it shows better performance as can be seen from Table 3.7.

Table 3.7 Network life time results obtained from scenario 6 with BS location (510,510)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results obtained for 100 nodes</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEACH</td>
<td>2  40  575</td>
<td>2  31  828</td>
</tr>
<tr>
<td>HRHP</td>
<td>14 74  2283</td>
<td>19 126  4706</td>
</tr>
<tr>
<td>MGEAR</td>
<td>3  71  1150</td>
<td>3  35  417</td>
</tr>
<tr>
<td>SEP</td>
<td>3  70  2093</td>
<td>2  74  4703</td>
</tr>
</tbody>
</table>

HRHP has the highest round rate for nodes starting death (FND: at round 14 for 100 nodes) leading to longest stability period, (HND: at round 74 for 100 nodes) meaning longer operational time and (LND: at round 2283 for 100 nodes) producing the longest life time among the protocols. HRHP performance improved for the same area when the number of nodes increased to 200 nodes, were (FND extended to round 19) which is around double the stability period, (HND extended to round 126) longer operational time, and (LND extended to round 4706) indicating that HRHP also has better control with node distribution over (500 × 500 m²) area.

HRHP stability period time in terms of FND is extended compared with LEACH by an average of 61%, MGEAR by an average of 38% and SEP by an average of 23% with the different number of deployment. The operational time in terms of HND is also extended compared with LEACH by an average of 58%, MGEAR by an average of 11% and SEP by an average of 21% with the different number of deployment, i.e more balanced energy dissipation for the different number of nodes deployment. Moreover,
HRHP has the longest network life in terms of LND when compared with the other protocols. HRHP network life time is extended compared with LEACH by an average of 79%, MGEAR by an average of 70% and SEP by an average of 45% with the different number of deployment.

In addition, when the number of nodes increases to 200 HRHP performed better in terms of the stability period, the operational time and the network life time. HRHP shows and increase in the percentage change of 35.71% for the stability period. An increase of 70.27% for the operational time and an increase of 106.13% for the overall network life time.

Fig. 3.13 shows the total remaining energy depletion at certain average time percentage of the total network time. In both deployment cases, HRHP maintain the highest residual residual energy levels for the different times of network life. SEP protocol had unstable energy dissipation for 100 nodes as shown in Fig. 3.13a, while HRHP maintain a stable and smooth energy dissipation. The same for 200 nodes, although SEP started point with higher energy; however, it dissipate energy faster than HRHP (Fig. 3.13b).
(a) Average residual network energy levels for $N = 100$.

(b) Average residual network energy levels for $N = 200$.

Fig. 3.13 Average residual network energy levels scenario 6, Area = 500 × 500
3.5 Summary

Clustering is an important factor in developing efficient routing protocols to prolong the lifetime of wireless sensor networks, thus, a hybrid self-adaptive routing protocol (called HRHP) was proposed in this chapter for heterogeneous large-scaled WSNs.

HRHP divided the sensing area into two regions and combined centralized and deterministic clustering approaches for the selection of CHs depending on the network region. CHs selection was made based on several attributes, including the residual energy, the net distance from the base station, and the density of nodes. Moreover, A positive T-cell selection process was implemented to select the CHs. Positive selection ensures that cells expressing harmful or useless antigen receptors do not mature into active T-cells.

The performance of the proposed algorithm was tested in six different scenarios with different BS location, network size and node density. The algorithm significantly improved the stability period, extend the network life time and maintain the highest energy beyond that achieved by existing protocols including LEACH, MGEAR, and SEP. However, HRHP performed better when increasing the number of nodes to 200 regardless of the BS location and the network size, which desirable for IoT systems.

In the next chapter, we will introduce a multi level routing algorithm MLHP which seeks to extend the network life time with reducing energy consumption to the minimum.
Chapter 4

Multi Layer Hierarchical Routing Protocol (MLHP)

In this chapter, a multi-level hybrid clustering routing protocol algorithm (MLHP) for heterogeneous wireless sensor networks (WSNs) is presented. MLHP proposed several techniques to prolong the overall network life time and to fairly distribute the energy load among nodes. It logically divides the sensing area into three levels. A centralized selection is proposed for Level One, in which the base station (BS) plays a great role in selecting cluster heads (CHs) for the first round, then the next CH will be independently chosen among the cluster-members (CMs). In Level Two, CH selection is proposed based on the Grey Wolf Optimizer (GWO), were nodes select the best route to the BS for saving more energy. Herein, grey wolves represent the sensor nodes in Level Two and the prey is the CH. Finally, a distributed clustering based on a cost function is proposed for Level Three. The main idea target in MLHP is to minimize the communication distance to further prolong the network life time. The algorithm was evaluated through tests of a network’s energy efficiency, lifetime, and stability period.

The next section gives a brief introduction and section 4.1.1 provides an overview about the Grey Wolf Optimizer. Section 4.2 exhibits the details of the proposed MLHP algorithm, section 4.6 presents the performance results of the proposed algorithm and finally, section 4.8 summarizes the chapter.
4.1 Introduction

New infrastructure systems are connecting the world: systems such as smart grid, smart homes, smart water networks, and intelligent transportation. These systems are associated with a single concept, the internet of things, in which sensors are the key components, closely coupled with information and communication technologies; devices are interconnected to transmit useful information and control instructions via sensor networks [84]. WSNs can provide cheap, appropriate solutions for a range of applications from military to medical [82, 109].

Bio inspired metaheuristic algorithms are proposed by researchers as WSN routing becomes more challenging and complex, like Ant Colony Optimization (ACO) [110–112], Particle Swarm Optimization (PSO) [113][114], Artificial Bee Colony Optimization (ABC) [115][116], and Fuzzy Logic [117][118], are used to provide prolonged network lifetime for WSNs. Grey Wolf Optimizer algorithm (GWO) [119] is a new evolutionary optimizing algorithm that used for modest applications such as optimum feature subset selection [120], when compared with PSO and genetic algorithms showed better performance. Authors of [121] proposed improved version of GWO for training q-Gaussian Radial Basis Functional-Link nets neural networks and a competitive results were obtained comparing to other metaheuristic methods.

4.1.1 Grey Wolf Optimizer (GWO)

Bio-inspired metaheuristics have been efficient in solving problems and finding the best solution. GWO is a new bio-inspired metaheuristic introduced in 2014 by Mirjalili et al. [119] [122]. It is inspired by the social hierarchy and hunting behaviour of grey wolf packs. Wolves live in a hierarchical society of 5 to 12 members and can be categorized into four types: alpha (α) wolves are on top of the societal pyramid (Fig. 4.1); they are responsible for making hunting decisions, deciding where to sleep and when to wake up, etc.

α wolves can be male or female and are not necessarily the strongest but rather the best at finding possible prey locations. Beta (β) wolves are the α wolves’ consultants, and in the absence of α they take responsibility for the pack. Delta (δ) wolves are the last ones to eat and they play a devotee role. If a wolf does not belong to the
previous groups then it is an omega ($\omega$) wolf; $\omega$ wolves are responsible for protecting the boundaries and alerting the pack in case of emergency.

In the GWO algorithm illustrated in (Fig. 4.2) [119], the search starts with a population of wolves (solutions) randomly generated: $\alpha$ is the best solution, $\beta$ is the second-best solution, and $\delta$ is the third-best solution within the search space. During the hunting (optimization), the prey’s location (optimum) is estimated by the three best solutions through an iterative procedure. Each grey wolf’s position is denoted in a vector form $X = x_1 + x_2 + ... + x_n$, where $n$ is the search-space dimension. Search (hunting) is guided by the $\alpha$, $\beta$, and $\delta$ wolves, and the $\omega$ wolves follow. The hunting behaviour consists of three main stages: (1) Searching (Hunting), (2) encircling, and (3) attacking the prey.
Fig. 4.2 Grey Wolf Optimizer Flowchart.
4.1.1.1 Searching (Hunting) Prey

GWO hunting behaviour is led by the $\alpha$, $\beta$, and $\delta$ wolves because they have better knowledge of potential prey locations. Therefore, the three best solutions obtained so far are used by the $\omega$ to update their positions as fellows:

\[D_{\alpha} = |C_1.X_{\alpha} - X|\]
\[D_{\beta} = |C_2.X_{\beta} - X|\]
\[D_{\delta} = |C_3.X_{\delta} - X|\]  

(4.1)

Where $t$ indicates the current iteration, $X$ represents the position of the current solution, $X_{\alpha}$ shows the position of $\alpha$ wolf, $D_{\alpha}$ is the updated $\alpha$ position, $X_{\beta}$ shows the position of $\beta$ wolf, $D_{\beta}$ is the updated $\beta$ position, $X_{\delta}$ shows the position of $\delta$ wolf, and $D_{\delta}$ is the updated $\delta$ position.

After defining the distances, the final positions of the current solutions $X_1$, $X_2$, and $X_3$ are calculated as follows:

\[X_1 = X_{\alpha} - A_1.D_{\alpha}\]
\[X_2 = X_{\beta} - A_2.D_{\beta}\]
\[X_3 = X_{\delta} - A_3.D_{\delta}\]  

(4.2)

\[X^{t+1} = \frac{X_1 + X_2 + X_3}{3}\]  

(4.3)

where, $A_1, A_2, A_3$ are random vectors, and $t$ indicates the number of iterations.

4.1.1.2 Encircling Prey

Wolves update their positions imitating the encircling behaviour during the optimization, around $\alpha$, $\beta$, or $\delta$. The is mathematically modelled by the following equations:

\[D = |C.X_p^t - X^t|\]  

(4.4)

\[X^{t+1} = X_p^t + A.D\]  

(4.5)
where $t$ is the current iteration, $X_p$ is the prey position, and $X$ is the wolf’s position; $D$ is the distance between the position vector of the prey and a wolf and it is calculated in Eq. 4.4; $A$ and $C$ are coefficient vectors calculated in Eqs. 4.6 and 4.7, respectively:

$$A = 2d.r_1 - a$$  \hspace{1cm} (4.6)$$

$$C = 2d.r_2$$  \hspace{1cm} (4.7)$$

where the $a$ components are linearly decreased from 2 to 0 over the course of the iterations, and $r_1, r_2$ are random vectors in the range $[0,1]$.

### 4.1.1.3 Attacking Prey

Grey wolves diverge from each other when searching for prey (exploration) and converge when attacking prey (exploitation). A mathematical model of divergence uses $A$ with random values greater than 1 or less than $-1$ to oblige the search agent to diverge from the prey, allowing GWO to search globally. That is, $|A| > 1$ forces the grey wolves to diverge from the prey hoping to find better prey, while $|A| < 1$ forces the grey wolves to converge and attack the prey.

### 4.2 MLHP Initialization

This section describes the network model and the energy model of MLHP in details.

#### 4.2.1 Network Model in MLHP

Nodes that reside far from BS tend to lose their power more quickly due to the far distance communication between nodes and BS. Therefore, the network is logically divided into three equal rectangular spaces based on distance threshold $d_{th}$ to minimize the transmission distance. Level One is closest to the BS and Level Three is farthest away, Fig. 4.3.

MLHP considers a heterogeneous network with three stationary types of nodes in terms of their initial energy and their processing capabilities, $m_1$ nodes equipped with $\beta$ times more energy acting as advanced nodes and $m_2$ nodes equipped with $\alpha$ times
more energy acting as super nodes. The BS is stationary and located in the central upper area. Sensor nodes have a limited and irreplaceable battery. And, sensor nodes can aggregate the $l$ packets into a single packet. In order to keep total energy equivalent with other algorithms for comparison, the total number of nodes is calculated as in Eq. 3.1 in Chapter 3.

After the network is deployed, the BS asks the nodes for their location by broadcasting a message; it calculates the net distance of a particular node from other nodes and from the BS, $Net_{d_{toBS}}$, for every node, plus the maximum $Net_{d_{toBS}}$, then broadcasts back $(d_{node}, Net_{d_{toBS}}, D_{Max}, L)$ once, where $d_{node}$ is the node's distance from the BS, $D_{Max}$ is the maximum $Net_{d_{toBS}}$, and $L$ is the node's level, which is determined by the BS depending on the signal transmission.
4.2.2 Energy Model

The energy model used for this algorithm as previously explained in Chapter 3, section 3.3.2, Fig. 3.3, where the energy consumed to send a $k$-bit message over distance $d$ is

$$E_{TX}(k, d) = \begin{cases} 
    kE_{elec} + k\epsilon_f d^2, & d < d_0 \\
    kE_{elec} + k\epsilon_m d^4, & d > d_0
\end{cases} \quad (4.8)$$

In LEACH, the cluster formation was created to ensure that the expected number of clusters is $k$. However, the CH’s selection depends on the random number generated by the sensor node, and instability of the random number leads to instability of the number of sensor nodes. Calculation of the optimal cluster number ($k_{opt}$) gives an expected value that may differ greatly from the value in the real WSN. The proposed algorithm calculates an optimal number of clusters that guarantees a CH in every round for Level One nodes by calculating the real $k_{opt}$, thus ensuring that nodes in Level Two can forward data if no CH was found in Level Two.

4.3 Cluster Number Calculation

MLHP operates in rounds to minimize energy consumption and to evenly distribute energy load over the network. The proposed algorithm suggested several different approaches to improve the network performance and prolong the network life time, which is:

- **Optimal number of clusters in the network:** Finding the optimal number of CH’s is a key factor that has strong effect on both the life cycle and energy consumption of the network. Lacking suitable number of CH’s would cause either redundant selection to nodes or no CH selected, where both situations will lead to power lose.

- **Different CH selection strategies based on node’s level:** in the proposed scheme three selection techniques were proposed. A centralized CH selection based on node’s suitability for Level One, where nodes with the highest suitability make good candidates to be selected as CH. A probabilistic GWO-based CH selection for nodes in Level Two to fairly distribute energy load among nodes.
And, a distributed tree based CH selection is performed in Level Three based on a cost function.

The main reason behind the clustering technique is to reduce the energy consumption rate so that the life time of a wireless network extends. For the hierarchical topologies used in WSNs clustering, they are generally preferred to have a fixed \((K)\) number of sensor nodes working as CHs in each round of the collection process to equally balance the energy load and to save more energy.

### 4.3.1 Optimal number of CHs \((k_1)\) for Level One

In the proposed network, nodes are randomly deployed over the network area. Level One nodes \((m)\) are scattered near the BS over the area \((A = MØM/3)\) with \((d < d_0)\) which is set based on the distance threshold \((d_{th})\). Therefore, the energy dissipation to transmit an \(l\)-bit message in the Level One CH is

\[
E_{CH} = lE_{elec}(\frac{m}{k_1} - 1) + lE_{DA} \frac{m}{k_1} + lE_{elec} + l\epsilon_f s d_{toBS}^2
\]

where \(d_{toBS}\) is the distance from the CH node to BS, and a perfect data aggregation has been assumed:

\[
E_{non-CH} = lE_{elec} + l\epsilon_f s d_{toCH}^2
\]

Since nodes are equally distributed, we put \(d_{toCH}^2\) to \(E[d_{toCH}^2] = A/(2\pi k_1)\) and substitute into Eq. 4.10:

\[
E_{non-CH} = lE_{elec} + l\epsilon_f s \frac{A}{2\pi k_1}
\]

Now, the energy dissipated in a cluster in one frame is

\[
E_{Cluster} = l(E_{CH} + \frac{m}{k_1} E_{non-CH})
\]

and the total energy is

\[
E_{total} = k_1 E_{Cluster} = l(E_{elec} m + E_{DA} m + E_{elec} m + k_1 \epsilon_f s d_{toBS}^2 + \epsilon_f s \frac{A}{2\pi k_1} m)
\]

(4.13)
4.4 Cluster Heads Selection

To find the optimal number of clusters \( k_1 \), we equate Eq. 4.13 to zero and differentiate with respect to \( k_1 \):

\[
k_1 = \sqrt{\frac{m.A}{2\pi}} \cdot \frac{1}{d_{toBS}}
\]  

(4.14)

where \( m \) is the node number in Level One and the average distance from a CH to the BS is given by \([123]\) \( E[d_{toBS}] = 0.765 \times \frac{A}{2} \).

4.3.2 Optimal number of CHs (\( k_2 \)) for the rest of the network

As for the rest of the network (Level Two and Level Three), the same formula as in LEACH-C \([81]\) has been considered:

\[
k_2 = \sqrt{\frac{n}{2\pi}} \sqrt{\frac{\epsilon_{fs} M}{\epsilon_{mp} d_{toBS}^2}}
\]  

(4.15)

where \((n = N - m), M \) is the sensed area, and \( d_{toBS} = 0.765 \times \frac{M}{2} \).

Given \( n \) nodes in a network structured as in Fig. 1.7, the expected energy to send \( k \) bits from level 1 SNs to Level 2 CHs will be \([124]\):

\[
E_1 = kE_{elec} + k\epsilon_{fs}d_{toCH}^2
\]  

(4.16)

The researchers in \([124]\) left the multi-level as an open research issue and this is what we applied in CH Wolf.

4.4 Cluster Heads Selection

Improper cluster formation may results in overload for some CHs; this overload may degrade the performance of the entire network due to the high energy consumption of the CHs. Therefore, proper CH selection is the most important concern for clustering in WSNs and designing an energy efficient clustering algorithm is crucial issue and has many challenges. In this section, the selection of CHs is performed by proposing different strategies depending on the node’s level to minimize the energy consumption and enhance the performance of the network.
4.4.1 Centralized selection of CHs for Level One

In level One, the BS calculates the suitability of each node which represents the chance of the node to become CH. BS will only selects $K_1$ nodes with the highest suitability to be declared as CHs. As depicted in Eq. 4.17, the selection is based on the node’s location from the BS, the residual energy, and the energy consumption ratio.

$$Suitability(m) = \frac{E_r}{ECR \times Net_{dtoBS}}$$  \hspace{1cm} (4.17)

where $E_r$ is the node’s residual energy and $ECR = \frac{E_0}{E_0 - E_r}$ is the energy consumption ratio. And the net distance is calculated in Chapter 3, Algorithm 1. [108]

Nodes will be sent a control message from their BS stating the ID of the CHs, the CHs locations and the nodes suitability ratio, the nodes will send join requests to the nearest CH and form the cluster. This process takes place at the first round of the simulation only and when the current CH reaches a predefined energy threshold, an inner cluster decision to select the next CH among the cluster members will occur. By following this approach, nodes will save communication energy through communicating to their CH instead of with the BS to select the next CH, Fig.4.4 provides a detailed description to the CH selection procedure in Level One.
4.4 Cluster Heads Selection

4.4.2 Probabilistic GWO-based selection of CHs in Level Two

The proposed GWO implementation targets the randomly deployed stationary nodes in Level Two. It assumes \( m \) nodes that represent the CH search agents (wolves), \( (CH = CH_1, CH_2, ..., CH_m) \). In order to mimic the positions of the wolves in GWO,
and since changing the position of a static sensor node is not possible, the search agent’s position (candidate CH) is represented by $\overrightarrow{CH_i}$ in a two-dimensional space that represents the nodes’ positions ($Pos_i(t) = (x_i(t), y_i(t))$). The final solution is obtained by considering the nearest node to the best search agent position ($\alpha$ position). Algorithm 2 describes the Level Two GWO-based CH selection.

The CH selection is determined by a fitness function; in the GWO algorithm, the fitness function has the most important role in the searching-for-prey mechanism. The input for this function is the node’s characteristics, including its residual energy ($E_r$) and the number of neighbours; the output is a value expressing how fit the node is to become a CH.

$$f(CH_i) = p_1 |N(CH_i)| + p_2 \sum_{CH \in N(CH_i)} CH_E \quad p \in N(CH_i) \quad (4.18)$$

where $p_1$ and $p_2$ are random numbers in the range $[0,1]$, $N(CH_i)$ is the list of sensor neighbours for a particular $CH_i$, and $CH_E$ is the neighbour node’s residual energy.

The successful candidate is the one with the highest $f$, meaning the node with the highest residual energy and sufficient adjacent neighbours will declare itself as a CH. After the selection is completed, CHs will broadcast a $HELLO\_Msg$ including the CH identification and the CH distance from BS, see Fig. 4.5. Then CH waits for cluster members to join.

![Fig. 4.5 HELLO\_Msg.](image)

When the current $\alpha$ CH reaches an energy threshold, the next CH selection will be in that cluster and the next CH will be chosen from $\beta$ nodes. This process prevents energy loss in outer cluster communication if CH selection happens on a network level.

### 4.4.3 Distributed selection of CHs in Level Three

After receiving the $HELLO\_Msg$ from Level Two CHs, nodes in Level Three will start CH selection process, this may cause delay in the initialization phase of the algorithm however, it will guarantee a maximum life time for the entire network as result for shortening the communication distances.
Algorithm 2 GWO-based CH Selection

1: Input $\alpha$ and $\beta$ start locations $\triangleright$ for each round $r$
2: while $r < r_{\text{max}}$ do
3:   for each search agent $CH_i$ do
4:       Clone the nearest node to $CH_i$
5:       Compute fitness according to (Eq. 4.18)
6:       Update leader nodes $X_\alpha$, $X_\beta$, $X_\delta$, the best three search agents
7:       Calculate the coefficient vectors according to (4.6) and (4.7)
8:       Update wolves’ positions using (4.3)
9:   end for
10: end while
11: $CH_{ID} = \text{Nearest node to } \alpha \text{ obtained.}$

The criteria for selecting the $L3_{CHs}$ depends on the node’s distance from $L2_{CH}$ and the its energy. $L3_{node}$ calculates the approximate distance $d$ from each $L2_{CH}$ then build CH_Neighbour_Table as shown in Table 4.1 below.

<table>
<thead>
<tr>
<th>CH_Neighbour_ID</th>
<th>$d_{toBS}$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62</td>
<td>15</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

A successful CH candidate will have a minimum communication cost, and its residual energy will be greater than half $E_0$. None-CH nodes decide its parent within neighbours based on a cost function (Eq. 4.20), where the parent node selection criteria are:

1. The distance between the parent and the BS should be shorter than between itself and BS.

2. If the node can’t find a neighbour CH which satisfies criteria 1, it selects the nearest $L2_{CH}$ as its parent.

3. The process of tree constructing phase can be regarded as an iterative algorithm. Using energy level, MLHP chooses the $L3_{CH}$ with more residual energy to transmit data to $L2_{CH}$ if the sensor node cannot find a suitable parent node it will transmit its data directly to BS.
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Assume the current node is \( i \), the communication radius is \( R \), and the set of its \( \text{CH}_\text{Neighbours} \) is \( S \); then its parent node, \( P_{\text{arent}} \), is chosen by the following formula:

\[
P_{\text{arent}} = \begin{cases} 
BS, & \text{if } d(i, BS) < R \\
L2CH, & \text{if } \min\{\text{cost}(j) \mid j \in S \text{ and } d(j, BS) < d(i, BS)\}
\end{cases}
\] (4.19)

\[
\text{cost}(j) = \frac{P \times \text{Net}_{\text{dtoBS}}}{D_{\text{max}}} + ((1 - P) \times (E_0 - E_r))
\] (4.20)

Where, \( P \) is a probability factor chosen by CHs, \( \text{Net}_{\text{dtoBS}} \) is the net distance between the CH and BS and between itself and \( L2CH \), \( D_{\text{max}} \) is the maximum distance to BS, \( E_r \) is the residual energy and \( E_0 \) is the initial energy. The pseudocode for generating the parental tree is given in Algorithm 3.

Algorithm 3 Pseudocode for creating the tree

1: Sending \( HELLO\_Msg \) (CH_ID, \( d_{\text{toBS}} \))
2: On receiving a \( HELLO\_Msg \) from node \( j \) by node \( i \)
3: Add \( j \) to the \( \text{CH}_\text{Neighbour\_Table} \)
4: for \( i = 1 : N \) do
5: \hspace{1em} if \( \text{Node}.L == 3 \) \& \( \text{Node}.\text{Energy} > E_0/2 \) then
6: \hspace{2em} \text{Node}.\text{Live} = 1
7: \hspace{2em} \text{Node}.p = 0
8: \hspace{2em} \text{Node}.d = 0
9: \hspace{2em} \text{min}_\text{cost} = 1
10: \hspace{1em} for \( j = 1 : S(i) \) do
11: \hspace{2em} \hspace{1em} if \( \text{Node}(i).d_{\text{toBS}} < R \) then
12: \hspace{3em} \text{Node}(i).p = BS
13: \hspace{2em} \hspace{1em} else \text{Node}(i).d_{\text{toBS}} > \text{Node}(j).d_{\text{toBS}}
14: \hspace{3em} \hspace{1em} \text{cost} = P \times (\text{Net}_{\text{dtoBS}}/D_{\text{max}}) + ((1 - P) \times (E_0 - E_r))
15: \hspace{2em} \hspace{1em} \hspace{1em} if \text{cost} < \text{min}_\text{cost} then
16: \hspace{3em} \hspace{2em} \text{min}_\text{cost} = \text{cost}
17: \hspace{3em} \hspace{2em} \text{Node}(i).p = j
18: \hspace{3em} \hspace{2em} \text{Node}(i).d = d(i, j)
19: \hspace{2em} \hspace{1em} end if
20: \hspace{2em} end if
21: end for
22: end if
23: end for
4.5 Performance Evaluation

The motivation of designing MLHP is to further improve the network energy consumption and to extend the network life time than of HRHP (proposed in Chapter 3). In this section, MLHP is compared HRHP in terms of network stability (FND), operational time (HND), network life time (LND) and the total remaining energy. Two cases are conducted to test the performance of both protocols when changing the sensing area and the network density. The base station located in the middle far of the network and the heterogeneity parameters were set to ($\alpha = 2$ and $\beta = 1$) which will give fair testing environment:

- **Case1:** $Area = 100 \times 100 \ m^2$, the number of nodes $N = 100$ and $N = 200$.
- **Case2:** $Area = 200 \times 200 \ m^2$, the number of nodes $N = 100$ and $N = 200$.

MLHP reduces the communication distance by dividing the area into three levels and applies a tree-based CH selection for level 3. In the first level of the network, MLHP applies the same techniques used in HRHP, however, different CH selection technique is used for the remaining area. Which improved the performance of MLHP compared to HRHP. Examining the results obtained from case1, MLHP performance outperformed HRHP for the stability period by a percentage change of 78.03%, the operational time for MLHP is also increases by a percentage change of 74.06% and the network life was extended by a percentage change of 80.66%, as can be seen in Table 4.2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results obtained for 100 nodes</th>
<th>Results obtained for 200 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FND</td>
<td>HND</td>
</tr>
<tr>
<td>MLHP</td>
<td>1848</td>
<td>3490</td>
</tr>
<tr>
<td>HRHP</td>
<td>1038</td>
<td>2005</td>
</tr>
</tbody>
</table>

When increasing the number of nodes to 200, MLHP stability period increases compared to HRHP by a change of 25.58%, the operational time increases by a percentage change of 14.79% and the network life time increases by 26.92%.

Furthermore, MLHP has more energy balanced network compared to HRHP, MLHP successfully maintains higher energy levels for both node deployments. Fig. 4.6 shows the total remaining energy levels for a 100 nodes deployment and Fig. 4.7 shows the remaining energy for network deployment of 200 nodes.
Fig. 4.6 Total network remaining energy for $100 \times 100 \text{m}^2$ area and $N = 100$.

Fig. 4.7 Total network remaining energy for $100 \times 100 \text{m}^2$ area and $N = 200$.

Increasing the sensing area to $200 \times 200 \text{m}^2$ has affected the performance of both protocols in comparison with case1. However, MLHP remains to act better than HRHP.
For 100 nodes deployment, the stability period of MLHP increases by increase of 23.47%, the operational time increases by 2.62% and the network life time increases by 28.57%. In addition, when the number of nodes increases to 200, the stability period of MLHP increases by 12.2%, the operational time increases by 2.16% and the network life time increase by 43.07%. Table 4.3 presents the results obtained for case2.

Table 4.3 Case2: Network life time, Area= 200 × 200 m²

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FND</th>
<th>HND</th>
<th>LND</th>
<th>FND</th>
<th>HND</th>
<th>LND</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLHP</td>
<td>605</td>
<td>1212</td>
<td>7277</td>
<td>920</td>
<td>1609</td>
<td>8298</td>
</tr>
<tr>
<td>HRHP</td>
<td>490</td>
<td>1181</td>
<td>5660</td>
<td>820</td>
<td>1575</td>
<td>5800</td>
</tr>
</tbody>
</table>

The network remaining energy is further improved in MLHP when increasing the sensing area size. Fig. 4.8 presents the results for comparing the remaining energy for 100 nodes deployment and Fig. 4.9 shows the results obtained for 200 nodes deployment. The figures clearly show that MLHP performance in preserving the network energy is better than HRHP for both nodes deployment.

Fig. 4.8 Total network remaining energy for 200 × 200 m² area and N = 100.
MLHP has fulfilled its purpose in comparison with HRHP. Therefore, we wanted to test MLHP against other protocols. MLHP is compared with LEACH, DEEC and SEP protocols in terms of stability period, operational time, network life time and the network remaining energy. In the next section, the simulation parameters and the settings are explained in details.

4.6 Simulation Parameters and Settings

Simulation can be defined as a representation or imitation of a system in its realistic form. It is a powerful tool for the evaluation and analysis of a new system design, modifications to existing systems. Employing simulation to study system performance incorporates different advantages. In networking field, simulation has been widely used to evaluate network algorithms under different conditions, and to provide a critical understanding for their behaviours and characteristics. The main scenarios involve results for different assumptions simulation scenarios and analyses the most significant performance results in terms of network stability, life time, percentage of nodes survival, residual energy, and data packets sent to the BS. This section illustrate the design
and implementation of the simulation parameters and the scenarios for comparing the performance of HRHP to other reported protocols.

### 4.6.1 Simulation Parameters

To evaluate the performance of MLHP, three extensive simulation studies was conducted using MatLab R2012b and compared with the performance of best-known algorithms. All simulations were conducted in randomly generated, static networks with different number of nodes and monitoring area size. The metric performance used in simulation is based on the number of rounds in which the first node deployed its energy, half of nodes are active and when all nodes are inactive. A round is a time interval where all the Cluster Members (CMs) have to transmit their data to the associated Cluster Head (CH). To represent the heterogeneity of the network, three types of nodes are used with different initial energy as illustrated in Section 4.2.1. The common simulation parameters settings are listed in Table 4.4 and the performance indicators are defined below:

1. **Network Stability Period**: is the number of rounds lapsed from the start of the network operating till the energy of the First Node Dead (FND) is insufficient to transmit data. High value of FND indicates more balanced energy consumption among sensor nodes [125].

2. **Operational Time**: is defined as the number of rounds for which 50% of the total nodes are active, Half Node Dead (HND).

3. **Network Life Time**: referred to as the Last Node Dead (LND), which indicates the number of rounds after which all nodes in the network deployed their energy and no longer able to establish communication with other nodes.

4. **Energy Dissipation**: this parameter indicates the average energy dissipated by the network over the period of operating time.

5. **Packets Delivery**: which is the total data transmitted by CH’s and received by the BS.
Table 4.4 Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Energy ((E_0 \text{ Normal}))</td>
<td>0.5(J/\text{bit})</td>
</tr>
<tr>
<td>Cluster Head Probability ((P))</td>
<td>0.1</td>
</tr>
<tr>
<td>Data Aggregation Energy cost ((EDA))</td>
<td>5(nJ/\text{bit/signal})</td>
</tr>
<tr>
<td>Packet Size</td>
<td>4000 bits</td>
</tr>
<tr>
<td>Transmitter/ Receiver Electronics ((E_{elec}))</td>
<td>50(nJ/\text{bit})</td>
</tr>
<tr>
<td>Transmit amplifier ((\epsilon_{fs}))</td>
<td>10(pj/\text{bit/m}^2)</td>
</tr>
<tr>
<td>Transmit amplifier ((\epsilon_{mp}))</td>
<td>0.0013(pj/\text{bit/m}^4)</td>
</tr>
<tr>
<td>Fitness function probability ((p_1))</td>
<td>0.7</td>
</tr>
<tr>
<td>Fitness function probability ((p_2))</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### 4.6.2 Simulation Settings

In this work, the scenarios were designed to give proper indication on the algorithm performance in terms of heterogeneity awareness to extend the network lifetime and thus the network performance. Three main scenarios were set to measure the performance of the proposed algorithm. The stability of the algorithms as well network operational time were tested in scenario-I for small-scale and large-scale networks with the minimum heterogeneity and for different number of nodes (100, 300, and 500) as illustrated in Table 4.5, the performance of the protocols in terms of network lifetime, energy conception and packet delivery for small-scale networks is examined in scenario-II and the parameters are set accordingly as illustrated in Table. 4.6. Finally, the performance over large-scale networks in terms of network lifetime, energy conception and packet delivery is measured in scenario-III and the parameters settings are shown in Table. 4.7.
Table 4.5 Scenario-I Settings: Network Stability and Operational Time

<table>
<thead>
<tr>
<th>Case</th>
<th>Area</th>
<th>Nodes (N)</th>
<th>$\beta$</th>
<th>$\alpha$</th>
<th>$m$</th>
<th>$mo$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100 x 100 $m^2$</td>
<td>100 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>100 x 100 $m^2$</td>
<td>300 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>100 x 100 $m^2$</td>
<td>500 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>200 x 200 $m^2$</td>
<td>100 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>200 x 200 $m^2$</td>
<td>300 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>200 x 200 $m^2$</td>
<td>500 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 4.6 Scenario-II Settings: Heterogeneity over Small-Scale Network

<table>
<thead>
<tr>
<th>Case</th>
<th>Area</th>
<th>Nodes (N)</th>
<th>$\beta$</th>
<th>$\alpha$</th>
<th>$m$</th>
<th>$mo$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100 x 100 $m^2$</td>
<td>100 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>100 x 100 $m^2$</td>
<td>100 nodes</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>100 x 100 $m^2$</td>
<td>200 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>100 x 100 $m^2$</td>
<td>200 nodes</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 4.7 Scenario-III Settings: Heterogeneity over Large-Scale Network

<table>
<thead>
<tr>
<th>Case</th>
<th>Area</th>
<th>Nodes (N)</th>
<th>$\beta$</th>
<th>$\alpha$</th>
<th>$m$</th>
<th>$mo$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200 x 200 $m^2$</td>
<td>100 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>200 x 200 $m^2$</td>
<td>100 nodes</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>200 x 200 $m^2$</td>
<td>200 nodes</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>200 x 200 $m^2$</td>
<td>200 nodes</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

where, $m$ is the ratio of normal nodes, $mo$ is the ratio of advanced and super nodes combined, $\alpha$ is the percentage of energy for the super nodes, and $\beta$ is the percentage of energy for the advanced nodes.

The usage of these factors are explained in the following Example: in scenario-I, when the total number of nodes ($N = 100$) and $m = 0.5$, this means the ratio of normal nodes is 50%, therefore the network will have 50 normal nodes, the same ratio division applies to ($N = 300$ and $N = 500$). When $mo = 0.4$, then the number of advanced nodes ($N_a$) in the network can be calculate as:

$$N_a = N \times m \times (1 - mo)$$

$$= 30 \text{ nodes}$$

And the rest of the nodes are super nodes ($N - N_a \Rightarrow 50 - 30 = 20 \text{ nodes}$), now the initial energy of the advanced nodes is calculated as: $E_a = E_o \times (1 + \beta)$, meaning when
$\beta = 0.5$ that means there are 30 advanced nodes equipped with initial energy equals to 0.75 $J/\text{bit}$, and when $\alpha = 1$ that means there are 20 nodes equipped with initial energy equals to 1 $J/\text{bit}$. The same ratio settings apply for ($N = 200, 300, \text{and} 500$).

In scenario-II and scenario-III when $\beta = 1$, the initial energy of the advanced nodes equals to 1 $J/\text{bit}$ and when $\alpha = 2$ the initial energy of the super nodes equals to 1.5 $J/\text{bit}$. Which is the highest energy level allowed for the nodes, this will provide a clear vision for the algorithms behaviour under worst case scenarios when the heterogeneity of the network is low.

### 4.7 Simulation Results

In the first stages of the network setup, MLHP sets the number of CHs based on the Eq. 4.14, then selects the nodes with the highest suitability using Eq. 4.17 for Level One. In Level Two, the selection is made based on the proposed fitness function (Eq.4.18) which guarantee the selection of the best fitted nodes. Lastly, it reduces the communication distance in Level Three by selecting the nearest CH in Level Two to act as the parent of Level Three CH based on the cost function which is proposed in Eq. 4.20. Three main scenarios were set in Table 4.7 to compare the performance of MLHP against three known protocols namely LEACH, DEEC and SEP.

In this section, the evaluation performance of MLHP and the simulation results are presented. Each result represents an average of 30 simulation runs to provide accurate results. The first set of results investigate the network stability and the operational time in small-scale and large-scale networks (Section 4.7.1). Section 4.7.2 presents the results obtained to find the affect of changing the network heterogeneity in small-scale networks. Finally, Section 4.7.3 display the results collected to find the affect of changing the network heterogeneity in large-scale networks.

#### 4.7.1 Network Stability and Operational Time

In order to test the algorithms’ behaviour over a scaled network deployed with different node density (100, 300, and 500 nodes) and low heterogeneity parameters ($\alpha = 1$ and $\beta = 0.5$), the stability of the network and the network operational time are evaluated for two different areas ($100 \times 100 \text{ m}^2$ and $200 \times 200 \text{ m}^2$). The obtained results are illustrated in Table 4.8 and Table 4.9 respectively.
In Table 4.8, for a small network area (100 × 100 m²) deployed with 100 nodes, MLHP first node has lost its activity in round 1213, LEACH in round 955, DEEC in round 1205, and SEP in round 1019. This indicates that MLHP had the longest network stability, which will give the systems that are implemented in a small area more stable environment to operate. When the number of nodes increases to 300, the stability time percentage change for MLHP increases by 12.7%, LEACH by 1.99% and SEP by 16.58% while DEEC decreases by 2.66%. Further, when the deployment of the nodes increases to 500 nodes, the stability time percentage change for MLHP increases by 18.47% and SEP by 20.22% while LEACH decreases by 1.57% and DEEC further decreases by 5.39%. MLHP and SEP took the advantage of choosing CHs that can support the network which made them maintain higher increase stability regardless of the network density for small scaled networks.

However, when we examine the operational time represented by Table 4.9, we can see that MLHP HND took place at round 2765 for 100 × 100 m² area deployed with 100 nodes, and SEP in round 1753 which represents an increased percentage change by 36.6% for MLHP over SEP. When the same area is deployed by 300 nodes, MLHP percentage change increased by 15.19% while SEP only increases by 0.74%. The same improvement is noticed when deploying the area with 500 nodes, MLHP shows an increased percentage change by 37.03% and SEP by 1.08%. MLHP scored better performance because it consider the characteristics of the nodes when selecting a CH, which include the node’s location in the network, the node’s distance from the BS and the node’s residual energy. Therefore, when we increased the number of nodes, MLHP had more range of nodes to select from, which is important for IoT applications were there will be billions of nodes connected together.

Moreover, MLHP keeps the communication distance to the minimum when considering a CH. Therefore, when the sensing area increases to 200 × 200 m², MLHP successfully preserve the highest stability period. For an area deployed with 100 nodes, MLHP percentage change increased by 16.53%, while LEACH by 0.34%, DEEC by 15.12% and SEP by 4.01%. Furthermore, for deployment of 500 nodes, stability period percentage change increased in MLHP by 6.62%, LEACH by 0.68%, DEEC by 8.54% and SEP by 1.34%. This will reflect on the operational time for HND (Table 4.9) were MLHP had the highest improvement for operational time, which will guarantee that the system operates MLHP have longer time to collect more data from the field. The operational time percentage change has increased for MLHP by 49.34% for a network deployed with 300 nodes and 43.65% for a network deployed with 500 nodes.
For LEACH an increase of 13.07% for 300 nodes and increase of 11.7% for 500 nodes. DEEC showed an increase of 25.6% for 300 nodes and 25.16% for 500 nodes. Finally, SEP showed an increase of 19.51% for 300 nodes and 11.67% for 500 nodes.

As a result, MLHP successfully preserves good stability period and the longest operational time for both small-scale and large-scale area networks, regardless the nodes number and for minimum heterogeneity. It also has the longest operational time for both areas, which means that MLHP has more balanced network.
### Table 4.8 Network Stability: Average number of communication rounds at which the first node in the network dies for small-scale and large-scale networks with different node density.

<table>
<thead>
<tr>
<th>Protocols</th>
<th><strong>100 Sensor nodes</strong></th>
<th><strong>300 Sensor nodes</strong></th>
<th><strong>500 Sensor nodes</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 × 100 m²</td>
<td>200 × 200 m²</td>
<td>100 × 100 m²</td>
</tr>
<tr>
<td>MLHP</td>
<td>1213</td>
<td>484</td>
<td>1367</td>
</tr>
<tr>
<td>LEACH</td>
<td>955</td>
<td>295</td>
<td>974</td>
</tr>
<tr>
<td>DEEC</td>
<td>1205</td>
<td>480</td>
<td>1173</td>
</tr>
<tr>
<td>SEP</td>
<td>1019</td>
<td>449</td>
<td>1188</td>
</tr>
</tbody>
</table>

### Table 4.9 Network Operational Time: Average number of communication rounds at which half of nodes in the network dies for small-scale and large-scale networks with different node density.

<table>
<thead>
<tr>
<th>Protocols</th>
<th><strong>100 Sensor nodes</strong></th>
<th><strong>300 Sensor nodes</strong></th>
<th><strong>500 Sensor nodes</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 × 100 m²</td>
<td>200 × 200 m²</td>
<td>100 × 100 m²</td>
</tr>
<tr>
<td>MLHP</td>
<td>2765</td>
<td>1212</td>
<td>3185</td>
</tr>
<tr>
<td>LEACH</td>
<td>1130</td>
<td>658</td>
<td>1153</td>
</tr>
<tr>
<td>DEEC</td>
<td>1820</td>
<td>1178</td>
<td>1778</td>
</tr>
<tr>
<td>SEP</td>
<td>1753</td>
<td>1174</td>
<td>1740</td>
</tr>
</tbody>
</table>
4.7.2 Heterogeneity over Small-Scaled Networks

MLHP had high stability period and the longest operational times for a small-scale network sized 100 × 100 m², for different node intensities (100, 300 and 500) with the minimum heterogeneity parameters (α = 1 and β = 0.5).

In this section, the results obtained in order to find the affect on the performance of MLHP when increasing the heterogeneity parameters. The performance of MLHP is compared to LEACH, DEEC and SEP in terms of network life time, network residual energy and the number of packets delivered to the BS.

4.7.2.1 Network Life Time

The majority of the literature compare the network lifetime in terms of last dead node (LND) only, which may not give a full indication on the performance of the algorithms and the ratio of the active nodes during different life time stages. In the presented results for this scenario, a time slots are set to provide a better image for the number of active nodes during the life time of the network.

Case1: When the network was deployed with 100 nodes with low heterogeneity parameters (α = 1) and (β = 0.5).

Fig. 4.10 illustrates the average communication rounds at which a certain nodes percentage death happen, which is presented by the x-axis. When comparing the nodes’ death point of MLHP with those of LEACH and SEP, MLHP nodes died later for the entire life time points. MLHP 10% of nodes died at round 1463, LEACH at round 1025 and SEP at round 1230. However, when comparing with DEEC (at round 1472), the 10% death of MLHP happened slightly before that of DEEC because MLHP had more active nodes at the first rounds. While when comparing the remaining time slots, we can see that MLHP had slower death than DEEC which means that MLHP adjust its selection of CHs to preserve the number of active nodes. The improvement percentage of MLHP over all compared algorithms is presented in Table 4.10.
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Fig. 4.10 Network lifetime for small-scale network, \( N = 100, \alpha = 1, \beta = 0.5 \).

Table 4.10 Average life time percentage improvement over other protocols for small-scale network (\( N = 100, \alpha = 1, \beta = 0.5 \)).

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>43%</td>
<td>-1%</td>
<td>19%</td>
</tr>
<tr>
<td>20%</td>
<td>72%</td>
<td>17%</td>
<td>33%</td>
</tr>
<tr>
<td>30%</td>
<td>88%</td>
<td>26%</td>
<td>41%</td>
</tr>
<tr>
<td>40%</td>
<td>93%</td>
<td>25%</td>
<td>38%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>113%</td>
<td>32%</td>
<td>37%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>80%</td>
<td>20%</td>
<td>58%</td>
</tr>
</tbody>
</table>

Case2: When increasing the heterogeneity parameters \( (\alpha = 2) \) and \( (\beta = 1) \) for 100 nodes.

Fig. 4.11 presents the results obtained for the case2. MLHP life time extended rapidly to reach round 9353 (for LND) compared to other protocols. LEACH network stopped working early at round 2108 which is even less than the first case, this is
due to LEACH does not consider the heterogeneity of the network, instead it assigns random CHs in the network. Network life time in SEP ended at round 6236 and DEEC at round 8276. Table 4.11 presents the average percentage improvement for MLHP compared to other protocols.

Fig. 4.11 Network lifetime for small-scale network, $N = 100$, $\alpha = 2$, $\beta = 1$.

Table 4.11 Average life time percentage improvement over other protocols for small-scale network ($N = 100$, $\alpha = 2$, $\beta = 1$)

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>77%</td>
<td>31%</td>
<td>23%</td>
</tr>
<tr>
<td>20%</td>
<td>90%</td>
<td>38%</td>
<td>38%</td>
</tr>
<tr>
<td>30%</td>
<td>113%</td>
<td>40%</td>
<td>47%</td>
</tr>
<tr>
<td>40%</td>
<td>165%</td>
<td>40%</td>
<td>58%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>231%</td>
<td>62%</td>
<td>85%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>341%</td>
<td>13%</td>
<td>50%</td>
</tr>
</tbody>
</table>
Therefore, when increasing the heterogeneity parameters, the performance of MLHP increases compared to case1. For 10% death point, MLHP improved by a percentage change of 26.32% which indicates better network stability. For 50% death point, MLHP improved by an increase of 45.05% which is longer operational time. As for the entire network life (LND), MLHP increased its performance by 46.39%. This behaviour showed that when increasing the heterogeneity, the performance of MLHP increases, which is expected and wanted when applying IoT systems.

**Case3: When increasing the number of nodes to 200 with low heterogeneity parameters \((\alpha = 1) \text{ and } (\beta = 0.5)\).**

This case was set to find the affect when increasing the network intensity in regards with changing the network heterogeneity. Fig. 4.12 illustrates the results obtained for the case of low heterogeneity \((\alpha = 1 \text{ and } \beta = 0.5)\). When increasing the number of nodes to 200, MLHP 10% death point increased compared to case1 by 25.22%, for 50% death point increased by 56.61% and an increase by 45.59% for LND. Based on these results, MLHP improved its performance by having longer network stability, operational time and overall network life time.

When comparing MLHP performance to other protocols, MLHP outperformed them in terms of network stability, operational time (HND) and life time (LND) as illustrated in Fig. 4.12. The average life time percentage improvement of MLHP over the compared algorithms is presented in Tables 4.12.

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>75%</td>
<td>27%</td>
<td>19%</td>
</tr>
<tr>
<td>20%</td>
<td>87%</td>
<td>30%</td>
<td>27%</td>
</tr>
<tr>
<td>30%</td>
<td>109%</td>
<td>34%</td>
<td>40%</td>
</tr>
<tr>
<td>40%</td>
<td>162%</td>
<td>47%</td>
<td>71%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>228%</td>
<td>69%</td>
<td>94%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>403%</td>
<td>10%</td>
<td>57%</td>
</tr>
</tbody>
</table>
Multi Layer Hierarchical Routing Protocol (MLHP)

Case 4: When increasing the number of nodes to 200 with higher heterogeneity parameters ($\alpha = 2$) and ($\beta = 1$).

When increasing the heterogeneity of the network, MLHP showed a decreased percentage change for 10% death point compared to case 2 by 1.89%, and increase for the HND by 4.27% and by 0.56% for the network life time. This is due to larger number of nodes deployed over small-scale network, which will shorten the distances between nodes and the BS. Therefore, more nodes to be treated as best nodes in Level Two and this means larger number of working CHs in the first rounds. However, after 30% of nodes death point, MLHP shows better control and longer life time.

Comparing MLHP to the other protocols, MLHP have outperformed other protocols in terms of stability, operational time and network life time as shown in Fig. 4.13. Table 4.13 provides the average life time percentage improvement of MLHP over the compared algorithms.

Fig. 4.12 Network lifetime for small-scale network, $N = 200$, $\alpha = 1$, $\beta = 0.5$.
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Fig. 4.13 Network lifetime for small-scale network, $N = 200$, $\alpha = 2$, $\beta = 1$.

Table 4.13 Average life time percentage improvement over other protocols for small-scale network ($N = 200$, $\alpha = 2$, $\beta = 1$)

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>70%</td>
<td>2%</td>
<td>-10%</td>
</tr>
<tr>
<td>20%</td>
<td>98%</td>
<td>1%</td>
<td>-6%</td>
</tr>
<tr>
<td>30%</td>
<td>98%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>40%</td>
<td>125%</td>
<td>11%</td>
<td>8%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>214%</td>
<td>50%</td>
<td>60%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>431%</td>
<td>26%</td>
<td>48%</td>
</tr>
</tbody>
</table>

4.7.2.2 Energy Consumption

Fig. 4.14 through Fig. 4.17 show the per-round energy consumption of the four cases mentioned in the previous section. In all different cases, MLHP has a higher level of remaining energy in the network compared to LEACH, DEEC and SEP during the
Multi Layer Hierarchical Routing Protocol (MLHP) operational time after (HND) and through the end of life time (LND). MLHP preserved the network energy by reducing the communication distances between the nodes and the BS, it also reserve the energy through the selection of CHs which guarantees only the best nodes to be selected.

Fig. 4.14 Case1: Total residual energy, \( N = 100, \alpha = 1, \beta = 0.5 \).

Fig. 4.15 Case2: Total residual energy, \( N = 100, \alpha = 2, \beta = 1 \).
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Fig. 4.16 Case3: Total residual energy, $N = 200$, $\alpha = 1$, $\beta = 0.5$.

Fig. 4.17 Case4: Total residual energy, $N = 200$, $\alpha = 2$, $\beta = 1$.

4.7.2.3 Packet Delivery

Packet delivery ratio to BS is another metric considered in the evaluation of the proposed MLHP. Fig. 4.18 shows the average accumulative number of data packets sent to the BS for the different cases. In all the different cases, MLHP has longer life time and thus longer time to detect and sent packets (data) to the BS therefore the ratio of packets sent by MLHP algorithm is greater than for the compared algorithms.
Fig. 4.18 The total number of packets sent to the BS for small-scale area with heterogeneity: (a) \((\alpha = 1 \text{ and } \beta = 0.5)\) for 100 nodes. (b) \((\alpha = 2 \text{ and } \beta = 1)\) for 100 nodes. (c) \((\alpha = 1 \text{ and } \beta = 0.5)\) for 200 nodes. (d) \((\alpha = 2 \text{ and } \beta = 1)\) for 200 nodes.
4.7.3 Heterogeneity over Large-Scaled Networks

In this section, the results obtained in order to find the affect on the performance of MLHP when increasing the heterogeneity parameters for an area of $200 \times 200 \text{ m}^2$. The performance of MLHP is compared to LEACH, DEEC and SEP in terms of network life time, network residual energy and the number of packets delivered to the BS.

4.7.3.1 Network Life Time

Case1: When the network was deployed with 100 nodes with low heterogeneity parameters ($\alpha = 1$ and $\beta = 0.5$).

For a larger area deployed with 100 nodes and low heterogeneity, MLHP performed better than LEACH during the nodes death time points. When MLHP compared to DEEC and SEP, the nodes started to die earlier until 40% death point. However, MLHP succeeded to have the longest operational time (HND) and longer network life time (LND). Compared to other protocols’ LND, LEACH network stop functioning at the round 1259, DEEC at round 4496 and SEP at round 4240.

Fig. 4.19 shows the results for case1, the average communication rounds at which a certain nodes percentage die is represented by the x-axis. The percentage improvement of MLHP over all compared algorithms is presented in Table 4.14.

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>35%</td>
<td>-22%</td>
<td>-17%</td>
</tr>
<tr>
<td>20%</td>
<td>23%</td>
<td>-22%</td>
<td>-25%</td>
</tr>
<tr>
<td>30%</td>
<td>37%</td>
<td>-16%</td>
<td>-24%</td>
</tr>
<tr>
<td>40% (HND)</td>
<td>67%</td>
<td>0%</td>
<td>-2%</td>
</tr>
<tr>
<td>50% (LND)</td>
<td>84%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>283%</td>
<td>7%</td>
<td>14%</td>
</tr>
</tbody>
</table>
Case 2: When the network was deployed with 100 nodes with higher heterogeneity parameters (\(\alpha = 2\) and \(\beta = 1\)).

By increasing the heterogeneity factors to \((\alpha = 2 \text{ and } \beta = 1)\) for 100 nodes, MLHP performance is enhanced as shown in Fig. 4.20. The life time was extended to reach round 7277 (LND) which is the highest compared to other protocols. LEACH network LND at round 1370, DEEC LND at round 6798 and SEP life time ended at round 4907. Table 4.15 presents the average percentage improvement for MLHP compared to other protocols.

Comparing the performance of MLHP to case 1 for the 10% death point, MLHP increased its performance by a percentage change of 5.4%. It also increased the network life time by 51.1%. This behaviour is expected since MLHP take the advantage of the network heterogeneity in selecting the CHs in the network which make it more effective for large-scaled networks with small nodes density.
Fig. 4.20 Network lifetime for large-scale network, $N = 100$, $\alpha = 2$, $\beta = 1$.

Table 4.15 Average life time percentage improvement over other protocols for large-scale network ($N = 100$, $\alpha = 2$, $\beta = 1$)

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>68%</td>
<td>-6%</td>
<td>20%</td>
</tr>
<tr>
<td>20%</td>
<td>155%</td>
<td>37%</td>
<td>80%</td>
</tr>
<tr>
<td>30%</td>
<td>230%</td>
<td>75%</td>
<td>128%</td>
</tr>
<tr>
<td>40%</td>
<td>303%</td>
<td>117%</td>
<td>167%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>364%</td>
<td>154%</td>
<td>183%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>366%</td>
<td>8%</td>
<td>95%</td>
</tr>
</tbody>
</table>

Case 3: When increasing the number of nodes to 200 with low heterogeneity parameters ($\alpha = 1$) and ($\beta = 0.5$).

MLHP performs better when there are larger number of nodes deployed in the sensing field, which is the aim of designing this protocol, in order to offer the systems with tense nodes and operating on a large-scaled areas better choice. MLHP showed
an increase of 19.51% for network stability, 34.57% increase in terms of operational time and an overall network life time has a percentage increase of 3.32%. Fig. 4.21 illustrates the results obtained for comparing MLHP to the other protocols. MLHP has the maximum life time among all protocols. The percentage improvement of MLHP over the other protocols are presented in Table 4.16.

![Network lifetime for large-scale network, N = 200, α = 1, β = 0.5.](image)

**Table 4.16** Average life time percentage improvement over other protocols for large-scale network (N = 200, α = 1, β = 0.5)

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>117%</td>
<td>7%</td>
<td>54%</td>
</tr>
<tr>
<td>20%</td>
<td>137%</td>
<td>17%</td>
<td>63%</td>
</tr>
<tr>
<td>30%</td>
<td>128%</td>
<td>13%</td>
<td>52%</td>
</tr>
<tr>
<td>40%</td>
<td>127%</td>
<td>13%</td>
<td>41%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>167%</td>
<td>38%</td>
<td>59%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>338%</td>
<td>46%</td>
<td>52%</td>
</tr>
</tbody>
</table>
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Case 4: When increasing the number of nodes to 200 with higher heterogeneity parameters ($\alpha = 2$) and ($\beta = 1$).

Increasing the number of nodes improved the performance of MLHP compared to that of 100 nodes by a percentage change of 10.25% for the 10% death point, an increase of 32.76% for the operational time and 14.03% percentage change increase for the network life time. Moreover, comparing MLHP to other protocols MLHP performed better than other protocols when the number of nodes increases in a large scaled network, as illustrated in Fig. 4.22. As evident from the results shown in the previous cases, The percentage improvement of MLHP over the other protocols are presented in Table 4.17.

![Fig. 4.22 Network lifetime for large-scale network, $N = 200$, $\alpha = 2$, $\beta = 1$.](image-url)
Table 4.17 Average life time percentage improvement over other protocols for large-scale network ($N = 200$, $\alpha = 2$, $\beta = 1$)

<table>
<thead>
<tr>
<th>Percentage of dead nodes</th>
<th>Improvement over LEACH</th>
<th>Improvement over DEEC</th>
<th>Improvement over SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>166%</td>
<td>16%</td>
<td>129%</td>
</tr>
<tr>
<td>20%</td>
<td>199%</td>
<td>30%</td>
<td>80%</td>
</tr>
<tr>
<td>30%</td>
<td>192%</td>
<td>34%</td>
<td>81%</td>
</tr>
<tr>
<td>40%</td>
<td>232%</td>
<td>52%</td>
<td>80%</td>
</tr>
<tr>
<td>50% (HND)</td>
<td>263%</td>
<td>72%</td>
<td>97%</td>
</tr>
<tr>
<td>100% (LND)</td>
<td>485%</td>
<td>1%</td>
<td>95%</td>
</tr>
</tbody>
</table>

4.7.3.2 Energy Consumption

Fig. 4.23 through Fig. 4.26 show the per-round energy consumption of the network with different node deployment with different heterogeneity factors. As can be seen from the figures, MLHP has a higher level of remaining energy in the network compared to LEACH, DEEC and SEP during the operational time after (HND) and through the end of life time (LND). However, for the stability time when the number of nodes is 100 with low heterogeneity, HRHP had less remaining energy compared to the other. This is because not all the nodes are active in MLHP to preserve the energy for the longer time. While when increasing the heterogeneity parameters or the number of nodes, MLHP preserved higher energy levels compared to the other protocols. Which prove that MLHP works better when the network has more variety of nodes or when the network has large node density.
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Fig. 4.23 Total residual energy, $N = 100$, $\alpha = 1$, $\beta = 0.5$.

Fig. 4.24 Total residual energy, $N = 100$, $\alpha = 1$, $\beta = 2$. 
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Fig. 4.25 Total residual energy, $N = 200$, $\alpha = 1$, $\beta = 0.5$.

Fig. 4.26 Total residual energy, $N = 200$, $\alpha = 1$, $\beta = 2$. 
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4.7.3.3 Packet Delivery

Packet delivery ratio to BS is the last metric considered in the evaluation of the proposed MLHP. Fig. 4.27 shows the average accumulative ratio of data packets sent to the BS for the different cases. In all the different cases, MLHP has longer life time and thus longer time to detect and sent packets (data) to the BS therefore the ratio of packets sent by MLHP algorithm is greater than for the compared algorithms.

(a)

(b)

(c)

(d)

Fig. 4.27 The total number packets sent to the BS for large-scale area with heterogeneity: (a) ($\alpha = 1$ and $\beta = 0.5$) for 100 nodes. (b) ($\alpha = 2$ and $\beta = 1$) for 100 nodes. (c) ($\alpha = 1$ and $\beta = 0.5$) for 200 nodes. (d) ($\alpha = 2$ and $\beta = 1$) for 200 nodes.
4.8 Summary

In this chapter, a multi level algorithm (called MLHP) was presented for the use in heterogeneous wireless sensor networks. It combines the advantages of clustering in hierarchical and tree-based routing techniques with the metaheuristic technique, it takes the power of centralized as well distributed cluster-heads (CH) selection. The key idea in MLHP is to keep a low transmission distances between CH and the BS and among the cluster-members and their associated CH. The algorithm significantly extends the network lifetime, network stability beyond that achieved with existing protocols and kept energy consumption to the minimum.

The performance of the algorithm was tested in three different scenarios. The first scenario presented the stability of the network for two sizes networks deployed with different number of nodes with the minimal heterogeneity. The results showed that MLHP has the highest stability period for FND and HND for both small-scale and large-scale area networks with different node density, which means that MLHP has more balanced network by having the highest ratio of active nodes.

The two other scenarios showed the affect of changing the network heterogeneity in small-scale and large-scale networks respectively. The performance of MLHP was tested against other protocols in terms of network life time, energy consumption and packet delivery ratio. In all the different cases, MLHP has more surviving nodes over time than other protocols and hence longer life time. MLHP had more surviving nodes over time than other protocols and hence longer life time in all different cases. However, the best performance of MLHP in terms of network life time for small scale networks was when the network heterogeneity parameters are set to \((\alpha = 2 \text{ and } \beta = 1)\) with 100 nodes and when \((\alpha = 1 \text{ and } \beta = 0.5)\) with 200 nodes, this confirms that MLHP can operate in crucial cases with enough amount of heterogeneity for small number of nodes and with the minimal heterogeneity for larger number of nodes.

Finally, MLHP had higher levels of remaining energy in the network compared to LEACH, DEEC and SEP during the operational time after (HND) and through the end of life time (LND). However, for the stability time in the first few rounds, not all the nodes are active in MLHP to preserve the energy for the longer time, therefore it show less average energy than DEEC and SEP but always show more energy than LEACH.
In this chapter, a real-time, autonomous emergency evacuation approach that integrates cloud computing with wireless sensor networks in order to improve evacuation accuracy and efficiency is proposed. The approach is designed to perform localized, autonomous navigation by calculating the best evacuation paths in a distributed manner using two types of sensor nodes. In addition to distributed path finding, sensor nodes identify the occurrences of a common evacuation problem that happens when evacuees are directed to safe, dead-end areas of a building. These areas are characterized as safe because they are far from the incident, but they are also far from the exit. Eventually, these areas become no longer safe, especially if the incident is intense. When such a situation is identified, our approach employs cloudification to efficiently and carefully handle this problem. The performance of the proposed localized WSN-based evacuation approach is also compared to its cloudified version in terms of number of survivors, evacuation time, and efficiency. We also compare the performance of our two approaches to one of the existing, widely used evacuation approaches that relies on a distance metric to find the shortest path to the closest exit. Simulation shows both proposed approaches have improved evacuation efficiency and accuracy.
The rest of this chapter is organized as follows: next, a brief introduction is presented, section 5.2 presents some of the existing related work in the literature. In section 5.3, the design of the proposed approaches has been presented. In section 5.4, the analysis and simulation results has been discussed. Finally, the summary of this chapter is presented in section 5.5.

5.1 Introduction

An emergency is a situation or condition that causes hazard to an environment, life, company, community, or property. Emergency management (EM) is vital for any organization today. It aims to create plans by which communities reduce their vulnerability to hazards and cope with disasters. It does not avert or eliminate the threats; instead, it focuses on creating plans to decrease the effect of disasters [126].

Emergencies can be caused by several intentional or unintentional natural or man-made acts. In most cases, emergencies are unpredictable in terms of occurrence, scope, impact, and intensity which significantly increases their impact on safety, property, economy, infrastructure, and environment. Therefore, emergency planning, preparedness, and evacuation are quite important for safeguarding national security and economy to control the hazard and to provide autonomous evacuation solutions during an emergency [127].

The practice of evacuating people threatened by a disaster has a very long history. Generally speaking, coping with a threat or an incident includes three strategies: (1) controlling the threatening event; (2) controlling human settlement patterns; and/or (3) development of forecasting techniques and warning systems that generate a protective response by those threatened. Table 1 shows the cross classification of evacuation based on two important dimensions: Timing and period, which generates a tentative classification format for distinguishing four kinds of evacuation: preventive, protective, rescue, and re-constructive. Nowadays, information and communication technologies (ICTs) play a significant role in each of these four phases. However, the rescue evacuations are considered the most critical type of evacuation, as they require the provision of powerful, real-time actions under risk and time constraints, sometimes with the least possible human interaction. Most of the automated emergency evacuation and navigation systems, including our approach, are targeted to act as rescue evacuation systems [126].
Table 5.1 A classification scheme of evacuation based on two dimensions: the timing and duration of evacuation.

<table>
<thead>
<tr>
<th>Timing of Evacuation</th>
<th>Period of Evacuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-impact</td>
<td>Preventive</td>
</tr>
<tr>
<td>Post-impact</td>
<td>Protective</td>
</tr>
<tr>
<td></td>
<td>Rescue</td>
</tr>
<tr>
<td></td>
<td>Reconstructive</td>
</tr>
</tbody>
</table>

Emergency navigation (EN) concentrates on combining mathematical models or algorithms with the underlying sensing, communication, and distributed, real-time computation to guide evacuees to safety in a built environment [128]. Wireless sensor networks (WSNs) have been widely employed for environmental monitoring and control [129] [38]. Using WSNs, the deployed sensors collect and report results to a central repository [9]. WSNs have been recently integrated with other communication and intelligent technologies, such as cloud computing, smartphones, and robots, in order to implement systems with more powerful, advanced, and accurate solutions [130]. Such integration allows the efficient utilization of WSNs’ advantages and overcomes almost all WSNs’ limitations, including limited processing power, limited communication, and low accuracy for localized decisions.

The idea of integrating WSNs with cloud computing (CC) is quite promising [130]. A typical WSN consists of a large number of low-cost, low-power, multifunctional, and resource-constrained sensor nodes. Cloud services are a powerful, flexible, and cost-effective framework that provides real-time data to users with vast quality and coverage. A cloud typically consists of hardware, networks, services, storage, and interfaces that enable the delivery of computing as a service [131]. Clouds are designed with the flexibility to withstand harsh environmental conditions in some cases. Integrating CC with WSNs allows virtualization, which facilitates the shifting of data from WSNs to a cloud. Accordingly, it also allows cost-efficient applications and service provisioning in WSNs. Using the cloud, all WSNs’ resources can be virtualized and provided as services to third parties depending on their demands. However, integration should be well designed and modeled in order to provide efficient, robust, and scalable infrastructure for several critical applications, including emergency management.

In an evacuation and emergency management context, the advantages of using WSNs include real-time oversight of complex first responses, advanced alerts, in-field data collection, communication, aggregation, collaborative processing and analysis, and configuration-dependent actuation. On the other hand, CC can provide complex/remote

data and situation analysis, on-demand centralized processing, and high-performance, wide-range communication. As a result, while WSNs can be implemented as part of a short-time first-response system for rescue evacuations, CC helps in making accurate, informed, and centralized decisions as a second-response system for rescue and reconstructive evacuations. CC also offers more advanced services to be provided in the service plane for local authorities and agencies \[132–134\] The trade-off between centralized decisions made remotely by the cloud and localized, distributed decisions calculated by sensor nodes is important. Centralized decisions are generally expensive in terms of time and communication costs, but they could minimize damage and fatalities, especially when localized decisions lack in making proper evacuation decisions. This trade-off is affected by many factors, including timing, intensity (or perception) of the hazard, evacuees’ behavior, and environmental conditions, all of which are considered in tackling time-critical evacuation tasks.

Fig. 5.1 A typical architecture of integrated WSNs and CC for emergency and evacuation management.

Fig. 5.1 shows a typical architecture for integrating WSNs with CC for emergency and evacuation management. The figure shows that WSNs act on the base plane, where low-cost sensing nodes are densely deployed in the targeted area. Sensing nodes collect and transmit data to control nodes. Control nodes are more capable than sensor
5.2 Related Work

The investigation of emergency management and navigation was previously motivated by defense applications [135]. Emergency management has attracted many researchers in recent years as a result of increasing threats and unpredictable sources and types of hazards [136]. Accordingly, several approaches and models have been proposed in the literature to autonomously act during a hazard to improve evacuation efficiency. In this section, an overview of the existing emergency navigation algorithms used in emergency situations is provided.

Early emergency navigation systems were computer-aided information reporting systems to assist emergency managers in making decisions without decision-making capabilities due to their limited resources [128, 137]. Most of these emergency navigation algorithms were normally based on pure mathematical models that simplified evacuation processes. Evacuation was considered a minimum-cost network flow problem of converting a building graph into a time-expanded network. Evacuees could obtain optimal routes through solving the time-expanded network based on linear programming [128, 138].

Many approaches have been proposed to combine WSNs’ advantages with the unlimited computing power of CC to improve navigational efficiency. For example, a cloud-enabled emergency navigation algorithm [139] was developed to achieve efficient evacuation. It considers changes in initial evacuation conditions over time including hazard source location, distribution of evacuees and occupancy rate. It performs faster-than-real-time simulation using the cloud. It mainly includes two layers: user and cloud layers. The user layer gathers on-site information while the cloud layer offers processing. During a hazard, evacuees take and upload photos to the cloud layer, using their mobile phones and a proper application that has previously installed. The cloud determines their locations and calculates evacuation paths using a WSN-Dijkstra-based
algorithm. The calculation of the best routes is also based on estimating the spread of the hazard, depending on the initial distribution of civilians, with the use of a fire model. Results showed that the developed system has an enhanced survival rate. However, this approach is unrealistic for evacuation for many reasons. First, it requires prior installation and configuration of an appropriate mobile application. It also relies on evacuees to react during the hazard. In addition, there is no on-site response system in this model.

A distributed CC-based evacuation approach for TinyOS in nesC [140] was proposed by designing and assessing two types of evacuees detection sensors. Evacuation data are displayed in a control room using control room software and then displayed using a building overlay and charts. Another approach for smart building evacuation was proposed in [141] using cognitive packet networks (CPNs) with time and distance metrics. This approach aims to evacuate people based on their health conditions. A simulation was conducted using 30 evacuees. The results showed that this approach outperformed the Dijkstra-based evacuation algorithm in terms of time and survival rate. Another approach for managing crowds in hazards using dynamic grouping was proposed in [128] which enhanced survival rates.

In [142], a WSN-based safe, ordered, and speedy (SOS) emergency navigation algorithm was presented to reduce the evacuation time and losses among evacuees. Using this approach, each evacuee is guided via sensor nodes located on the scheduled path. Simulation was performed to assess the SOS performance, results showed that SOS algorithm outperformed traditional approaches in terms of the evacuation time and network load.

In [143], an adaptive emergency protocol was proposed to navigate people in high-rise buildings based on dynamic computing. A study concerning the congestion level in the evacuation process was conducted in [144], it proposed a WSN-based indoor-congestion-aware algorithm. This algorithm decreases the direction oscillations resulting from the delay of the network communication and improves evacuation time compared to similar approaches. In [145], indoor-distributed, flow-based guiding approach was proposed to evacuate people to safe exits from dangerous zones using a WSN. In [145], indoor-distributed, flow-based guiding approach was proposed to evacuate people to safe exits from dangerous zones using a WSN. In [146], an efficient approach based on WSN was proposed to assist with monitoring a targeted region, controlling the crowd, and supporting the evacuation process from the overcrowded area.
This chapter proposes a real-time autonomous emergency evacuation approach that integrates cloud computing to wireless sensor networks in order to improve evacuation accuracy and efficiency. The approach is designed to perform a localized autonomous navigation by calculating the best evacuation paths in distributed manner using two types of sensor nodes. In addition to distributed path finding, sensor nodes identify the occurrences of a common evacuation problem which happens when evacuees are directed to safe dead-end areas of the building. These areas are characterized to be safe since they are far from the incident but they are also far from the exit. Eventually, these areas are no longer safe especially if the incident is intense. When such situation is identified, the proposed approach employs cloudification to efficiently and carefully handle this problem. This chapter also studies and compares the performance of the proposed localized WSN-based evacuation approach to its cloudified version in term of number of survivals, evacuation time and efficiency. It also compares the performance of the proposed two approaches to one of the existing widely-used evacuation approach, which relays on a distance metric in finding the shortest path towards the closest exit. Simulation shows both proposed approaches have an improved evacuation efficiency and accuracy.

The rest of this chapter is organized as follows: next section presents the design of the proposed approaches. Section 5.4 analysis and discuss simulation results. Finally, the summary of this chapter is presented in section 5.5.

5.3 Proposed Approach

In this section, the discussion of the conceptual model and the design of the proposed solution, called adaptive real-time clouded wireless sensor network-based (ARTC-WSN) emergency navigation approach, is presented. First the evacuation area model is discussed. Then, the conceptual model is illustrated representing the overall behaviour of the approach and discuss the design considerations, and approach design in details.

5.3.1 Modeling the Area of Evacuation

To model the underlying evacuation, a similar model to the described building model in [128] is used. A typical floor building model to the proposed approach includes two
types of wireless nodes to sense and process the information needed to provide safe paths to the evacuees:

- **Sensor Nodes (SNs):** are used to sense the presence of the hazard (e.g., fire, gas) and to detect the presence of the evacuees in their vicinity. In other word, these nodes present a combination of hazard and motion sensors. SNs communicate with their neighboring decision nodes in order to transmit the sensed data.

- **Control or Decision Nodes (DNs):** act as routers that execute the ARTC-WSN approach in order to calculate the best evacuation path to guide the evacuees in the nearby area. DNs are also able to communicate with the cloud in specific conditions, especially in the case of safe, dead-end areas; high personal risks; or detected fatalities. An assumption is made that DNs are connected to installed path signs (i.e., LCDs) in order to show the calculated evacuation directions to the evacuees.

Fig. 5.2 shows an exemplary model for the underlying area, which corresponds to the bottom-most plane in Fig. 5.1. The evacuation area has been divided into zones covered by SNs and DNs. SNs and DNs were deployed with alignment distances \((Stepx, Stepy)\) and \((Stepdx, Stepdy)\), respectively. Each zone has been covered by four DNs and at least four SNs to provide full sensing coverage for the building. Two exits were suggested, one at the top right corner and the other at the bottom left corner of the building.

### 5.3.2 ARTC-WSN Conceptual Model

The conceptual model of the overall behavior of ARTC-WSN is presented in Fig. 5.3. ARTC-WSN emergency evacuation approach is triggered when a hazard is detected. Sensor nodes periodically collect and report data on hazards source, intensity and evacuees movements to the DNs. Decision nodes gather and combine data received from the nearby sensor nodes to the information provided by cloud. Then, DNs employ ARTC-WSN approach to locally find evacuation paths.

The calculation of evacuation paths at DNs is done in distributed manner through the following steps:
5.3 Proposed Approach

Step 1: At time $t$, each DN ($d_i$) evaluates the nearby paths by calculating its safety metric, $S_{(i,t)}$, as follows:

$$WayOutIndicator(d_i) = \text{distance}(d_i, EX) \times ExitFactor$$  \hspace{1cm} (5.1)

$$RiskIndicator(d_i) = \text{distance}(d_i, Incident) \times RiskFactor \times Intensity$$  \hspace{1cm} (5.2)

$$S_{(i,t)} = \frac{RiskIndicator(i)}{WayOutIndicator(i)}$$  \hspace{1cm} (5.3)

Where, $ExitFactor$ is a scalar number between (1-2) calculated as $(1+(1/\text{number of exits})$.  

$distance(d_i, EX)$ represents the distance between the DN ($d_i$) and its nearest exit ($EX$),  

$distance(d_i, Incident)$ represents the distance between the DN ($d_i$) and the incident,  

and intensity corresponds to the spreading out of the incident overtime between any point of time $t$ and $(t - 1)$.

Step 2: Each DN ($d_i$) exchanges with its neighboring DNs its safety metric ($S_{(i,t)}$).
Step 3: Each DN \(d_i\) finds its best neighboring DN \(j\) among its neighbors by comparing its safety metric \(S_i\) with the safety metric \(S(j,t)\) of all neighboring DNs \(j\). The best neighboring DN of any node is the one (including the node itself) that has the highest safety metric.

Step 4: At time \(t\), each DN \(d_i\) adjusts its controllable path signs to point at leading to the best DN \(j\).

Step 5: Each DN \(d_i\) cooperatively assesses the intensity of the hazard, personal risk, evacuation paths and exists with its neighbor.
5.3 Proposed Approach

**Step 6:** If high personal risk is detected, the incident is closer or reached a nearby area where an evacuee exists, DN $(d_i)$ communicates to the cloud in order to request help and update evacuation matrices.

**Step 7:** If high dead-end area is detected, DN $(d_i)$ communicates to the cloud in order to perform reverse routing.

### 5.3.3 Cloudification Phase

In the ARTC-WSN model, all decision nodes periodically report important information to the cloud about the hazard and progress of evacuation. When high personal risk is detected, either by the cloud or locally by a decision node, the cloud acts either to rescue people in that area or to adjust evacuation metrics at specific decision nodes. The cloud also plays another important role in evacuating people at safe dead-end areas detected by any decision node $d_i$. **Safe dead-end conditions occur when evacuees can’t be moved from their current location toward the exit because all other nearby areas are considered by the surrounding decision nodes to be more dangerous than their current location.** These safe dead-end areas are safe at that moment, say at time $t$; however, the evacuees are, in fact, considered endangered because they have not been evacuated or reached the exit yet. Because DNs are performing in a distributed localized manner without human interaction, they cannot optimally solve this problem, which sometimes requires a global view of the whole evacuation area and communication with some authorities. In this situation, the *cloud server* executes the reverse routing phase of our approach (ARTC-RR), which attempts to find a route from the safest exit to the dead-end point, where evacuees are located, in order to find the best (shortest and safest) evacuation path for people in such areas. ARTC-RR path finding is a fast, greedy algorithm that executes the following steps:

**Step 1:** When a dead-end point is detected by decision a node $d_i$, it communicates to the cloud to request help in updating evacuation matrices and executing reverse routing.

**Step 2:** The cloud locates the nearest exit to the dead-end with highest safety metric as a starting pint of the reverse routing.

**Step 3:** Given the safety metric $S_j$ and location of all decision nodes $j$, the cloud adds the decision node that is closer to the located dead-end area and has the highest safety among the other alternatives as a next hop.
Step 4: ARTC-RR keeps adding the safest next hop towards the dead-end.

Step 5: It terminates when the dead-end area is reached.

Accordingly, all DNs along this path adjust the path signs based on the calculated reverse path.

An important characteristic provided by ARTC-RR is that the evacuation matrices and calculated paths provided by the cloud can’t be overwritten locally by DNs. This characteristic avoids recreating dead-end areas and leading evacuees to these areas. When changes are needed locally, DNs communicate with the cloud to get updates, if any. This guarantees avoiding any possible conflict between distributed decisions calculated cooperatively by DNs and global decisions that are calculated remotely by the cloud. Another interesting characteristic of this approach is that it only performs cloudification on demand when high personal risk and dead-end points are detected which eliminates the communication cost and delay encountered by centralization in normal situations.

5.4 Simulation Setup and Results

In order to study and analyze the performance of the proposed approaches, we implemented an event-driven simulator using MATLAB. This section presents the design and implementation of our simulation experiment. It discusses the different simulation scenarios, parameters and performance factors. It also shows and analyses the most significant performance results in terms of survival percentage, evacuation time and number of fatalities.

5.4.1 Simulation Design and Setup

In order to evaluate the performance of the proposed approaches in terms of adaptivity and real-time decision making quality, different simulation scenarios were considered and proposed. We considered a number of simulation variables in a way that mimic real life problems including: the location and the intensity rate of the hazard, the number of evacuees and the evacuation area. The presented results in this paper represent an average of 30 simulation runs with different levels of randomness. The considered simulation variables and their considered values are outlined next to give different simulation scenarios:
Hazard location, has a substantial impact on the performance of emergency navigation algorithms. A well-designed evacuation approach is one that predicts the path safety with respect to hazard location. When a hazard breaks out at a strategic location, such as an exit, it may result in poor evacuation performance if the employed autonomous approach doesn’t consider or adapt to the hazard location. In order to critically evaluate the adaptability and autonomy of the proposed approach, a random hazard position was generated in each simulation run.

Hazard intensity, is very important for any evacuation approach in order to distinguish between different forms and intensities of hazards. In most cases, the incident itself and its side effects may spread at different rates and via different paths with complex correlations. For example, if a fire is the source of the hazard, the intensity is maximized because civilians are affected by two forms of danger: flames and smoke. In this simulation, four different intensity values were considered to represent the intensity of incident changes—3, 5, 7, and 9—in order to assess the behavior of the proposed approaches under different minor and major impact hazards. The intensity value 9 represents the highest. It means the hazard expands 9 units of area, i.e. meters, in each unit of time, i.e. seconds, in all directions.

The number of evacuees allows comparing the performance of different approaches under different evacuees' densities. We changed number of the evacuees in some scenarios. We considered 100, 300 and 500 evacuees. However, as certain metrics should be unified for each run in order to obtain accurate results, number of evacuees was fixed and given in each scenario in order to measure the impact of other factors. In most of the presented results, number of evacuees is 300 evacuees unless a different number is stated.

Evacuation area, the performance of the proposed approach was studied in small, moderate, and large evacuation areas. More specifically, the performance was evaluated for small evacuation area of size (100 × 100m²), moderate area of size (300 × 300m²), and large area of size 300x300m.

For exits availability, as illustrated in previous section, the proposed area modeling was assumed to mimic the model in [128] which has two exits. In addition, another model was examined in experiment 3 to analyze the behavior of the proposed algorithm in sever situations where only one exit is found.
The performance of the proposed approaches is compared to Dijkstra’s shortest path (DSP) algorithm with time and distance metrics [139]. All the reported simulation results are an average from 30 runs and described in terms of the following performance metrics:

(a) **The overall survival rate (or Percentage of survivals):** This is the percentage of people in the evacuation area who were successfully evacuated and were still alive at the end of simulation compared to the total number of evacuees.

(b) **Evacuation time,** which is the time taken to evacuate the entire civilian population from the hazardous area and locate them in safe zones where help could be provided. In this study, the evacuation time is calculated as the number of jumps needed until the evacuees reach the exit. Which is represented by the number of DNs passed in the rout.

(c) **Civilian casualties or fatalities (Number of dead Civilians):** For accuracy purposes, two types of casualties are defined: initial casualties which represent evacuees who are located at the hazard in time 0. Actual or approach-resulted casualties which represent evacuees who lay within the hazard radius while spreading. In this study, we are more concerned about the actual approach casualties, which correspond to casualties caused by the evacuation approach, not those initially resulting from the hazard at the moment it occurred. The number of dead is calculated as the difference between the initial casualties and the total number of casualties at the end of the simulation.

In the below subsections, the performance of the three approaches is compared for randomly deployed evacuees and incidents in small-, moderate-, and large-scale evacuation areas with different hazard intensities.

### 5.4.2 Results: Evacuation Area and Hazard Intensity

This section reports the results obtained from comparing the proposed protocols to Dijkstra protocol. The results obtained from a total of 300 evacuees, over three different evacuation areas ($100 \times 100 \ m^2$, $200 \times 200 \ m^2$ and $300 \times 300 \ m^2$) and with four hazard intensities (3, 5, 7 and 9).
DSP focuses on selecting the fastest paths to exits without considering hazards near these paths. For a given evacuation area, DSP shows a fixed evacuation time regardless of the intensity hazard. This is due to the DSP’s main aim of preserving a short evacuation time without considering path safety. In contrast, the proposed algorithms give the path safety the highest priority. Both approaches direct evacuees to the safest exit through the path that has maximum safety.

As shown in Fig. 5.4, DSP always records the same and the shortest evacuation time for all hazard intensities, which reflects back on the safety of the evacuees. In contrast, the proposed algorithms show a variation in the evacuation time when the intensity of the hazards is changed. However, ARTC-RR requires longer time under higher-intensity hazards. Therefore, it has a longer evacuation time than ARTC-WSN approach for a hazard intensity 9. This variation is a result of communication and computation delays caused by remotely executing ARTC-RR in the cloud in order to evacuate civilians who are located in safe dead-end areas. Although DSP has the shortest evacuation time, it’s survival percentage is the lowest for all hazard intensities compared to ARTC-RR and ARTC-WSN, as can be seen from Table 5.2.

Fig. 5.4 Comparison of the average evacuation time for evacuation area of 100 \times 100 \text{m}^2.

Table 5.2 The percentage of survivals for area of evacuation $100 \times 100 \, m^2$.

<table>
<thead>
<tr>
<th>Hazard Intensity</th>
<th>Evacuation Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ARTC-WSN</td>
</tr>
<tr>
<td>3</td>
<td>97%</td>
</tr>
<tr>
<td>5</td>
<td>96%</td>
</tr>
<tr>
<td>7</td>
<td>95%</td>
</tr>
<tr>
<td>9</td>
<td>96%</td>
</tr>
</tbody>
</table>

When the evacuation area increases to $200 \times 200 \, m^2$, ARTC-RR shows a better performance compared to its performance when the area was $100 \times 100 \, m^2$. This is expected because the evacuees are scattered on a larger area, this will reduce the possibility of safe dead end occurrence. Fig. 5.5 shows a comparison of the evacuation time between the protocols. It is apparent from the figure that DSP also has a fixed shortest evacuation time for all hazard intensities, which reflects on its percentage of survival illustrated in Table 5.3. DSP has the lowest survival percentage compared to the proposed algorithms.

Fig. 5.5 Comparison of the average evacuation time for evacuation area of $200 \times 200 \, m^2$. 
Closer inspection to the table shows that both proposed algorithms has almost evacuate all the civilians, except the initial casualties or evacuees who were already located at the incident location. This confirms that, when there is no need to communicate to the cloud due a safe dead zone situation, both protocols will have the same well performance.

Table 5.3 The percentage of survivals for area of evacuation $200 \times 200 \text{ m}^2$.

<table>
<thead>
<tr>
<th>Hazard Intensity</th>
<th>Evacuation Approach</th>
<th>ARTC-WSN</th>
<th>ARTC-RR</th>
<th>Dijkstra</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>99%</td>
<td>99%</td>
<td>96%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>99%</td>
<td>99%</td>
<td>96%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>99%</td>
<td>99%</td>
<td>92%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>98%</td>
<td>99%</td>
<td>89%</td>
<td></td>
</tr>
</tbody>
</table>

For an evacuation area of $300 \times 300 \text{ m}^2$, the obtained results are provided in Fig. 5.6 for the evacuation time. ARTC-WSN and ARTC-RR adapt to the changes in the route as well as the environment, they can dynamically redirect evacuees along paths away from the hazard. When the intensity is low to moderate. ARTC-RR succeeded at having a 100% survival percentage and the ARTC-WSN achieved a 99% survival percentage (Table 5.4). However, at a high intensity within small areas, ARTC-WSN performed better than ARTC-RR in terms of evacuation time. This performance degradation was the result of the communication delay caused by cloud communication in addition to the computation overhead encountered in making centralized decisions in the cloud, which complicated evacuating civilians in dead-end areas when the hazard intensity was extremely high. Nevertheless, both proposed algorithms outperformed Dijkstra’s approach in terms of survival percentage.

Table 5.4 The percentage of survivals for area of evacuation $300 \times 300 \text{ m}^2$.

<table>
<thead>
<tr>
<th>Hazard Intensity</th>
<th>Evacuation Approach</th>
<th>ARTC-WSN</th>
<th>ARTC-RR</th>
<th>Dijkstra</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>99%</td>
<td>100%</td>
<td>97%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>99%</td>
<td>100%</td>
<td>95%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>98%</td>
<td>94%</td>
<td>89%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>98%</td>
<td>92%</td>
<td>87%</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5.6 Comparison of the average evacuation time for evacuation area of $300 \times 300 \, m^2$

**Number of Fatalities:** Another important performance factor to consider in evaluating the performance of any evacuation approach. Fig. 5.7, 5.8 and 5.9 respectively, show the average number of fatalities for small-scale, moderate-scale, and large-scale evacuation areas for different hazard intensities. As shown in the figures, both of our proposed approaches maintained the lowest death rate compared to DSP. This behavior indicates that the performance of the proposed approaches is stable in different evacuation areas. The results also show that when the hazard intensity was high and the area was large, DSP had the highest death rate compared to ARTC-WSN and ARTC-RR.

The results confirm that ARTC-WSN and ARTC-RR outperformed DSP by 75% and 91%, respectively, under low-intensity hazards. For high-intensity hazards, the ARTC-WSN and the ARTC-RR also outperformed the DSP by 85% and 39%, respectively, in different evacuation areas. This significant performance improvement proves that the ARTC-WSN and the ARTC-RR provide a good trade-off between the safety of the evacuees and the speed of the evacuation.
5.4 Simulation Setup and Results

Fig. 5.7 Comparisons of total death ratio for small-scale evacuation areas.

Fig. 5.8 Comparison of total death ratio for moderate-scale evacuation areas.
5.4.3 Results: The Number of Evacuees

The behaviour of the three approaches was tested for evacuee densities ranging between 100, 300, and 500 evacuees for a randomly located and low intensity hazard. The results show that ARTC-RR had the highest performance in terms of saving the largest number of evacuees, as seen in Table 5.5. However, with the large number of evacuees, a longer time was required to navigate all evacuees to the exit, as shown in Fig.5.10 when the population increased. The ARTC-WSN also had a high survival rate, reaching 97%, and an acceptable evacuation time compared to the DSP, which had the lowest survival rate and the highest death rate. Fig. 5.11 illustrates the death rate of the three approaches in Experiment.

Table 5.5 The average percentage of survivals when number of evacuees ranges between 100 and 500.

<table>
<thead>
<tr>
<th>Number of Evacuees</th>
<th>ARTC-WSN</th>
<th>ARTC-RR</th>
<th>Dijkstra</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>96%</td>
<td>97%</td>
<td>91%</td>
</tr>
<tr>
<td>300</td>
<td>97%</td>
<td>98%</td>
<td>93%</td>
</tr>
<tr>
<td>500</td>
<td>97%</td>
<td>97%</td>
<td>94%</td>
</tr>
</tbody>
</table>
Fig. 5.10 Comparison of the evacuation time when number of evacuees ranges between 100 and 500.

Fig. 5.11 Comparison of the number of dead for different occupation rates for experiment 4.
From the previous figures, it can be concluded that the DSP had the worst performance, especially in crowded areas where the number of civilians was high and they were scattered over small spaces such as office floors. In contrast, the proposed approaches performed very well in crowded areas.

5.4.4 Results: The Number of Available Exits

The performance of the proposed approaches is further evaluated when a smaller number of exits are available, or if one/all of the exits was blocked by a hazard. The evacuation area considered is $100 \times 100 \, m^2$, which is occupied by 300 evacuees.

In severe circumstances, the highest priority is to evacuate the civilians with the minimum death rate. Under these circumstances, the simulation showed that the ARTC-RR had the highest survival rate and, hence, the lowest death rate, as shown in Table 5.6 and Fig. 5.12. ARTC-RR achieved good performance due to its priority assignment to the calculation of the safety of the path over the speed of evacuation.

<table>
<thead>
<tr>
<th>Exit Availability</th>
<th>ARTC-WSN</th>
<th>ARTC-RR</th>
<th>Dijkstra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two Exits</td>
<td>96%</td>
<td>97%</td>
<td>91%</td>
</tr>
<tr>
<td>One Exit</td>
<td>79%</td>
<td>86%</td>
<td>81%</td>
</tr>
</tbody>
</table>
In terms of the evacuation time and as expected, DSP had the same fixed shortest evacuation time, with the highest death rate due to its priority assignment to the evacuation time over the safety of the path as illustrated in Fig. 5.13.

In the proposed approaches, although they took a slightly longer time to evacuate all individuals, they considered the safety of the evacuation paths as higher in priority than the speed of the evacuation process. Thus, the proposed approaches might guide an evacuee to longer paths to avoid zones at higher risk of hazard. The main aim of the proposed approaches is to find the best (safest) path available, not the fastest path, like the DSP. Therefore, the DSP has a higher death rate mainly because it does not adapt to real-time changes to the hazard location and always directs evacuees to the nearest exit, searching for the fastest path with no prior hazard calculation.
To conclude, in comparison with the DSP, our proposed approaches had overall higher survival rates as a result of their ability to tailor paths to evacuees with respect to the safety of the path leading them farthest from the hazard. This reflects the use of cloud communication in severe cases where evacuees trapped in safe dead-ends have a positive impact on the performance of the algorithm. The reason is that the use of cloud-centralized reverse routing can generate a safe distance between evacuees and the spreading hazard.

5.5 Summary

In this chapter we proposed simulation-based, real time routing algorithms to increase the survival rate of an evacuation process that uses a cloud based control to predict the dead safe ends and re-calculate optimal paths for civilian evacuation. The main aim of the proposed approaches is to find the best (safest) path available not the fastest path as DSP. Therefore, DSP has a higher death ratio mainly because it does not adapt to the real-time changes to the hazard location and always direct evacuees to the nearest exit and searching for the fastest path with no prior hazard calculation.
5.5 Summary

Five experimental scenarios were proposed to give a clear indication on the performance of the proposed evacuation approaches over small, medium and large scaled areas. Moreover, a fire model was used to predict the hazard spread and the calculation of safe routes is based on the initial distribution of evacuees, the distance from the hazard, the distance to the exit, and the intensity of the hazard, differing from the traditional algorithms, including DSP, that normally calculate the fastest path only regardless to the safety of the path. Furthermore, the intensity of the hazard was represented by using four value rates to represent low and high intensity hazards.

In comparison with DSP, the proposed approaches achieved an overall survival rates up to 98%, this is due to their ability to tailor paths to evacuees with respect to the safety of the path leading them farthest from the hazard.

Although the proposed approaches took a slightly longer evacuation time to evacuate all individuals, they consider the safety of the evacuation paths as higher priority than the speed of evacuation process. Therefore, the proposed approach might guide the evacuee into longer paths to avoid zones at higher risk of hazard.

This reflects that the use of cloud communication in severe cases where evacuees trapped in safe dead ends has a positive impact on the performance of the algorithm. The reason is because the use of cloud centralized reverse routing can generate a safe distance between evacuees and the spreading hazard.
Chapter 6

Conclusions and Future Research Directions

6.1 Conclusions

Many clustering and routing protocols have been proposed for Wireless Sensor Networks (WSNs). This thesis explored some energy optimization methods and clustering schemes that have been employed in both homogeneous and heterogeneous WSNs to improve the energy efficiency. Among the bottlenecks often encountered in order to achieve a robust protocol design is energy-heterogeneity and transmission distances optimization. If the heterogeneity is not properly managed in the network, it can result in shorter lifetime and an uneven spread of energy consumption, thus facilitating coverage loss in the network. In the same concept, transmitting data over large distances for both inter- and intra-communication results in more energy consumption and thus shorter lifetime.

A hybrid routing protocol (called HRHP) was proposed for large-scaled heterogeneous WSNs to reduce energy consumption and prolong the network lifetime. It combined centralized and deterministic clustering approaches; a positive T-cell selection process was implemented to select a cluster head (CH) based on the positive selection in human T-cells mechanism that ensures cells expressing harmful or useless antigen receptors do not mature into active T-cells. In HRHP, nodes that succeed to demonstrate its powerfulness are selected as CHs. The selection was made based on several attributes including the residual energy, the net distance from the base station (BS), and the density of nodes. The performance of HRHP was tested in six scenarios...
with different BS location, network size and node density in terms of stability period, operational time, network lifetime and network residual energy.

When tested over area of interest $200 \times 200 \text{ m}^2$, HRHP extended its stability period in terms of first node dies (FND) by an average of 48% better than LEACH protocol, an average of 53% better than MGEAR, and an average of 26% better than SEP. Also, HRHP showed an improvement in operational time value in terms of half node dies (HND) by an average of 39% better than LEACH, an average of 14% better than MGEAR and an average of 2% better than SEP which indicates that HRHP has more balanced energy dissipation compared to other protocols. Moreover, HRHP has the longest network life in terms of last node dies (LND) when compared with the other protocols, HRHP network life time is extended compared with that of LEACH by an average of 78%, MGEAR by an average of 58% and SEP by an average of 50%. Furthermore, HRHP maintained the highest residual energy levels for the different times of network life.

And over area of interest $300 \times 300 \text{ m}^2$, HRHP stability period time in terms of FND was rapidly extended compared with that of LEACH by an average of 77%, MGEAR by an average of 80% and SEP by an average of 43%. Improvement in operational time value in terms of HND was also extended compared with that of LEACH by an average of 41%, MGEAR by an average of 28% and SEP by an average of 8%. HRHP had the longest network life in terms of LND when compared with LEACH by an average of 79%, MGEAR by an average of 47% and SEP by an average of 44%. Also, it outperformed other protocols in terms of residual energy levels.

Finally, when tested over area of interest $500 \times 500 \text{ m}^2$, the stability period time in terms of FND for HRHP is extended compared with that of LEACH by an average of 68%, MGEAR by an average of 69% and SEP by an average of 39%. Operational time value improved in terms of HND compared to LEACH by an average of 63%, MGEAR by an average of 55% and SEP by an average of 32%. HRHP had the longest network life in terms of LND when compared with that of LEACH by an average of 89%, MGEAR by an average of 42% and SEP by an average of 46%. From the test results, HRHP is able to function effectively on large-scaled networks longer than the compared protocols which crucial for a different number of WSNs applications that varies in nodes deployment numbers.

Having realized the importance of energy heterogeneity awareness and keeping communication distance to the minimum, and to further achieve an energy-efficient
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optimized protocol, we embarked on designing a multi-level clustering routing algorithm (called MLHP) for heterogeneous WSN. It combined the advantages of clustering in hierarchical and tree-based routing techniques with the metahuristic technique. The strength in MLHP came from using centralized as well distributed CHs selection. The key idea in MLHP was to keep a low intra-transmission distance between CHs and the BS, and inter-transmission distance among the cluster-members and their associated CH.

When comparing MLHP performance to HRHP, MLHP outperformed HRHP in terms of stability period, operational time, network life time and the remaining energy. For an area of interest size $100 \times 100 \text{ m}^2$ and with 100 nodes deployment, MLHP results showed an increase in the stability period by a percentage change of 78.03%, the operational time for MLHP is also increases by a percentage change of 74.06% and the network life was extended by a percentage change of 80.66%. Moreover, when the number of nodes increased to 200, MLHP stability period increases compared to HRHP by a change of 25.58%, the operational time increases by a percentage change of 14.79% and the network life time increases by 26.92%. Furthermore, MLHP showed an improved performance when the area of interest was increase to $200 \times 200 \text{ m}^2$. For 100 nodes deployment, the stability period of MLHP increases by increase of 23.47%, the operational time increases by 2.62% and the network life time increased by 28.57%. In addition, when the number of nodes increases to 200, the stability period of MLHP increased by 12.2%, the operational time increases by 2.16% and the network life time increase by 43.07%. Finally, MLHP has maintained more balanced energy consumption by having higher remaining energy.

The performance of MLHP was tested against LEACH, DEEC and SEP protocols in three different scenarios with total of fourteen cases to present heterogeneity awareness of MLHP. In the first scenario, the stability of MLHP and its operational time were tested over small-scaled and larged-scaled networks with three different nodes density ($100, 300, and 500 \text{ nodes}$). MLHP proved that it had better stability and operational time for small-scale and large-scale networks deployed with different nodes density and having the minimal heterogeneity compared to LEACH, DEEC and SEP protocols.

In the second scenario, MLHP was tested over small-scaled networks sized ($100 \times 100 \text{ m}^2$) with two nodes deployments ($100 \text{ and } 200 \text{ nodes}$) and with two heterogeneity parameters ($\alpha = 0.5, and 1, \beta = 1, and 2$) in terms of live nodes, network residual energy and packet delivery ratio. MLHP had more surviving nodes over time than
other protocols and hence longer life time in all different cases. However the best performance of MLHP in terms of network life time for small scale networks was when the network heterogeneity parameters are set to ($\alpha = 2$ and $\beta = 1$) with 100 nodes. MLHP performance was 200 times better than LEACH in terms of HND, also it succeed to have 62% better improvement than DEEC and 85% than SEP in terms of HND. For 200 nodes, MLHP performed the best when ($\alpha = 1$ and $\beta = 0.5$), it also achieved 200 times better than LEACH, an improvement of 69% better than DEEC and 94% than SEP. This confirmed that MLHP can operate in crucial cases with enough amount of heterogeneity for small number of nodes and with the minimal heterogeneity for larger number of nodes. MLHP had a higher level of remaining energy in the network compared to LEACH, DEEC and SEP during the operational time after (HND) and through the end of life time (LND). MLHP had longer time and more energy to detect and sent packets (data) to the BS therefore the ratio of packets sent by MLHP algorithm was greater than the compared algorithms.

In the last scenario, MLHP was tested over large-scaled networks sized (200 × 200 $m^2$) with two nodes deployments (100 and 200 nodes) and with two heterogeneity parameters ($\alpha = 0.5$ and 1, $\beta = 1$ and 2) in terms of live nodes, network residual energy and packet delivery ratio. The best performance for MLHP in large-scaled networks was when the network deployed with 200 nodes regardless of the heterogeneity parameters values. When $\alpha = 0.5$ and $\beta = 1$, MLHP achieved 300 times better than LEACH, and outperform DEEC by 46% and SEP by 52%. Moreover, when $\alpha = 1$ and $\beta = 2$, MLHP achieved 400 times better than LEACH, and outperform DEEC by 1% and SEP by 95%. Because MLHP had longer life time, the ratio of packets sent by MLHP algorithm is greater than for the compared algorithms for large-scaled networks. Finally, MLHP had higher levels of remaining energy in the network compared to LEACH, DEEC and SEP during the operational time after (HND) and through the end of life time (LND). However, for the stability time in the first few rounds, not all the nodes were active, therefore it show less average energy than DEEC and SEP but always show more energy than LEACH.

Following the attempts on improving the network lifetime and energy consumption in WSNs, we continue to develop routing technique for emergency evacuation systems using WSNs in smart buildings. A real-time, autonomous emergency evacuation approach that integrates cloud computing with WSNs was proposed (namely ARTC-WSN). It is designed to perform localized, autonomous navigation by calculating the
best evacuation paths in a distributed manner using two types of SNs, a sensing node and a decision node.

In addition to distributed path finding, SNs identify the occurrences of a common evacuation problem that happens when evacuees are directed to safe, dead-end areas of a building. These areas are characterized as safe because they are far from the incident, but they are also still far from the exit. Eventually, these areas become no longer safe, especially if the incident is intense. When such a situation is identified, ARTC-WSN employed cloudification to efficiently and carefully handle this problem. A fire model was used to predict the hazard spread, and the calculation of safe routes was based on the initial distribution of evacuees, the distance from the hazard, the distance to the exit, and the intensity of the hazard. ARTC-WSN was tested over five experiments, the first three were designed to test the performance of ARTC-WSN over small-, medium-, and large-scaled networks with four different hazard intensities. The results showed that ARTC-WSN outperformed the compared algorithms by 97% for small hazard intensity and 96% for high hazard intensity over small-scaled network. Also, 99% for small hazard intensity and 98% for high hazard intensity over medium-scaled network. Finally, 99% for small hazard intensity and 98% for high hazard intensity over large-scaled network in terms of survival ratio.

The fourth experiment was designed to find the behaviour of the proposed algorithm when applied over dense areas when evacuees numbers ranging between 100 and 500 with random deployment of the hazard. The results showed that ARTC-WSN outperformed the compared algorithms in terms of survival ratio by 96% when the evacuation area was occupied by 100 evacuees, 97% when occupied by 300 evacuees, and 97% when occupied by 500 evacuees. From these results, it is concluded that ARTC-WSN can perform better in small and crowded areas of evacuation.

The last experiment was designed to find the behaviour of ARTC-WSN when limited number of exits are available or when the exit is blocked by the hazard. The evacuation area considered ARTC-WSN outperformed the compared algorithms in terms of survival ratio by 96% when there was two available exits and by 79% when only one exit was available. However, when ARTC-WSN employed cloudification and applied a reverse routing it achieved 97% when two exits were available and 86% when only one exit was available. This confirms that when ARTC-WSN is used in small congested area with minimum access to exits, it perform better than compared algorithms and can achieve even better results when employing cloudification.
6.2 Future Research Directions

During our research work, we have identified several future research directions that can add to or enhance the proposed protocols in this thesis:

1. Transmission Power Control (TPC) techniques can be used to adjust the transmission power dynamically in WSNs and thus to significantly reduce the energy consumption [147] [9]. In the proposed protocols in this thesis, each node transmits packets at the same power level which is normally the maximum possible power level. However, when transmitting packets at high power level, it may generate significant interference in the network and consume more energy than necessary. In the case of two adjacent nodes with short distance from each other, low transmission power is effective to communicate. The power level should be high enough to guarantee the transmission and should be low enough to save energy. TPC techniques can be embedded into any existing Medium Access Control (MAC) protocol [148]. As a future research direction, a cross-layer clustering protocol can be proposed such that it takes into consideration finding the optimal CHs and finding the optimal transmission power for each SN.

2. The proposed routing protocols can be further improved by using sleeping techniques [149]. WSNs consist of a large number of SNs which may result in nodes share the same monitored regions and redundant information is collected, therefore some nodes can be turned off to preserve energy while the others still work to offer full coverage [150]. The Optimal Coverage Problem (OCP) in WSN is defined as finding the smallest set of nodes to monitor an area in order to save energy while meeting the full coverage and connectivity requirements [151]. On the other hand, sensor scheduling selects only a subset of SNs to be sensing active, in a way that the area covered by these active nodes can still be the same as the one covered by all nodes. Both network clustering and sensor scheduling can help to conserve energy. As a future research direction, an integrated solution for both problems can be proposed to enhance the network’s energy efficiency.

3. Currently, the commercialization of wireless charging technology is growing. Hence, realization of such technology could provide better solution to the energy issues in WSN deployments. For example, WiTricity [152] [153] successfully demonstrated this idea and showed the possibilities of wirelessly charge gadgets such as mobile phones, TVs etc., without the need for a battery source. Similarly,
DELL [154] technology has successfully applied a similar technique to their range of laptops. Also, POWERMAT [155] have been working on similar projects for other personal appliances. WSNs can benefit from this charging technology by using mobile relay nodes as recharging hotspot, since the key constraint is battery-drainage of SNs as the network evolves. One way to accomplish this is to use a mobile sink or BS to periodically charge the SNs at close proximity. The mobility of the sink could be randomized or could be triggered by an event such as a dying SN, depending on the optimization strategy in place. New research directions can be driven in the field of WSN if properly used wireless charging technology, as wireless charging technology promises a long-term breakthrough for WSNs.

4. ARTC-WSN can be further enhanced by considering the evacuees age and physical movement. There can be two cases to represent the evacuees movement state, case 1 represents young and adults and case 2 represents children, elderly and disabled. By considering these factors, it will shed more light on the implication of tuning each parameter on a real-world scenario with evacuees have different movement speed and response speed.

5. Simulation is generally used to justify results of solutions that offer clustering techniques for WSNs. An interesting research direction would be to explore a real-world implementation of the proposed protocol designs through deployment of testbed for the cluster-based protocols on nodes equipped with energy harvesting capabilities which then can provide more insight on the operation of these networks within IoT.
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