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a b s t r a c t

Bottoming thermodynamic power cycles using supercritical carbon dioxide (sCO2) are a promising
technology to exploit high temperature waste heat sources. CO2 is a non-flammable and thermally stable
compound, and due to its favourable thermophysical properties in the supercritical state, it can achieve
high cycle efficiencies and a substantial reduction in size and cost compared to alternative heat to power
conversion technologies. Eight variants of the sCO2 Joule-Brayton cycle have been investigated. Cycle
modelling and sensitivity analysis identified the Turbine Inlet Temperature (TIT) as the most influencing
variable on cycle performance, with reference to a heat source gas flow rate of 1.0 kg/s and 650 �C. En-
ergy, exergy and cost metrics for different cycle layouts have been compared for varying TIT in the range
between 250 �C and 600 �C. The analysis has shown that the most complex sCO2 cycle configurations lead
to higher overall efficiency and net power output but also to higher investment costs. Conversely, more
basic architectures, such as the simple regenerative cycle, with a TIT of 425 �C, would be able to achieve
an overall efficiency of 25.2%, power output of 93.7 kWe and a payback period of less than two years.
© 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Nowadays primary energy sources still rely on fossil fuels,
whose shortage and environmental impact pose serious concerns
on their usage in the short term future. To reduce the fossil de-
pendency, the use of renewable sources should be supplemented
by an increase of energy efficiency in the existing power generation
and industrial systems. In fact, it has been estimated that the 63% of
the overall global energy consumption is lost after combustion and
heat transfer processes for an absolute energy waste equal to
14.16 PWh [1]. In most of the cases, the wasted energy occurs as
heat streams in the form of effluents or exhausts at low (<100 �C),
medium (100e300 �C) and high temperature levels (>300 �C) [2].
Hence, their recovery and reuse would likely be some of the most
effective opportunities to enhance the sustainability of current
energy and manufacturing processes.

Among the Waste Heat Recovery (WHR) technologies, heat to
power conversion systems benefit of attractive economic figures
and flexibility in the reuse of the recovered heat. Furthermore,
. Bianchi).
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depending on the temperature range at which the heat is available,
several approaches can be adopted. For medium temperature
ranges, Organic Rankine Cycle (ORC) systems proved to be a suc-
cessful technological solution especially for large scale applications
[3]. In the last decade, plenty of academic and industrial research
has been also carried out to develop mid and small-scale ORC
systems [4]. Nevertheless, for high temperature waste heat sources,
the ORC technology appears to be less attractive because of the
lower chemical stability and high flammability of the working
fluids to employ in such applications. In contrast, bottoming ther-
modynamic cycles based on supercritical carbon dioxide (sCO2)
could be a promising alternative to harvest the high temperature
waste heat potential, which on a global scale accounts for 9.4% of
the overall amount of energy rejected into the environment [5].

The main benefit of the sCO2 technology derives from the
distinct chemical and physical properties that CO2 assumes in the
supercritical state, and particularly near the critical point (30.98 �C,
73.8 bar). In these operating conditions, CO2 presents very high
density, isobaric thermal capacity and isothermal compressibility
that allow to substantially reduce the compression work, and
consequently, to increase the net power output and the overall
efficiency of the bottoming thermodynamic cycle that, unlike ORC
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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systems, is based on a Joule-Brayton one [6].
As concerns the application potential, the attractiveness of this

technology increases when the heat is rejected at temperatures
which are above 400 �C. In fact, in this range, the sCO2 Brayton cycle
presents numerous benefits with respect to conventional Rankine
systems since CO2 is not flammable and more chemically stable at
higher temperatures than organic fluids [7]. Moreover, it is less
expensive and more eco-friendly, since it is a non-toxic compound
with a unitary Global Warming Potential and a null Ozone Deple-
tion one.

Comparedwith the steam Rankine Cycle, the sCO2 Joule-Brayton
one allows to achieve better efficiencies at lower temperatures [8,9]
and it presents lower capital and operational costs since sCO2 is
several times denser than steam. This feature allows to operate
with compact and simple components which would also require
less maintenance [10]. Furthermore, with respect to the Rankine
technologies, the sCO2 one allows a better thermal matching be-
tween the temperature glides of working fluid and hot source and,
in turn, to achieve a higher 2nd law (exergy) efficiency, i.e. a better
heat utilization [11].

For these reasons, simplified or more complex configurations of
sCO2 power cycles are being considered for high-grade heat to
power conversion application including next generation nuclear
and fossil fuel power generation (500e1000MWe) [12,13], modular
nuclear power generation (300 MWe) [14e17], solar thermal power
generation (10e100 MWe) [18e25], shipboard propulsion,
geothermal, oxy-combustion and house power (1e100 MWe)
[26e35], and industrial scale waste heat recovery (1e10 MWe)
[36,37].

The technical feasibility of such systems has been so far assessed
mostly at a theoretical level, and it has been focused on cycle an-
alyses of large power plants. In particular, Kacludis et al. [38] re-
ported an overview of several possible WHR applications for a 7.5
MWe condensing simple recuperated sCO2 power cycle, also known
as sCO2 Rankine cycle. Mondal et al. [39] presented a sCO2 Brayton
cycle with multi-stage intercooled compression considering as
waste heat source a flue gas stream at 180 �C. The number of
compression stages together with the key parameters of the cycle
have been optimized in order to achieve the best cycle 1st and 2nd

laws efficiency. In the analysis however, optimistic values for the
efficiencies of the several components have been assumed. More-
over in the temperature range considered, other heat to power
conversion systems can achieve competitive performance at lower
costs.

Mohagheghi et al. [40] optimized simple regenerated and re-
compressed layouts recovering heat from a 100 kg/s exhaust
stream. The results showed that adopting the re-compression
layout, which guarantees the maximization of the overall cycle
efficiency, does not provide benefits in terms of net power output,
which is much more relevant for energy recovery systems. A 100
MWe re-compression sCO2 power unit for nuclear applications has
been analyzed also by Moisseytsev et al. [41], where the impact
deriving from the introduction of re-heating and intercooling was
evaluated in terms of efficiency and net power output. What has
been found is that the small increase of performance does not
justify the resulting increased plant complexity.

A further analysis of sCO2 cycle layouts for nuclear applications
has been carried out by Kulh�anek et al. [42], where the simple
Brayton cycle has been compared to the re-compression, pre-
compression, split expansion, partial cooling and partial cooling
with improved regeneration cycles. From the results did not
emerge a privileged scheme, since the performance of each
configuration are too much affected by the particular operating
conditions.

Even more complex configurations are reported by Ahn et al.
and Crespi et al. [43,44], while Kimzey [45] presented several
schemes to maximize the heat recovered and to achieve the best
thermal matching inside the sCO2 recuperators. The sCO2 systems
have been considered as bottoming units for a Siemens H class and
a GE LM6000-PH combined cycles with a power scale of 195 MWe
and 14 MWe respectively. Kim et al. [46] compared the simple re-
generated, the pre-heating and a cascade sCO2 Rankine cycle for the
recovery of the heat rejected by a 25 MWe gas turbine. The pre-
heating architecture was found to be the one with the highest net
power output. However, the sCO2 Rankine cycle technology re-
quires a larger heat source and heat sink capacity as well as the use
of CO2 pumps, which nowadays cannot fulfill high reliability
requirements.

An extensive analysis of various simple and cascading sCO2
Brayton cycle layouts as bottoming system of a gas turbine power
plant has instead been carried out by Cho et al. [47]. In this work the
performance of seven architectures (intercooling, cascading, and
split concept cycles) were compared with the ones of a Rankine
steam power unit. The results showed that high complex configu-
rations did not provide a net power output greater than the refer-
ence Rankine cycle even though re-heating and pre-compression
positively affected the performance of the sCO2 bottoming unit.
Nevertheless, the power scale of the system analyzed was higher
than 100 MWe, a range in which steam power plants can achieve
very high efficiency thanks to their mature Technological Readiness
Level (TRL).

A more pragmatic study has been reported byWright et al. [48],
regarding a thermo-economic comparison between four different
cycle layouts (single-recuperated, a cascade cycle, a dual-
recuperated cycle, and a pre-heating cycle) as bottoming power
unit for a gas turbine power plant. The results showed that the pre-
heating cycle, even if it does not reach the highest WHR efficiency,
can provide the highest net power output with also a competitive
investment cost per kWe. The Authors though, did not show the
analysis procedure and did not considered the adoption of pre-
compression, which can increase the net power output of the cy-
cle without an excessive increment of the plant complexity and
investment costs. In addition, the techno-economic study consid-
ered high capacity sCO2 systems, with a power scale ranging from 5
MWe up to 10 MWe.

Further configurations have been proposed also by other Au-
thors for different uses. In particular, Binotti et al. [49] investigated
three different sCO2 power cycles for solar applications: the re-
compression with and without the intercooling on the main
compression and the partial cooling architectures. Park et al. [50]
instead, studied three additional and more complex cycle layouts
powered by a 1440MW coal fired burner. The results showed that
the highest performances were achieved in the case of single
compression, a split regeneration and a triple expansion of the
working fluid (thermal efficiency of 43.9% and a net power pro-
duction of 634 MWe). The Authors also found that adopting a
transcritical CO2 power unit to recover the heat rejected by the
sCO2 Brayton cycle gas cooler could lead to an improvement of the
thermal efficiency between 1.5% and 2.3%. Other Authors consid-
ered the adoption of a bottoming unit to the sCO2 Brayton power
cycle to recover the large amount of heat rejected by the gas cooler.
Song et al. [51] referred to a simple regenerated and a re-
compression cycles for geothermal andWHR applications equipped
with an ORC bottoming power unit. They also evaluated the impact
of the adoption of a pre-cooler on the system performance.
Concluding that the simple regenerated layout with the pre-cooler
can achieve the highest thermal efficiency, namely up to 19%.
Mohammad et al. [52] eventually performed a thermodynamic
analysis of a re-compression sCO2 system coupledwith a bottoming
Kalina cycle concluding that this configuration allows to increase
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the overall thermal efficiency up to 10%, with respect to the re-
compression standalone unit.

The power scale of sCO2 systems analysed so far in literature is
not suitable for high temperature stationary WHR applications
which could provide power outputs in the order of tens or hun-
dreds of kilowatts due to the widespread nature of the waste heat
sources. Nonetheless, these streams have a remarkable impact on
overall consumptions reduction since they are responsible of a
global energywaste of 4.79 PWh/year [2]. Suitable systems to tackle
the aforementioned opportunities should be small-scale plug and
play sCO2 power units whose technical and economic viabilities
have not been addressed yet. In fact, the TRL of small scale sCO2
systems has been estimated to be at the third level out of nine [53].

The current research work aims at filling this gap of knowledge
and presents a holistic assessment of the theoretical capabilities of
eight different sCO2 cycle layouts for small-scale high-grade heat to
power conversion applications. Unlike nuclear or solar power
contexts, the nature of the heat source involves different goals and
constraints such as reduced heat transfer coefficient, need to
decrease pressure losses in the CO2 heater and increased mainte-
nance requirements to avoid excessive fouling when dirty exhausts
are employed as heat source. The analysis further includes an
estimation of the investment costs of heat exchangers and turbo-
machinery with reference to literature correlations, which were
further validated through actual budgetary quotations requested by
the Authors during the design of a 50 kWe sCO2 power unit. The
design configurations are compared with reference to the same
turbine inlet temperature and in terms of performances, exergy
losses and several economic indicators, such as the Specific Cost per
unit power (SC), the Internal Rate of Return (IRR), the Levelized Cost
Of Electricity (LCOE) and the Payback Period (PBP). Among these
architectures, an innovative layout which combines the features of
the pre-compression and the pre-heating configurations is pre-
sented, and compared with the literature ones. The results show
that even if this innovative cycle can achieve high performance
with limited additional investment cost, the simple regenerated
layout still maintains the highest economic convenience.

2. Cycle layouts

In this study eight different Brayton cycle layouts have been
investigated to assess the best performing configuration with
particular reference to WHR applications. All the architectures and
the corresponding entropy diagrams are reported in Figs. 1 and 2.

The most essential layout is the Simple Regenerated one (SR e

Fig. 1a), where the CO2 is compressed near the critical point and
then heated through a regenerative heat exchanger named recu-
perator. The actual heat recovery from the heat source takes place
in a second heat exchanger commonly referred to as heater. Af-
terwards, the high enthalpy CO2 is expanded in the turbine and
later cooled in the low-pressure side of the recuperator. Before
being compressed once again in the next cycle, the working fluid at
the recuperator outlet is further cooled in a third heat exchanger
called cooler, in which the actual heat rejection to the heat sink
takes place. The excess of expansion power that is not used to drive
the compressor and to overcome mechanical losses, is eventually
converted in an electrical form through a generator.

With respect to the SR layout, the Re-Heating (RH e Fig. 1b) and
the Re-Compression (RC e Fig. 1c) ones differ for a split expansion
and a split compression respectively. In the re-heating cycle, the
working fluid downstream the first turbine is heated up again in a
secondary heater and undergoes to a second expansion; this results
in a greater expansion work for the same power input required for
compression and, in turn, to a greater overall efficiency and net
power output. In the re-compression configuration, the sCO2
stream is split downstream the low-pressure side of the low tem-
perature recuperator. The main flow is then cooled in the gas cooler
and eventually compressed by the main compressor, while the split
flow is directly compressed and joins the main flow at the outlet of
the high-pressure side of the low temperature recuperator. The
split compression is adopted to have a better matching of the
temperature profiles in the gas cooler and in the low temperature
recuperator, and to decrease the amount of heat rejected by the
working fluid into the environment. The Re-Compression Re-
Heating layout (RCRH e Fig. 1d) eventually embeds both the
aforementioned solutions to achieve even a higher cycle efficiency,
and it is therefore characterized by a greater number of compo-
nents and plant complexity.

Apart from these configurations, which have been typically
developed for concentrated solar power and nuclear applications,
additional layouts conceived for WHR purposes are also reported.
The distinctive feature of these architectures is the maximization of
the waste heat utilization of the hot source and, in turn, of the
electrical net power output produced. Among them, the least
complex cycle scheme is the Pre-Heating one (PH e Fig. 2a), in
which the flow is split downstream the compressor and separately
heated in the pre-heater and in the recuperator. Afterwards, the
two contributions merge downstream these components, go to the
primary heater and finally expand up to the lowest cycle pressure.
This arrangement allows to have a better matching between the
working fluid temperature glide and the hot source one such that a
greater heat utilization is achieved.

With respect to the PH architecture, the Pre-Heating with Split
Expansion (PHSE e Fig. 2b) and the Split-Heating with Split
Expansion (SHSE e Fig. 2c) are characterized by greater complexity.
In fact, in both cases the flow is split downstream the compressor,
heated up separately in two parallel branches and eventually
expanded in two turbines at different inlet temperatures. On the
other hand, a less complex layout that the Authors propose is the
Pre-Heating with Pre-Compression (PHPC e Fig. 2d), which respect
to the PH architecture embeds only an additional compressor and a
gas cooler. A summary of the equipment involved in each layout is
given in Table 1.
3. Methodology

The different cycle configurations were investigated from both
thermodynamic and economic perspectives. In particular, 1st and
2nd laws steady state analyses were carried out using the software
CycleTempo™ [54] coupled with the NIST thermophysical property
database [55]. To set up the sensitivity analysis, which allowed to
identify the operating parameter that mostly affects the sCO2 cycle
performance, and to perform parametric studies at different oper-
ating ranges, the two software were further linked with a MATLAB®

script. Finally, the economic assessment was performed with
reference to literature correlations as well as budgetary quotations
that the Authors requested during their ongoing design of a small-
scale simple regenerated sCO2 test rig at Brunel University London.
3.1. Energy analysis

The governing equations for cycle analysis are the steady state
mass and energy balances. In particular, for each component of the
system, heat exchanger or split/joint location Equations (1)e(3)
respectively apply:

_mi ¼ _mo (1)



(a) Simple Regenerated (SR) [26] (b) Re-Heating (RH) [30]

(c) Re-Compression (RC) [27] (d) Re-Compression Re-Heating (RCRH) [27]

Fig. 1. sCO2 cycle architectures proposed for nuclear and solar power applications.
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_mhsðhi � hoÞhs ¼ _mcsðho � hiÞcs (2)

XIN

j¼1
_mi;jhi;j ¼

XOUT

j¼1
_mo;jho;j (3)

where IN and OUT are respectively the total number of flows
merging and splitting from the j-th node considered.

As concerns the turbomachines, isentropic efficiency, inlet
temperature and pressures at the inlet and outlet of the machine
are the input data. Hence, enthalpy at the turbine and compressor
outlets are computed through Equations (4) and (5) respectively,
while for the temperature at the machine outlets Equation (6)
applies.

hT ;o ¼ hðpo; siÞhT ;is (4)

hC;o ¼ hðpo; siÞ
.
hC;is (5)

To ¼ Tðpo; hoÞ (6)

Electrical power produced by the turbines or required by the
compressors are calculated using Equations (7) and (8). The pa-
rameters hm and he, whose values are reported in Table 2, refer to
the mechanical and electrical efficiencies.
_WT ¼ _mT
�
hT ;i � hT ;o

�
hmhe (7)

_WC ¼ _mC
�
hC;o � hC;i

��ðhmheÞ (8)

Net power output and overall efficiency of the cycle are even-
tually calculated as per Equations (9) and (10):

_Wnet ¼
XNT
j¼1

_WT ;j �
XNC
j¼1

_WC;j (9)

htot ¼
_Wnet

mhot
�
hhot;i � hhot;o

� (10)

where NT and NC are respectively the number of turbines and
compressors installed in each layout, as shown in Table 1.
3.2. Exergy analysis

Assuming that the dead state is defined at ambient conditions
(1 bar, 25 �C), inlet and outlet exergy flows for each sCO2 stream in
each component are calculated as per Equations (11) and (12):



(a) Pre-Heating (PH) [34] (b) Pre-Heating Split-Expansion (PHSE) [31]

(c) Split-Heating Split-Expansion (SHSE) [33] (d) Pre-Heating Pre-Compression (PHPC) (new)

Fig. 2. sCO2 cycle architectures for waste heat to power conversion.

Table 1
Equipment summary for the cycle layouts displayed in Figs. 1 and 2.

SR RH RC RCRH PH PHSE SHSE PHPC

Compressors (NC) 1 1 2 2 1 1 1 2
Turbines (NT) 1 2 1 2 1 2 2 1
Heaters 1 2 1 2 2 2 1 2
Recuperators 1 1 2 2 1 2 2 1
Coolers 1 1 1 1 1 1 1 2

Total heat exchangers (NHX) 3 4 4 5 4 5 4 5
Total turbomachines 2 3 3 4 2 3 3 3

Total components 5 7 7 9 6 8 7 8

Table 2
Constant parameters in the sensitivity analysis.

Hot/Cold sources Inlet temperature

Hot source e flue gas 650�C
Cold source e water 15�C

Turbomachines Compressor

Isentropic efficiency 0.70 [58]

Mechanical eff. (hm)
Electrical eff. (he) 0.91

M. Marchionni et al. / Energy 148 (2018) 1140e11521144
_Ei ¼ _miðhi � T0siÞ (11)

_Eo ¼ _moðho � T0soÞ (12)

The exergy irreversibility for heat exchangers can be evaluated
through Equation (13), while Equation (14) applies for the com-
pressors and Equation (15) for the turbines.

_IHX ¼ _Ecs;i þ _Ehs;i � _Ecs;o � _Ehs;o (13)
Outlet temperature Mass flow rate

350�C 1 kg/s
45�C not fixed

Turbine

0.85 [19]

0.95
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_IC ¼ _EC;i þ _WC � _EC;o (14)

_IT ¼ _ET ;i � _WT � _ET ;o (15)

Therefore, the overall exergy efficiency of each thermodynamic
cycle can be calculated through Equation (16):

hex ¼ 1�

PNC
j¼1

_IC;j þ
PNT
j¼1

_IT ;j þ
PNHX
j¼1

_IHX;j þ _Ehot;o

_Ehot;i
(16)

where the _Ehot;o is the exergy flow of the exhaust gases downstream
the primary heater (Equation (12)).
3.3. Economic indicators

In order to assess economic aspects of the different layouts
analyzed, several economic indicators have been considered,
namely the Specific Cost (SC), the Levelized Cost Of Electricity
(LCOE), the Internal Rate of Return (IRR) and the Payback Period
(PBP).

The SC is a simple indicator representing the unitary cost of a
plant per electrical kilowatt (kWe) installed and can give a quali-
tative idea to compare similar systems.

SC ¼ Ctot
_Wnet

(17)

In Equation (17), the numerator is the investment cost of the
sCO2 system that not only accounts for the cost of the equipment
but also for the ancillaries as well as the installation costs (Equation
(18)).

Ctot ¼
0
@XNHX

j¼1

CHX;j þ
XNT
j¼1

CT ;j þ
XNC
j¼1

CC;j

1
ACinst (18)

The investment cost of the heat exchangers was calculated using
the data available in Ref. [56]. These correlations refer to a specific
cost per heat transfer capacity (UA-value), which in turn depends
on the heat exchanger duty and the Logarithmic Mean Temperature
Difference (LMTD), as shown in Equation (19). Therefore, this
approach allows an estimation of the costs without going into a
detailed exchanger modelling. Nevertheless, the costs calculated
with Equation (19) are in well agreement with budgetary quota-
tions requested to multiple manufacturers of sCO2 heat exchangers.
Values for the l coefficient, which depends on the type of heat
exchanger considered and its technology (heater, recuperator or
cooler), are reported in Table 5.

CHX;j ¼ lðUAÞj ¼
lQj

LMTDj
(19)

Costs for turbine and compressor can be calculated according to
Equations (20) and (21). These correlations relate the investment
cost to operating parameters of the machines, such as mass flow
rates, pressure ratio, isentropic efficiency and turbine inlet tem-
perature expressed in Celsius degrees [57].

CT ¼ 479:34 _mT

�
1

0:93� hT

�
lnðbTÞ

�
1þ exp

�
0:036 TT ;i � 54:4

��

(20)
CC ¼ 71:10 _mC

�
1

0:92� hC

�
bC lnðbCÞ (21)

The plant installation costs were taken into account through a
multiplier of the investment cost equal to 30%. This coefficient is
slightly overestimated to also include the cost for the auxiliaries
(i.e. refrigeration compressors for drainage removal, motorized
valves, electrical connections etc.).

Unlike SC, the LCOE is instead a more general metric that allows
to assess the profitability of an investment in a generic power plant.
In fact, the LCOE estimates the average cost of the electricity that
will be produced by the facility. This parameter can be calculated
according to Equation (22) as the ratio of the Present Value of the
plant Expenses (PVE) and the plant productivity over its total
operating time, which in turn depends from the net electrical po-
wer, the lifetime and the utilization factor. These parameters are all
reported in Table 5.

LCOE ¼ PVE

8760 u NY _Wnet
(22)

The PVE, whose formulation is reported in Equation (23), in-
volves the cash flows calculation of the plant expenses through
Equation (24). In this study, operation and maintenance costs per
kWe of power installed are taken into account through the
parameter OMwhile the escalation rate of this cost over the years is
considered through the coefficient er. These information are re-
ported in Table 5 together with the discount rate r.

PVE ¼ Ctot þ
XNY
k¼1

CFxp;k
ð1þ rÞk

(23)

CFxp;k ¼ _Wnet

�
OMð1þ erÞk

�
(24)

The IRR is a financial metric indicating the final value of the
investment interest rate to get a Net Present Value (NPV) equal to
zero with reference to the plant lifetime as interval period. Ac-
cording to this definition, the IRR was calculated as per Equation
(25). In this case, the cash flows of the plant revenues must be also
considered; the reference formulation is reported in Equation (26)
where Ce is the cost of electricity, whose value is presented in
Table 5 and decreased over the plant lifetime through the coeffi-
cient dr.

�Ctot þ
XNY
k¼1

CFrev;k � CFxp;k
ð1þ IRRÞk

¼ 0 (25)

CFrev;k ¼ _Wnet

�
8760u Ceð1� drÞk

�
(26)

Finally, the PBP represents the time required to recover the
initial investment for each plant layout. Because of the degradation
of the productivity and the increase of the maintenance costs, the
revenues are uneven during the system operating lifetime, so the
cumulative cash flows for all the layouts are computed for each year
of the operating lifetime. Then, the approximated PBP is the year
(YA) when this cumulative cash flow (CFcum;YA

) becomes positive.
However, to get a more accurate figure, the Equation (27) is used,
where CFrev;YA

and CFxp;YA
indicate the revenues and the expenses

for that specific period.
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PBP ¼ YA � CFcum;YA

CFrev;YA
� CFxp;YA

(27)

3.4. Solution routine

A general flow chart of the calculation procedure is shown in
Fig. 3 and applies to all the architectures investigated. Each cycle
layout is preliminary built in the Cycle Tempo™ environment by
assembling a series of standardized components considered as
black boxes and characterized by their distinctive features: turbines
and compressors by the isentropic efficiencies, pressure ratio, and
inlet temperature; heat exchangers by the pinch point.

Based on the number of mass and energy equations that can be
written for a given cycle layout, a system of linear equations is built
and solved iteratively. The coefficient matrix of the system contains
also the enthalpies computed in the previous iterations while the
vector of unknowns is populated with the mass flow rates in each
pipe of the physical system, whose number is equal to the one of
the components. The vector of constants eventually contains
thermal or electrical powers provided as inputs. During the
Fig. 3. Flow chart of the solution routine.
iterative procedure, enthalpy calculation occurs through a Dy-
namic-Link Library (DLL) to the NIST database [55]. Once the mass
convergence criterion is satisfied, energy and exergy performance
parameters are calculated.

The difference in the resolution of simple or complex cycle
layouts lies in the size of the matrixes but not in their structure. An
additional element of complexity can be due to specifying pressure
and heat losses in the pipes or heat exchangers since this would
make the coefficient matrix more dense. In the current study,
however, these details were discarded to make the comparison
more consistent.

Fluid property variation inside the heat exchangers is instead
taken into account during the creation of temperature-enthalpy
diagrams for each device in order to check that the crossing of
the temperature profiles is prevented. In order to do that, a dis-
cretization based on the share of thermal power exchanged is
carried out and allows to trace the heat transfer curves.

To automate the calculations for parametric and optimization
studies, Cycle Tempo™ has herein run in batch mode through a
script developed in the Matlab® environment which also included
the economic correlations of paragraph 3.3. A further advantage of
this approach is the possibility to use the Matlab® Optimization
toolbox. This feature is particularly handy in the design of a specific
cycle for a given application. With regards to the goal of the current
study, however, a comparison between optimized configurations
would have been inconsistent since the cycle parameters would
have differed from a layout to another one. Hence, the optimization
feature was not employed.

4. Sensitivity analysis

In general terms, the sCO2 power cycle performance are affected
by several thermodynamic parameters such as: pressure ratio,
operating conditions at the compressor inlet, turbine inlet tem-
perature, pressure losses inside the system, turbomachinery effi-
ciency, hot source inlet temperature and mass flow rate, and pinch
point in the heat exchangers. Therefore, a comprehensive techno-
economic comparison between different plant layouts should
accurately consider the different design conditions and operating
modes. However, such a comparison would not only imply high
computational and post-processing efforts but could also be
inconsistent. As a consequence, a sensitivity analysis was carried
out beforehand to understand the thermodynamic parameter that
mostly affected the plant performance, such that the different
operating regimes in the techno-economic analysis could be
expressed in terms of this variable.

To perform this preliminary analysis, several simulations have
been carried out using as reference layout the simple regenerated
one. The influence of the cycle operating parameters has been
compared in terms of net electrical power output due to the rele-
vance of this quantity in waste heat recovery applications. The
dependent variables investigated are temperature (TIC) and pres-
sure (PIC) at the compressor inlet, the turbine inlet temperature
(TIT), the pinch point of the heat exchangers (PPHX) and the
maximum cycle pressure (POC). On the other hand, the inlet and
outlet conditions of the hot and the cold sources have been kept
constant together with their respective mass flow rates. Similarly,
the isentropic efficiencies of the turbomachines were assumed as
constant and equal to the values measured at Sandia National
Laboratories during the testing campaign on the 300 kW re-com-
pressed sCO2 power cycle test rig unit [19,58]. In particular, the
compressor efficiency was taken from Ref. [58], in which a
compressor having the same power size of the one considered in
the current study was tested at different operating conditions. The
experimental campaign showed that, in the whole range of
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Assumptions in the thermodynamic comparison (NA¼ not applicable,
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pressure and temperatures considered in our analysis, an efficiency
of 0.7 was always achievable acting on the compressor speed. For
the turbine efficiency, in Ref. [19], a sCO2 turbine was tested for a
pressure ratio of 1.24, a mass flow rate of 1.74 kg/s, and an inlet
temperature of 391 �C and reached an efficiency of 0.846. Since in
our case we took in account a pressure ratio of 2.63 and a slightly
higher range of mass flow rates, the assumed efficiency of 0.85 can
be considered a conservative choice. In fact, turbine isentropic ef-
ficiency generally increases with pressure ratio, inlet temperature
and mass flow rate of the working fluid. Finally, the values
considered for mechanical and electrical efficiencies come from
design considerations that the supplier of the electrical generator
for the sCO2 system under construction at Brunel University shared
with the Authors. Table 2 summarizes the constant parameters
considered in the sensitivity analysis while Table 3 reports the
variation of the independent variables with respect to a reference
case, which is an intermediate point within the operating range
considered in this work that is suitable for sCO2 applications and
generates a power output of 100 kWe.

In Fig. 4, the results of the analysis are reported. The variation of
the net power output produced by the SR configuration is dis-
played, both in relative and absolute terms, as a function of the
several input parameters. For each set of simulation, one variable
has been decreased or increased while the others were maintained
constant and equal to the values in the reference case. Among all
these variables, the ones that least affect the plant power output are
the minimum and the maximum pressures of the cycle, and the
pinch point in the heat exchangers. In fact, considering a change of
the compressor inlet pressure from 74 bar to 80 bar, the net power
output increases only from 96 kW to 101 kW. The same small var-
iations can be observed for the compressor outlet pressure and for
the heat exchangers' pinch points; in fact, the net power output
changes from 93 kW to 100 kWwhen the maximum pressure is set
respectively from 150 bar to 220 bar, and from 101 kW to 95 kW
when the pinch points are set respectively from 10 �C to 20 �C.

More pronounced is instead the effect of the compressor inlet
temperature, since the net power output of the system decreases
from 104 kW to 93 kW due to a greater compressor input power
when TIC increases from 32 �C to 38 �C. This analysis also shows
that the worsening of the overall system performance when the
compression of the working fluid occurs far from the critical point
is primarily due to the temperature rather than a pressure increase,
in agreement with the literature.

Nonetheless, the most influencing parameter for the sCO2 per-
formance is undoubtedly the turbine inlet temperature (TIT). In
fact, when this variable increases from 350 �C to 550 �C, the plant
power output variation is maximized, going from 74 kW to 115 kW.
For this reason, the turbine inlet temperature has been chosen as
dependent variable for the techno-economic cycle comparison re-
ported in Section 5.

5. Results and discussion

Due to the diversity that characterizes the sCO2 cycle layouts
considered in Section 2, to perform a consistent performance
Table 3
Ranges of variation for the independent variables of the sensitivity analysis.

min ref max

PIC [bar] 74 76 80
TIC [�C] 32 35 38
POC [bar] 150 200 250
TIT [�C] 350 450 550
PPHX [�C] 10 15 20
comparison, a given number of assumptions had to be made. First
of all, the analysis is carried out with reference to 1.0 kg/s of flue gas
at 650 �C, such that all the results could be easily scaled for any high
temperature heat source, provided that the gas composition leads
to the same specific heat at constant pressure (1.1 kJ/kgK). As
concerns the final temperature of the hot source after the heat
recovery, two main approaches are pursued: the cycle layouts
similar to the SR one (i.e. RC, RH and RCRH), in which the sCO2 flow
is not split in two branches, considered a outlet gas temperature of
350 �C, as it was assumed in the sensitivity analysis reported in
Section 4. On the other hand, for the cycle schemes more oriented
toWHR applications such as the PH, PHPC, SHSE and PHSE ones, the
outlet gas temperature has been set equal to 150 �C, which is the
conventional threshold to prevent low temperature corrosion is-
sues. Therefore, this second category of layouts is characterized by
high recovery potential compared to the first set of cycle schemes.
In fact, without a flow split, an outlet temperature of 150 �C cannot
be achieved in the first family of cycle architectures since the
temperature profiles of flue gas and CO2 in the heater would
intersect. Conversely, splitting the sCO2 stream allows a suitable
matching with the temperature glide of the heat source and, in
turn, to maximize the heat utilization.

On the other hand, those simulation parameters that apply only
to a subset of cycle architectures have been optimized for each
simulation in order to achieve the maximum net power output and
thus compare only optimal layouts. Example of such variables are
SR RH RC RCRH PH PHSE SHSE PHPC

Water Ti [�C] 15
Water To [�C] 45
Water _m [kg/s] not fixed
Compressor pi [bar] 74
Compressor po [bar] 200
Flue gas _m [kg/s] 1
Flue gas Ti [�C] 650
Flue gas To [�C] 350 350 350 350 150 150 150 150
Split ratio NA NA OPT OPT OPT OPT OPT OPT
Pre-compressor pi [bar] NA NA NA NA NA NA NA 60
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the split ratio for the RC layout or the pre-compressor inlet pressure
for the PHPC configuration. Finally, the efficiencies assumed for the
turbomachines are reported in Table 2, while Table 4 summarizes
the values of the parameters kept constant throughout the study.
Among them, it is assumed that the cold source is a water stream
whose mass flow rates varies such that an inlet temperature at the
cooler of 15 �C and an outlet temperature of 45 �C are always
maintained.

5.1. Thermodynamic analysis

Figs. 5 and 6 show the net power output and the overall energy
efficiency in each layout at turbine inlet temperatures from 250 �C
to 600 �C. However, not all the configurations analyzed can operate
in the range considered since, at high TIT, some schemes might
present an intersection of the temperature profiles of the flue gases
and the CO2 in the heater. These cases have not physical meaning
and they have been therefore omitted from the results. For
instance, the maximum TIT displayed for the PHPC architecture is
equal to 475 �C, since it is the highest value achievable by the
architecture.

Considering then only the meaningful cases, both the figures
show the positive effect that an increase of the TIT has on the cycle
performance. Among the more conventional sCO2 layouts, Fig. 5
shows that the ones which generate a higher power output are
the RH and the RCRH ones, thanks to the split expansion feature.
Indeed, when the TIT goes from 250 �C to 400 �C these two con-
figurations generate from 59 kW to 95 kW and from 49 kW to
98 kW of electric power respectively, against the one produced by
the SR and the RC configurations that in the same range of tem-
perature goes from 51 kW to 89 kW and from 38 kW to 90 kW
respectively. Beyond 400 �C, in RH and RCRH layouts, the split of the
heat load in two separate heaters limits the achievable TIT. This fact,
on one hand allows to enhance the cycle efficiency (Fig. 6) but on
the other one it constraints the power output (Fig. 5). Therefore, in
absolute terms, the SR and the RC layouts eventually show higher
performance, since they allow to produce 115 kW and 113 kW of
Fig. 5. Net power output comparison.
electric power at TIT of 550 �C and 500 �C respectively.
The layouts conceived forWHR applications are able to harvest a

greater amount of thermal power from the heat source. To balance
this higher thermal load, a greater amount of CO2 is required in
these systems. This results in power outputs higher than those that
characterize the configurations previously mentioned but, on the
other hand, also in lower overall efficiency since the relative in-
crease of thermal power recovery (that appears in the denominator
of Equation (10)) is greater than the relative increment in electrical
power output. The SHSE layout, at 500 �C and 550 �C, is able to
generate up to 119 kWand 121 kWof electric power, more than the
one produced by the SR and RC configurations at the same TITs. A
much higher net power output can be generated by the PHSE, PHPC
and PH architectures that, with a maximum cycle temperature of
450 �C, are able to produce up to 153 kW, 167 kW and 171 kW
respectively. In absolute terms however, the layout which shows
the higher power output is the PHPC one which, thanks to the
addition of a pre-compressor, allows to increase the expansion ratio
across the turbine and thus to generate up to 174 kW with a TIT of
475 �C against the 171 kWof the PH configuration at a TIT of 450 �C.

Regarding the exergy efficiency, it is possible to see from Fig. 7
that all the layouts show, on average, similar performance. For
low TIT, the RH configuration shows higher efficiencies, going from
15.8% up to 19.9% when the TIT goes from 250 �C to 350 �C. At a TIT
of 400 �C the RCRH performs better, with an efficiency equal to
26.2%. At a TIT equal to 450 �C, the PH layout achieves a higher
efficiency, namely 28.3%. The highest performances are however
shown by the RC and the SR architectures, which present efficiency
values of 30.9% and 30.4% at a TIT of 500 and 550 �C respectively.

Lower efficiencies are achieved by the SHSE configuration
(20.4% at a TIT of 600 �C), since the sCO2 flow, which is heated from
the low and high temperature recuperators, expands at lower TIT.
The lower net power output additionally affects the exergy effi-
ciency of this layout, which in fact is the lowest among its similar
architectures. The SHSE scheme presents indeed a maximum
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exergy efficiency of 29.3% against the 38.9%, 40.5% and the 41.2% of
PHSE, PH and PHPC architectures (Fig. 7).

Worst exergy efficiencies are those achieved by the conven-
tional sCO2 cycle schemes since the outlet temperature of the heat
source downstream the heat recovery process is still very high
(350 �C). In fact, it is possible to notice that the SR and RC layouts
show a maximum exergy efficiency respectively equal to 27.2% and
26.7% (for a TIT of 550 �C and 500 �C), while for the RH and the
RCRH schemes, which are not able to reach that temperature, the
maximum exergy efficiency achievable for a TIT of 400 �C is
respectively equal to 22.4% and 26.2%.
5.2. Investment cost analysis

In each thermodynamic simulation, several financial metrics
have been computed accordingly to formulations presented in the
paragraph 3.3. Components cost data and additional parameters
herein assumed are listed in Table 5. It is worth to notice that the
specific cost for heat exchangers depends on the type and the
technology, namely fin tube heater, printed circuit recuperator and
Table 5
Assumptions in the economic comparison.

Components
l Heater [$/UA] 5000
l Recuperator [$/UA] 2500
l Gas cooler [$/UA] 36
Plant
O&M operations (OM) [$/kWe] 30
O&M escalation rate (er) [%] 3
Plant degradation rate (dr) [%] 1
Electricity market price (Ce) [$/kWh] 0.06
Plant lifetime (NY) [years] 20
Plant utilization factor (u) [%] 85
Discount rate (r) [%] 5
Plant installation cost (Cinst) 1.3
plate heat exchangers as gas coolers. Although previous studies
considered either printed circuit or shell and tube gas coolers,
thanks to the increasing role of natural refrigerants in the refrig-
eration sector, plate heat exchangers are nowadays available also
for CO2 applications at low temperatures (<250 �C) but high pres-
sure. Therefore, in the current analysis, the plate heat exchanger
technology, which has a specific cost two orders of magnitude
lower than the printed circuit one, was considered.

Figs. 8 and 9 show, the Specific Cost for kWe installed (SC) and
the Levelized Cost Of Electricity (LCOE) for the eight layouts as a
function of the TIT. The results obtained for both the indicators
present the same tendency, since both of them can be seen as the
ratio between total investment cost and power production capacity.
In each layout, SC and LCOE show a parabolic trend with a mini-
mum cost for a turbine inlet temperature in a range between 325 �C
and 425 �C. The only exceptions are represented by the SHSE and
the PHSE configurations, which present the minimum cost point
shifted towards 500 �C. These minima are mainly due to the fact
that the cost of the units is driven by the heat exchangers' one. In
fact, while the costs for turbomachines, auxiliaries and installation
are, on average, constant between the range of power sizes
analyzed in this work, the heat exchangers ones experience a
remarkable variation due to their heat transfer area, which in turn
depends on the Logarithmic Mean Temperature Difference (LMTD).
Therefore, at low TIT, the size of the heat exchangers, and thus the
costs, is reduced since the LMTD is large. However, the power
generated by the unit is low and in turn the SC and LCOE become
relevant. At higher TIT, the heat exchangers cost increases, but not
excessively since the LMTD is still large, and so does the power
produced by the plant, causing then a decrease of the SC and LCOE.
Increasing even more the TIT, although it allows to have a higher
net power output, it also leads to a reduction of the LMTD in the
heat exchangers and especially in the heater, with a consequential
increase of the heat transfer area, the heat exchangers' cost and
thus the cost indicators.

A further interesting result is that the SR configuration, which
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has the lowest complexity and number of components, also pre-
sents the lowest minimum SC and LCOE, which are equal respec-
tively to 770 $/kWe and 0.0083 $/kWe for a TIT of 425 �C. Even the
architecture more oriented to WHR applications present higher SC
and LCOE. Indeed, the PHSE and the PH configurations show a
minimum SC, respectively at a TIT of 500 �C and 325 �C, equal to
1577 $/kWe and 1516 $/kWe, and a minimum LCOE equal to 0.0137
$/kWe and 0.0130 $/kWe; while the SHSE and PHPC show lower
minimum specific costs, 981 $/kWe and 948 $/kWe, and LCOE,
0.0095 $/kWe and 0.0097 $/kWe, which however are still higher
than the ones related to the SR architecture.

Among the conventional and more complex layouts, the RH
scheme presents the minimum SC and LCOE, equal to 1123 $/kWe
and 0.0106 $/kWe (at a TIT of 350 �C), which are also competitive
with respect to the ones of the WHR plant schemes. Eventually, the
RC and the RCRH architecture show much higher minimum costs,
as 1775 $/kWe and 2247 $/kWe for the SC and 0.0150 $/kWe and
0.0182 $/kWe for the LCOE, respectively at a TIT of 400 �C and
350 �C.

The same considerations outlined above also hold for the
payback period (Fig. 10), which shows the same trend lines of the
two metrics before analyzed. In particular, it is possible to notice
that the SR configuration presents a payback period of 1.86 years for
a TIT of 425 �C, which is the lowest among all the layouts and it
could be also attractive from a market perspective. Also the PHPC,
the RH and the SHSE layouts present low payback periods, at a TIT
of 325 �C, 350 �C and 500 �C, equal respectively to 2.38, 2.73 and
2.30 years, which are still interesting for heat to power conversion
systems oriented to WHR industrial applications. One of the main
reason for these promising outcomes is due to having considered a
plate heat exchangers as gas coolers; indeed, this allows to drop the
investment cost of nearly 20%.

Fig. 11 instead, shows the IRR again as a function of the TIT for all
the eight different sCO2 layouts. Also in this case the SR configu-
ration shows the best IRR, equal to 53% for a TIT of 425 �C, while
lower rates characterize the PHPC, RH and SHSE layouts, which
show respectively a maximum IRR of 41%, 36% and 43% with a TIT of
325 �C, 350 �C and 500 �C. On the other hand, the PH configuration
presents the worst rate, equal to 6% for a TIT of 450 �C. It is worth to
notice that the results related to these two indicators, contrarily to
the LCOE and SC parameters, are strongly affected by the electricity
price chosen during the analysis (0.06 $/kWh), and the incentives
and taxation rate assumed (which have been neglected in this
work).
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6. Conclusions

This study presented a techno-economic analysis of eight
different sCO2 power cycle configurations. In particular, four layouts
originally developed for concentrated solar power and nuclear
applications, the simple regenerative (SR), RH, RC and RCRH, have
been compared to architectures more oriented to waste heat re-
covery and conversion uses, such as the SHSE, PH, PHSE and PHPC.
The net power output, the thermal and exergy efficiencies, and
several investment cost parameters have been investigated at
different plant operating conditions using cost correlations, and
other published data and assumptions with particular reference to
small to medium scale systems.

In order to address the most representative cycle variable to
identify the variation of the system operating point, a sensitivity
analysis has been carried out. The results showed that the turbine
inlet temperature is the most influencing parameter on cycle net
power output and overall energy and exergy efficiencies. The sec-
ondmost important parameter was identified to be the compressor
inlet temperature, which must be very close to the critical point of
the CO2 working fluid.

Thewaste heat recovery and conversion architectures have been
found to be able to generate a much higher net power output in
comparison to the more conventional layouts, due to the higher
amounts of waste heat they can recover. This results from the split-
heating of the flow after the compression stage that also allows a
better thermal matching between the CO2 and hot source tem-
perature profiles in the heater. Indeed, the SHSE, PHSE, PH and
PHPC layouts have been found to produce 124 kW, 165 kW, 171 kW
and 174 kW respectively, compared to 95 kW, 98 kW, 113 kW and
115 kW that would be generated by the RH, RCRH, RC and SR
configurations respectively.

The novel PHPC architecture was found to be able to achieve the
highest net power output. Nonetheless, the investment cost anal-
ysis revealed that the SR plant scheme, which is characterized by
the lowest complexity, provides the highest economic effectiveness
with a specific cost of 770 $/kWe and payback period of 1.86 years.

Even though the net power output and thermal and exergy ef-
ficiencies of the different cycle layouts were found to increase
proportionally with the turbine inlet temperature (TIT), the in-
vestment cost parameters showed a parabolic variation, with
maximum IRR in the range between 325 �C and 500 �C depending
on the system architecture. This is due to the high contribution of
the high temperature heat exchanger(s) to the overall cost of the
system which increases with the exhaust gas temperature. Heater
cost reduction is therefore very important to lower the overall
capital cost of the sCO2 power system and to increase its economic
competitiveness.
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Nomenclature
Symbols

b: pressure ratio
h: efficiency
h: specific enthalpy [kJ/kg]
_m: mass flow rate [kg/s]
p: pressure [bar]
s: specific entropy [kJ/kgK]
C: cost [$]
CF: cash flow [$]
_E: exergy flow [kW]
_I: irreversibility [kW]
Q: heat load [kJ]
T: temperature [�C]
_W: power [kW]

Subscripts

0: dead state
cs: cold side
cum: cumulative
e: electrical
ex: exergy
hot: hot source
hs: hot side
i: inlet
inst: installation
is: isentropic
m: mechanical
o: outlet
rev: revenues
tot: total
xp: expenses
C: compressor
HX: heat exchangers
T: turbine

Acronyms

IRR: Internal Rate of Return
LCOE: Levelized Cost Of Electricity
LMTD: Logarithmic Mean Temperature Difference
ORC: Organic Rankine Cycle
PBP: PayBack Period
PH: Pre-Heating
PHPC: Pre-Heating with Pre-Compression
PHSE: Pre-Heating with Split Expansion
PP: Pinch Point
RC: Re-Compression
RCRH: Re-Compression Re-Heating
RH: Re-Heating
SC: Specific Cost
sCO2: supercritical carbon dioxide
SHSE: Split-Heating with Split Expansion
SR: Simple Regenerated
TIT: Turbine Inlet Temperature
WHR: Waste Heat Recovery
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