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ORIGINAL RESEARCH

Kinect4FOG: monitoring and improving mobility in people with Parkinson’s using
a novel system incorporating the Microsoft Kinect v2

Amin Aminia , Konstantinos Banitsasa and William R. Youngb

aDepartment of Electronics and Computer Engineering, Brunel University London, London, UK; bDepartment of Clinical Sciences, Brunel
University London, London, UK

ABSTRACT
Parkinson’s is a neurodegenerative condition associated with several motor symptoms including tremors
and slowness of movement. Freezing of gait (FOG); the sensation of one’s feet being “glued” to the floor,
is one of the most debilitating symptoms associated with advanced Parkinson’s. FOG not only contributes
to falls and related injuries, but also compromises quality of life as people often avoid engaging in func-
tional daily activities both inside and outside the home. In the current study, we describe a novel system
designed to detect FOG and falling in people with Parkinson’s (PwP) as well as monitoring and improving
their mobility using laser-based visual cues cast by an automated laser system. The system utilizes a RGB-
D sensor based on Microsoft Kinect v2 and a laser casting system consisting of two servo motors and an
Arduino microcontroller. This system was evaluated by 15 PwP with FOG. Here, we present details of the
system along with a summary of feedback provided by PwP. Despite limitations regarding its outdoor
use, feedback was very positive in terms of domestic usability and convenience, where 12/15 PwP showed
interest in installing and using the system at their homes.

� IMPLICATIONS FOR REHABILITATION

� Providing an automatic and remotely manageable monitoring system for PwP gait analysis and
fall detection.

� Providing an automatic, unobtrusive and dynamic visual cue system for PwP based on laser
line projection.

� Gathering feedback from PwP about the practical usage of the implemented system through focus
group events.
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Introduction

Parkinson’s disease (PD), caused by the depletion of dopamine in the
substantia nigra, is a degenerative neurological condition affecting
the initiation and control of movements, particularly those related to
walking [1,2]. There are many physiological symptoms associated
with PD including akinesia, hypokinesia, and Bradykinesia [3].
Another major symptom includes freezing of gait (FOG), usually pre-
senting in advanced Parkinson’s [4–7]. FOG is one of the most debili-
tating and least understood symptoms associated with Parkinson’s. It
is exacerbated by several factors including the need to walk through
narrow spaces, turning and stressful situations [7,8]. FOG and associ-
ated incidents of falling often incapacitate people with Parkinson’s
(PwP) and, as such, can have a significant detrimental impact at both
a physical and psychosocial level [6]. Consequently, the patient’s
quality of life decreases and health care and treatment expenditures
increase substantially [9]. A research study conducted by the
University of Rochester’s Strong Memorial Hospital [10] showed that
�30% of PwP experience sudden, unexpected freezing episodes,
thus highlighting the high level of dependency that many PwP have
on physical or psychological strategies that may assist in alleviating
FOG and help people start walking again.

Many studies suggest that auditory [11–14] and visual cues
[13–26] can improve a PwP’s gait performance, especially during

FOG. Rubinstein et al. [14], observed that in the presence of an
external “movement trigger” (i.e., a sensory cue), a patient’s self-
paced actions such as walking, can be significantly improved; a
phenomenon, known as “kinesia paradoxica”.

PD monitoring

Many previous studies have developed methods for monitoring
FOG behaviors and intervening to improve motor symptoms with
the use of external visual cues. Many studies utilize computer vision
technologies to minimize the need for patients to wear measure-
ment devices, which can be cumbersome and also have potential to
alter a person’s movement characteristics. Since the release of the
Microsoft Kinect camera, Redmond, WA (a peripheral 3D camera as
a replacement for conventional gamepads for Xbox gaming con-
soles) several attempts have been made to use the Kinect sensor as
a noninvasive approach for monitoring PD-related gait disorders.
Many previous research studies have focused on rehabilitation out-
comes and experimental methods for monitoring patients’ activities.
For instance, in Taka�c et al. [27], a home tracking system was devel-
oped using Microsoft Kinect sensors to help PwP who experience
regular FOG. The research interconnected multiple Kinect sensors
together to deliver a wider coverage of the testing environment.
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The model operated by collectively gathering data from multiple
Kinect sensors into a central computer and storing them in a central-
ized database for further analysis and processing. The research
employed a model based on the subject’s histogram color and
height together with the known average movement delays between
each camera. Nonetheless, as a Kinect camera produces a raw RGB
data stream, analyzing multiple Kinect color data streams for the
histogram of color in real-time requires a very powerful processor
and significant amount of computer memory. Moreover, the syn-
chronization between each camera feed would add extra computa-
tion in this approach.

Mobility improvement

Previous research has demonstrated that dynamic visual cues
(such as laser lines projected on the floor) can deliver a profound
improvement to walking characteristics in PwP [14]. Furthermore,
strong evidence now exists suggesting that it is not only the pres-
ence of sensory information (or an external “goal” for movement)
that “drives” improvements/kinesia paradoxia, but rather the pres-
ence of continuous and dynamic sensory information. This was
first demonstrated by Azulay et al. [23], who showed that the sig-
nificant benefits to gait gained when walking on visual stepping
targets were lost when patients walked on the same targets under
conditions when the room was illuminated by strobopic lighting;
thus making the visual targets appear static. Similar observations
have also been made in the auditory domain [3].

In Zhao et al. [28], in order to improve PwP’s gait performance, a
visual cue system was implemented based on a wearable system
installed on subjects’ shoes. This system employed laser pointers as
visual cues fitted on a pair of modified shoes using a 3D printed
caddy. The system consisted of pressure sensors that detect the
stance phase of gait and trigger the laser pointers when a freeze
occurs. While effective and intuitive to use, the reliance on any
attachable/wearable apparatus has clear potential to be cumber-
some and also required users to remember to attach appropriate
devices, even around the house; where many people experience sig-
nificant problems with FOG at times when they are not wearing
shoes. In another approach based on wearable devices [29], the
effect of a subject-mounted light device (SMLD) projecting visual
step length markers on the floor was evaluated. The study showed
that a SMLD induced a statically significant improvement on sub-
jects’ gait performance. Nevertheless, it was suggested that the
requirement of wearing SMLD might lead to practical difficulties
both in terms of comfort and the potential for the devices impacting
on patients’ movement characteristics. In Velik et al. [22], the entire
visual cue system including a SMLD and a backpack consisting of a
remotely controlled laptop (needing to be carried by the subjects),
will inevitably have comparable shortcomings. Moreover, similar to
the aforementioned technologies, the laser visual cues are always
turned on, regardless of the subject’s FOG status of gait perform-
ance. McAuley et al. [24] and Kaminsky et al. [25], proposed the use
of virtual cueing spectacles (VCS) that, similar to approaches that
project targets on the floor, project virtual visual targets on to a
user’s spectacles. The use of VCS might eliminate major disadvan-
tages introduced by SMLD (or other wearable approaches), but
these systems still need to either be sensitive to FOG onset, or con-
stantly turned on, even when not required.

Fall detection

Similar to the technological developments described above, sev-
eral attempts have been made to design automated methods for
detecting falls in older adults based on a variety of techniques

such as wearable devices [30–33] and computer vision [34–36]. As
falls are a major problem in PwP with FOG (in 2017 determined to
be a top research priority for Parkinson’s UK), such developments
are particularly relevant, and should ideally be integrated with
attempts to provide sensory cues for movement. The Microsoft
Kinect has previously been used as a noninvasive approach for
fall-detection. For instance, in Mastorakis et al. [35], the user’s
body velocity and inactivity was taken into account that made the
floor detection unnecessary for the fall detection due to the use
of a 3D bounding box (the active area of interest). This removes
the need for any environmental pre-knowledge such as a floor’s
position or height. Moreover, in Stone et al. [34], an algorithm
was developed that determines a subject’s vertical state in each
frame to trigger a detected fall using a decision tree and feature
extraction. The research used 454 simulated falls and nine real fall
incidents for the trial. Finally in Rusko et al. [37], different machine
learning techniques including Native Bays, decision tree and sup-
port vector machine (SVM) were used for fall detection in which
the decision tree algorithm proved to be more accurate compared
to other machine learning techniques used in the study, with over
93.3% success rate in detecting true positive fall incidents.

In the current study, we describe a novel integrated system
that not only features an unobtrusive monitoring tool for fall and
FOG incidents using the Microsoft Kinect v2 camera, but also
implements an ambient-assisted living (AAL) environment
designed to improve patients’ mobility during a FOG incident
using automatic laser-based visual cue projection. Using a laser-
based dynamically changing visual cue that can cast lines accord-
ing to patients’ orientation and position in a room, the system is
capable of delivering bespoke and tailored sensory information
for each user in a manner that eliminates any need to wear body-
worn sensors.

In conjunction with the current system, we have developed a
companion smartphone application and a client software that
enables doctors, healthcare providers and family members to
monitor and receive notifications regarding possible incidents.
Upon the detection of a fall, the system can automatically capture
the event alongside an appropriate time stamp and notify a rele-
vant person via email, live video feed (through the smartphone
companion app), Skype conversation or developed client software.

Methods

FOG detection and algorithm

The approach for FOG detection builds on previously published
work from the authors [38,39]. An algorithm was developed to
monitor the behavior of subjects’ gait cycle and the number of
footsteps in a given time in order to estimate the occurrence of
FOG. A foot-off event is considered to have occurred when the
knee angle of one foot has decreased to less than a specific
threshold. Following significant pilot testing, this angle was speci-
fied as 170�. Moreover, a foot contact is triggered when the knee
angle of the same foot has returned to its original value
(170> h� 180) in a time period of more than 200ms. The 200ms
timing threshold was set to avoid the false positives flags due to
certain inconsistencies and noise in the Kinect data readings.

Vertical and horizontal servos’ angle calculation

As mentioned above, this system was designed to provide
dynamic visual cues using a set of two laser lines projected in
front of the patient. The position and orientation of those lines
are controlled by a set of two servo motors perpendicular to each
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other (Figure 3). Once the location of a given subject’s ankle joints
in a room were determined using Kinect v2 skeletal data stream,
the appropriate angle for the vertical servo angle could be calcu-
lated using Pythagorean theorem as depicted in Figure 1.

Where “a” is the Kinect’s camera height to the floor and “c” is
the hypotenuse of the right triangle, which is the same as the
subject’s closest foot joint distance to the Kinect camera in the Z-
axis. h is the calculated vertical angle for the servo motor. The
position offsets in the X and Y axes between the servo motor and
the Kinect’s lens center has been taken into account when the
system calculated the correct angle for the vertical servo motor/
laser pointer.

For horizontal servo motor angle determination, the subject’s
shoulders displacement difference in Z-axis (depth) was calculated
as it is shown in (Figure 2 variable d).

The angle for the horizontal servo motor can be determined
by calculating the inverse sine of h. Depending on the subject’s
direction of rotation to the left or right, the result would be sub-
tracted or added from/to 90, respectively. This is because, in order

to cast laser lines in front of the subject, the horizontal servo
motor should rotate in reverse compared to the subject’s
body rotation.

Fall detection and algorithm

Fall detection using Microsoft Kinect has previously been shown
to be highly accurate [34–36,39]. This research employed the
heuristic fall detection algorithm used in [40] with 97% true posi-
tive detection accuracy of fall incidents. The approach was devel-
oped based on the subject’s head “joint” (as detected by the
Kinect) distance to the floor and its fall velocity and acceleration
relative to the floor. The implemented algorithm keeps tracking
the subject’s head in 3D Cartesian coordinates as well as its dis-
tance to the floor in 1 s time bins at all times. This enables the cal-
culation of the subject’s head velocity and acceleration. Combined
with the subject’s head distance to the floor, the system can
eliminate most so-called “false positive” falls caused by not
considering low-velocity “falls” such as laying down or high

Figure 1. Vertical angle determination.

Figure 2. Horizontal angle determination (note that Kinect sees a mirrored image thus shoulders are reversed).
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distance-to-ground incidents such as sitting on a chair. The system
can also distinguish between a recoverable and unrecoverable fall
incident based on a user-defined threshold.

Experimental setup

The developed visual cue system consisted of a two servo motors
controlling the vertical and horizontal movements of two class-3B
10mW 532 nm wavelength green line laser projectors. The servo
motors are controlled using an Arduino Uno microcontroller that
receives its inputs from a PC based on the Kinect v2 camera and
bespoke algorithms. The LCD shown in Figure 3 provides basic
information about the adjustments for vertical and horizontal
angles to the user.

During the development phase of the system, the horizontal
servo motor was designed to have a 150ms delay. This latency
was introduced to minimize motor jitter as it would be less likely
that a subject changes his/her body orientation within that

timeframe. The vertical servo motor showed 33ms delay due to
the 30Hz sampling frequency of the Kinect v2. During the focus
group sessions, participants were instructed to walk towards the
camera in pre-defined paths towards the Kinect camera as it is
seen in Figure 7 within the distance range of 4.33 m to 1.38 m
while their gait and locomotion were being tracked by the devel-
oped system. The Kinect was placed perpendicularly at a height
of 1.57 m from the ground.

Figure 4 demonstrates how the system provides real-time
information about the patient including the stride performance,
fall tracking and other information about the subject’s location in
the room. The “FOG Status” section shows that a FOG incident
has occurred and consequently the red circle indicates the laser-
based visual cue.

Figure 5 shows the design of the system’s smartphone com-
panion application for healthcare providers, doctors and carers.
The application provides information about the subject including
the number of estimated FOG incidents as well as a notification

Figure 3. A view of the prototype system. The two servo motors controlling vertical and horizontal movement are on the left of the image (between the Kinect
and lasers).

Figure 4. Graphical user interface for the developed software.
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to a carer if a critical fall incident occurs. Moreover, it provides the
carer with the ability to send visual or auditory cues during a FOG
incident or contact emergency services. Based on the user prefer-
ence, the system can contact a relevant person via email or notifi-
cations in the companion smartphone application including a live
stream of the incident and the time stamp of the relevant date
and time. A user, once notified, can also initiate a Skype conversa-
tion where he/she can talk to the patient and provide fur-
ther support.

Figure 5 shows the system behavior when a fall incident
occurs. As the figure depicts, the developed software was
designed as an open-ended solution that can provide alternative
visual or auditory cues. However, while feasible, such additions
are beyond the scope of this specific study.

User interface and doctor–patient communication

The developed system provides a comprehensive graphical user
interface (GUI) that enables doctors and healthcare providers
gather important information about a patient’s gait performance
such as stride time, steps in a given time and total number of
steps in real-time (Figure 4). These data can later be recorded and

exported to a patient’s database profile for future analysis and
evaluations.

The developed software can also enable a user to log in and
observe the patient’s status as well as provide support should the
patient require. Figure 6 illustrates the network diagram facilitat-
ing the relay of video streams via the internet to the smartphone
and client applications.

A smartphone companion application was also developed that
provided notification support and a live video stream of a patient
to be monitored regardless of the location and time difference
between the patient and healthcare provider. As these features
were also demonstrated to participants during the focus group, in
their questionnaires they were asked to appraise the smartphone
companion app, the live video stream, and remote visual
cue trigger.

Focus group and participants

The aim of the focus group was to review the functionality and
performance of the developed system. Fifteen PwP (12 male, 3
female) participated in the focus group in which seven PwP volun-
teered to directly interact with and evaluate the system. The 15
volunteers were split up in to three groups of five people.

Participants were recruited from local support groups run by
Parkinson’s UK. Potential participants were given written informa-
tion about the study and were invited to participate. They were
reminded that they were under no obligation to take part and
could withdraw at any time. All participants provided written and
informed consent. All investigations were carried out according to
the principles laid down by the Declaration of Helsinki of 1975,
revised in 2008. Ethical approval for the research was granted by
Brunel University London’s ethics committee.

Participants were given the opportunity to experience the sys-
tem themselves. They were advised to walk towards the camera
while being monitored, assess the system’s capabilities for visual
cue projection and observe the dynamic laser lines in action.
Moreover, the falling incidents were simulated by a healthy adult
to demonstrates the system’s fall detection and live support capa-
bilities. Seven of the 15 participants tested the system and all 15
participants observed the prototype system in operation. At the
end of each session participants responded to a series of ques-
tions relating to their experience and opinions of the system.
Their feedback is presented in Table 1.

Results

Figure 7 demonstrates the actual trial of the system by a volun-
teer. As it can be seen, the system casts laser lines as visual cues
in front of the patient according to his direction and location in
the room upon an occurrence of a FOG incident. Table 2 shows
the results based on the participants’ feedback about the
focus group.

When asked about the healthcare provider remote communica-
tion method with the patient during a critical fall incident, eight
patients suggested a telephone call while six suggested a Skype
video call and one remained neutral. While the prototype system
cost £137.69 to build excluding the controlling PC, patients sug-
gested that they would be willing to pay between £150 and 500
to have the system installed in their homes. Nevertheless, if the
prototype is released as a commercial device, other economic fac-
tors including insurance, maintenance, and the necessity to install
multiple systems in different rooms would inevitably escalate
the price. Finally, when asked about possible improvements to
the final product, eight of the patients suggested that a

Figure 5. System’s companion smartphone application in action.
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hybrid/portable method that can also provide outdoor visual cues,
would be very beneficial while seven wanted it to be as simple as
possible to keep the cost down and have a separate device for
outdoor purposes.

Discussion

The aim of this study was to develop and evaluate an integrated
system capable of detecting falls and FOG, providing visual cues
orientated to a user’s position, and providing a range of commu-
nication options. Based on the patients’ feedback, and in accord-
ance with previous research studies, it was concluded that our
system can indeed be helpful and used as a replacement to alter-
native, potentially less-capable technologies such as laser canes
and laser-mounted shoes. Due to the system being an open-
ended, proof of concept, the system’s coverage is limited to only
one axis. Nonetheless, future improvements can eliminate this
constraint by mounting the laser pointer, servo motors and the
Kinect camera on a circular rail attached to the ceiling capable of

moving/rotating in accordance to the subject position and direc-
tion in a room. Although this research was focused solely on the
automatic projection of dynamic visual cues, the system was
designed to accommodate additional features in future develop-
ments, such as auditory cues.

Overall, based on the patients’ feedback, the system represents
a viable solution for detecting fall incidents and providing help
during a critical fall when the patient is unattended. Also, based
on feedback from our participants, we can conclude that our sys-
tem has the capacity to provide an unobtrusive and automatic vis-
ual cue projection when needed at home during a FOG episode.

Conclusion

The results of this research demonstrate the viability of using an
automatic and unobtrusive system for monitoring and improving
the mobility of PwP based on the Microsoft Kinect camera. The
implementation of a visual cuing system based on laser lines for
improving FOG incidents in PwP has been developed and
reviewed by 15 PwP. Feedback provided regarding the utility of
the system showed promising results. All the participants either
“agreed” or “strongly agreed” with the fact that the system’s visual
cues are helpful in increasing their mobility and walking perform-
ance. Of those who tested the system, 86.6% were satisfied with
the system’s FOG detection whereas 13.3% neither agreed nor dis-
agreed about the system’s competency in detecting FOG inci-
dents. Nevertheless, there are shortcomings to our system, such
as the indoor-only coverage and the need for installing the sys-
tem in each of the most commonly used areas of a house.

Overall, compared to current commercially available alternative
devices, this system provides a broadly affordable solution while,
theoretically, providing a means of improving patients’ mobility
unobtrusively. Moreover, this solution is one of the few that can
function in an automated fashion, both in terms of event detec-
tion, cue provision and when establishing communication with
third parties. The ease of use and simple installation process com-
pared to other available solutions can make the system a

Figure 6. Network connection diagram including outgoing and incoming data packets over the internet.

Table 1. Patients participants.

Patient Gender Age Years since diagnosis FOG daily occurrence

S1 Male 60 9 3
S2a Female 54 7 5
S3 Male 77 7.5 5
S4a Male 72 18 15
S5 Male 74 8 20
S6a Male 73 14 10
S7 Male 70 10 10
S8 Male 72 2 5
S9a Female 72 17 10
S10 Male 76 12 5
S11a Male 70 10 10
S12 Female 78 0.5 10
S13a Male 71 5 5
S14a Male 92 2 10
S15 Male 70 8 10
Mean N/A 72.06 8.66 8.86
aIndicates those who volunteered to try them system.
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desirable solution for indoor assisting purposes as suggested by
participants in the current study.
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