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Abstract
Volunteer computing has the potential to provide significant additional computing capacity for the LHC experiments. 
Initiatives such as the CMS@home project are aiming to integrate volunteer computing resources into the experiment’s 
computational frameworks to support their scientific workloads. This is especially important, as over the next few years 
the demands on computing capacity will increase beyond what can be supported by general technology trends. This paper 
describes how a volunteer computing project that uses virtualization to run high energy physics simulations can integrate 
those resources into their computing infrastructure. The concept of the volunteer cloud is introduced and how this model can 
simplify the integration is described. An architecture for implementing the volunteer cloud model is presented along with 
an implementation for the CMS@home project. Finally, the submission of real CMS workloads to this volunteer cloud are 
compared to identical workloads submitted to the grid.
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Introduction

As the LHC’s scientific programme advances, its power and 
intensity will be increased and the future demands on com-
puting capacity will be beyond what can be supported by 
general technology trends. Volunteer computing is of inter-
est, as it has the potential to provide significant additional 
computing capacity for the LHC experiments. The CMS@
home project therefore aims to provide addition computing 
capacity for the Compact Muon Solenoid (CMS) experi-
ment using donated computing resources from volunteers. 
An initial prototype solution for the CMS@home project 
has been developed and further details can be found in [1]. 
The adoption of volunteer computing brings an additional 
operational cost, which can be reduced by building upon 
the existing operational supports and transparently integrat-
ing those resources. The emergence of the cloud computing 

paradigm had resulted in the LHC experiments revising their 
computational frameworks to support the direct integration 
of virtualized resources. By considering volunteer comput-
ing projects that exploit virtualization as a volunteer cloud, 
a similar integration path can be followed.

This paper builds upon the experience gained through 
operating the initial prototype and suggests optimizations of 
the model to simplify the integration and lower the opera-
tional cost for CMS. Specifically, this involves considering 
the virtualized volunteer computing resources as a cloud and 
overlaying a solution for high-throughput computing. As it is 
envisaged that the high-throughput computing layer is com-
mon for all types of resources, the overall operations cost 
can be reduced and in addition similar provisioning methods 
can be used for the virtualized resources.

The next section provides an introduction to the volunteer 
cloud concept and compares with this the traditional view 
of cloud computing, along with how such resources can be 
used for high-throughput computing. Section 3 describes 
the revised architecture and shows how high-throughput 
computing has been overlaid upon the volunteer comput-
ing resources and integrated with the CMS computational 
framework. The results from using this improved deploy-
ment are given in Sect. 4 and are compared with identical 
submissions to the grid.
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The Volunteer Cloud

The Berkeley Open Infrastructure for Network Computing 
(BOINC) project [2] is a middleware for volunteer comput-
ing. It provides a server for building the project and a cli-
ent that runs on the volunteers’ machines. Projects such as 
SETI@home [3], which was launched in 1999 to search for 
signs of extra-terrestrial intelligence by analysing signals 
received by the Arecibo Observatory’s radio telescope, have 
attracted several hundred thousand volunteers. A community 
has been formed around these projects based on BOINC 
with volunteers participating in multiple projects. It is there-
fore advantageous to build upon BOINC and its community, 
as an existing resource pool of volunteers has already been 
established. More importantly, BOINC has gained the trust 
of these voluteers so that they accept that the applications 
are executed on their computers. Hence, the LHC@home 
project [4] was built upon BOINC to investigate the stability 
of particles in the accelartor for different optical configura-
tions and machine imperfections.

However, as high energy physics applications are only 
available for Linux, this reduces the potential resources pool 
as Windows and Mac machines cannot be used. The use of 
virtualization with BOINC by the Test4Theory project [5] 
attempted to solve this issue and paved the way for using 
volunteer computing for high energy physics applications. 
This approach provides an application, the vboxwrapper 
(previously the CernVMwrapper [6]), which runs a virtual 
machine for a fixed period of time. The virtual machine 
image run is under the control of the project and can be 
contexutlized similarly to how VMs would be configured 
in a cloud resource. From the volunteer’s perspective, the 
wrapper is just another application, but from the project’s 
perspective, this is just another VM in a resources pool. This 
approach follows the vacuum model [7], whereby virtual 
machines are created by the resource ower and the virtual 
machine image is provided by the consumer. For CMS, the 
virtual machine image launches agents (pilots) within the 
virtual machines to obtain (pull) work from a central queue 
of tasks. From the perspective of the resource consumer, 
VMs appear by spontaneous and, like particles in the vac-
uum, appear, potentially interact, and then disappear [7]. The 
CMS@home project has implemented this model whereby 
BOINC is used to provision VMs which then connect to 
CMS’s computing infrastructure to retrieve jobs.

Architecture and Implementation

The CMS@home Architecture

The overall architecture has been designed based on three 
guiding principles that emerged during the initial proof of 
concept [1] as well as experience from other similar projects 
[5]. These three principles are:

• The use of volunteer computing resources must appear 
to be seamless from the perspective of the project sci-
entist1. It must therefore be fully compliant with the 
existing computing infrastructure and at most only a few 
configuration parameters should need changing in the 
existing workload management system.

• As the volunteer’s resources are considered untrusted, 
since anyone can register, and grid resources are trusted, 
it is crucial to carefully manage the resulting hybrid eco-
system to ensure security is not compromised.

• Output data produced by volunteers resources must be 
quarantined and validated before being migrated to the 
trusted domain.

Furthermore, the solution for exploiting donated resources 
must result in a sustainable system. This means that the 
ongoing operation cost must mostly be met by the existing 
operational support structures. The challenge is to provide 
this in an experiment agnostic way that can potentially be a 
generic solution for other experiments. The prerequisite is to 
decouple resource management from job/workload manage-
ment. Achieving this is possible when following the vacuum 
model as already stated in Sect. 2. The result of this strategy 
is that the job definition, payload preparation and project 
scientist interface as well as all the application dependen-
cies are completely within the experiment’s domain and 
can control this system regardless of the type of computing 
resource used.

A queue can be used to implement an asynchronous 
mechanism for volunteer computing resources to pull a 
job. It can be used as an interface to bridge the two inde-
pendent systems: workload management and resource 
management. Using such an approach can satisfy the first 
principle whereby a project scientist can continue to use 
the very same system to submit workloads. However, 
resources should be authenticated so that only registered 
volunteers can pull workloads from the queue and the 
result returned can be traced to a specific volunteer. This 

1 The term project scientist is used in the BOINC nomenclature to 
describe the function of the scientist who is submitting the computa-
tional workloads.
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step must be agile enough to handle the dynamic and cha-
otic participation of the volunteers.

As the grid authentication mechanism requires a num-
ber of checks to verify the identity and authenticity of an 
individual, it cannot be used in the context of volunteer 
computing. However, the second principle can be met 
using the same technology but with a different policy, i.e. 
just check that the volunteer is registered. The policy used 
is that of the BOINC project and hence the term regis-
tered is therefore defined by the implementation of that 
policy within the BOINC project. Having such an authen-
tication mechanism allows access to be restricted to only 
registered users, the blocking of individual registrations 
and attribution of operations to specific registrations. The 
result is that the resources are authenticated and author-
ized, but remain untrusted in the wider context of the grid 
infrastructure.

Finally, as the outputs are produced on untrusted 
resources, they should be quarantined and validated before 
being migrated to trusted storage where further process 
can occur. This has implications on both the technologies 
used and output validation policies. From a technology 
perspective, the solution must be interoperable with grid 
storage systems to satisfy the first principle. The valida-
tion must assume that the output may contain malicious 
files and hence they must be temporarily staged before 
being validated and migrated to storage, satisfying prin-
ciple number three. For the workload used, this valida-
tion is achieved during the merge step. The merge jobs 
are submitted to combine the results into fewer, larger 
files before further analysis is carried out using the grid. 
Any corrupted results should be rejected at this stage and 
further physics validation can be done. Files corrupted 
during transfer to the data bridge are already rejected via 
checksum validation and play no further part. Maliciously 
corrupted files are unlikely as the malefactor would need 
both an intimate knowledge of the CMS software and the 
ability to compromise the VM. Hence corrupted files are 
unlikely, and currently the merge jobs show a zero failure 
rate. Inspection of the merge logs of a recent batch of 
jobs showed 1,773 merge jobs, combining 104,800 result 
files (representing 262 million generated events giving 
6.91 million processesd events) with no evidence seen of 
a file error.

As a result of these considerations, three pillars of the 
architecture were identified and developed:

(1) A job queue to collect job descriptions and possibly 
payloads as they are generated by the experiments.

(2) A method to translate the volunteer’s credential from 
a BOINC username and password that is available on 
the resource to one that is compatible with the grid 
authentication technology.

(3) A hybrid storage system to which files can be uploaded 
from volunteer’s resources and also interact with the 
standard grid infrastructure and tooling.

The Implementation and Integration for CMS@home

The first goal is to contextualize VMs so that they can pull 
work from a central task queue. Within CMS, there are two 
workload management systems: CRAB3 [8] and WMA-
gent [9], which have distinct roles and responsibilities. This 
paper mainly discusses CRAB3; however as both systems 
rely on HTCondor [10] for the underlying technology used 
to manage both the resources and jobs, the same discus-
sion holds for the WMAgent. The CMS uses the Condor 
Glidein [11] mechanism to implement a pilot-based system 
for resource management. These glideins are placed on the 
resource by GlideinWMS. In the context of volunteer com-
puting, the GlideinWMS cannot be directly used, as it sub-
mits (pushes) the glideins to the batch system that is manag-
ing the resources. However, the condor_schedd, that is the 
job queue used by the glideins, can provide the first pillar 
of the architecture. Hence, the condor_schedd was adopted 
to provide implementation of the queue where the jobs are 
pushed by CRAB3 as usual. The VMs were then contextu-
alized to pull from the queue via the direct instantiation of 
the HTCondor glidein. From the perspective of the project 
scientist, the volunteer resources appear as a regular batch 
system and only a small configuration change is required to 
direct the jobs to that site. All the specific technical details 
for accessing volunteer resources are therefore hidden from 
the project scientist and hence it is seamless, while at the 
same time there is nothing additional for the experiment to 
maintain and hence it is sustainable.

For the glideins to connect to the condor_schedd, a cre-
dential is required. This is usually a trusted grid creden-
tial that is furnished by the GlideinWMS. To provide an 
untrusted grid credential, the Volunteer Computing Creden-
tial Service (VCCS) was developed to generate a short-lived 
(7 days) X.509 proxy from the BOINC username and pass-
word. Given that the BOINC username and password are 
available from within the VM, an HTTPS request is made 
to the VCCS for the proxy. The VCCS is a Web service that 
verifies the incoming request against the BOINC DB using 
Apache’s mod_dbd and, once validated, OpenSSL gener-
ates a certificate request. This request is used to contact an 
online certification authority (CA), specifically set up for the 
purpose of signing the X.509 certificate that was generated. 
The signed certificate is then used to generate a short-lived 
X.509 proxy for the volunteer. After the condor_schedd has 
been updated to recognize this volunteer computing CA, 
this untrusted (in the grid sense) X.509 proxy can be used to 
pull jobs. The VCCS has a configurable cache for the gener-
ated proxies to reduce the number of calls to the online CA. 
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Furthermore, the lifetime of the short-lived X.509 proxy is 
also configurable and can be tuned to take into consideration 
the lifetime of the VM.

Finally, the produced output must be temporarily stored 
before being validated and migrated to a trusted storage for 
further processing. This has been implemented using the 
Data Bridge, a storage system that supports multiple authen-
tication methods with associated policies. The Data Bridge 
is implemented using the Dynafed component which was 
developed in the context of HTTP data federations. Here, 
it enables volunteers to be authenticated with one type of 
credential and write to a storage system that uses another 
credential without the volunteer having access to that cre-
dential. This is achieved by first authenticating the volunteer 
with their X.509 proxy using Apache’s mod_ssl. Dynafed 
then returns a signed HTTP redirect and from contacting the 
underlying S3 (Ceph) storage system. By providing differ-
ent authorization policies depending on the DN structure of 
the X.509 proxy, this approach also has the advantage that 
the volunteer credential can only be used to push (upload) a 
new file and only the trusted grid credential can be used to 
pull (read) and delete a file. Hence, the Data Bridge can be 
used to quarantine the data generated by the volunteers and 
once validated the data can then be copied to another storage 
system using the standard data management tools of CMS 
such as the AsyncStageOut Service (ASO).

A complete schema of the CMS@home architecture is 
represented in Fig. 1.

The Initial Results

During the initial development of the project, CRAB3 was 
used to submit batches of jobs running CMS software to 
generate Monte Carlo events using the proposed geometry 
for the Phase 2 upgrade to the CMS silicon outer tracker 

detector designed to operate with the high-luminosity LHC 
[12].

Two types of collision events were generated, minimum 
bias (i.e. background) and top–antitop (ttbar) creation. A 
limitation on volunteer computing is that many home net-
works are still connected to the Internet via ADSL—asym-
metric digital subscriber line—where typically the download 
bandwidth is of the order of 5–10 Mbps, but the upload 
speed is significantly less, often 1 Mbps. This means that 
jobs need to be tailored towards the lowest common denomi-
nator, especially with regard to uploading result files. The 
job parameters were adjusted to give average running times 
in the order of 1 h, and output files about 50 MB in size; this 
led to jobs of 250 events for minimum bias and 50 events 
for ttbar. Such jobs require, on average, nearly 150 kbps of 
upload bandwidth per concurrent job.

For a statistical comparison with standard grid jobs, 
batches of 2000 25-event ttbar jobs were submitted to 
both CMS@home and the grid. The number of result files 
received as a function of time from the batch submission is 
shown in Fig. 2. On the grid, with a large number of high-
performance hosts available, return times were relatively 
short, with the first results coming in after 30 min and 90% 
(1800) of the expected results being received in about 6 h. 
Unusually, a large number of result files (142, or 7.1%) were 
never received.

The CMS@home jobs, on the other hand, started return-
ing results after about 80 min, but because of the small num-
ber of available volunteer hosts (about 100 at the time) only 
a limited number were run simultaneously and the return 
graph (Fig. 2b) shows an even slope for much of its dura-
tion as results were returned at a constant rate. 90% of the 
results were received in 29.5 h and in all 1980 files (99%) 
were received in 38 h.

The results of both batches were analysed to produce 
information about Level-1 tracking-trigger objects [12]: 

Fig. 1  The CMS@home Archi-
tecture
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clusters (pixel or strip signals in individual detectors gath-
ered into possible particle hits), and stubs (pairs of clusters 
from two closely adjacent detectors, possibly produced in 
the same particle track). Figures 3, 4 and 5 compare results 
from the two different processing streams. From the plots it 
can be seen that the ratio of results closely mirrors the ratio 
of successful jobs (1858/1980 = 0.938). However, there is 
a slight increase in this ratio moving out through the end-
caps—also seen as a small trend at higher pseodorapidity 
in Fig. 5. This may be due to the unusually high failure rate 
of the grid jobs—many grid sites put strict limits on the 
running time and memory usage of jobs, while there are no 
such limits per se for CMS@home jobs. Individual events 
may exceed the site limit, particularly memory limits for 
events with high occupancy rates, removing those events 
from the results and potentially skewing the hit distributions. 

At this proof-of-concept stage, it was considered that there 
was no reason to suspect any physics difference between 
results from normal grid jobs and those from CMS@home, 
although this will need to be revisited when the project 
moves to production simulations.

As the project matured, a new workflow was sought that 
better matched the characteristics of the volunteers’ comput-
ers, and especially their connectivity. One problem that had 
been encountered was when enthusiastic volunteers were 
committing six or eight, or even more, computers to the pro-
ject, and the resultant upload burden often led to transmis-
sions timing out due to insufficient bandwidth.

A workflow was found that both matched the project’s 
capabilities and also was of scientific interest, the rare decay 
of a Λ0

b
 to a proton, a muon, and a neutrino. This process is a 

background in investigations of a Bs decaying to two muons, 

(a) (b)

Fig. 2  The distribution of result files received for 2000 25-event ttbar simulation jobs, as a function of time from submission: a results from the 
normal grid; b results from ∼100 CMS@home volunteers
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Fig. 3  The total number of simulated clusters in the CMS HL-LHC tracker from successful CMS@home (red) and grid (blue) ttbar jobs (1980 
and 1858, respectively) in 2000-job batches: left, by barrel layer; right, by endcap layer; below, ratio of grid to CMS@home results
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as the proton can be misidentified as a muon. Because the 
production ratio is small, around 3×10−5 , and many pro-
ton–proton collisions need to be simulated to provide a 
significant number of desired events, the request had been 
sidelined from official simulation production.

Jobs simulating 200,000 collisions were found to take a 
median time of 2 h 20m, and return around 16 MB ( ∼ 6 events), 
so this workflow was submitted to the project and jobs suc-
cessfully run on volunteers’ machines. From the end of June 
2016 to early September, tasks constituting around 22 × 109 
collisions had been submitted and returned, with a success rate 
approaching 98% (see Table 1 for statistics of a representative 
batch of jobs). At this point, the production was nearing the 
requested production of 106 events, and it eventually consid-
erably surpassed this number after CMS@home was made 
available as a subproject on the “production” project vLHCath-
ome, opening it up to a wider range of volunteers. As well, the 
restriction of one job per host was lifted to allow volunteers to 
run as many jobs as their processors, memory and connectiv-
ity would support. By December 2016, when job submission 
was moved to WMAgent rather than CRAB3, the project had 
reached occasional peaks of over 800 jobs being run simulta-
neously, with over 250 results being returned per hour.

An analysis of one batch of 10,000 jobs found 8822 result 
files (lower than typical) containing 58,196 Λ0

b
→ p + � + � 

events, a ratio of 58196∕(8822 ∗ 2 × 105) = 3.3 × 10−5 , in 
line with expectations from the Monte Carlo input parameters. 
Figure 6 shows the distribution of the sum of the reconstructed 
mass of the protons and muons in these events, showing the 
overlap with the Bs mass of 5.37 GeV/c2.
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Fig. 4  The total number of simulated stubs in the CMS HL-LHC tracker from successful CMS@home (red) and grid (blue) ttbar jobs (1980 and 
1858, respectively) in 2000-job batches: left, by barrel layer; right, by endcap layer; below, ratio of grid to CMS@home results
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Fig. 5  The distribution of stubs as a function of pseudorapidity � 
from successful CMS@home (red) and grid (blue) ttbar jobs (1980 
and 1858, respectively) in 2000-job batches; below, ratio of grid to 
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Conclusions

By building upon the vacuum model and HTCondor, a 
volunteer computing platform has been provided that inte-
grates resources managed by BOINC into the computing 
infrastructure of the CMS experiment. A key feature of 
this approach is that it is experiment agnostic, i.e. com-
pletely independent of the workload management system, 
and hence may be suitable for other experiments. To real-
ize this, a few supporting services were developed includ-
ing the Volunteer Computing Credential Service and the 
Data Bridge. Together they form computing infrastructure 
for the CMS@home project, which enables the experi-
ment to harness the opportunistic capacity delivered by 
volunteer computing. This has been used to run real CMS 

workflows and the results have been compared to results 
from identical workflows that we submitted to the grid. 
Because the comparisons showed no obvious defects in the 
results returned from CMS@home, we conclude that there 
is no reason not to expand the project to run other scientifi-
cally interesting workflows. Indeed, we are in the process 
of doing this and CMS@home is becoming a significant 
CMS data-producing resource. Hence, we have demon-
strated that CMS@home can provide additional computing 
capacity for the CMS experiment and that this approach 
could also easily be adopted by other experiments.
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