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Abstract 

Organizational capabilities are the cornerstone of a firm’s competitive advan- 
tage. However, considerable ambiguity exists on the contributions of ordinary 
and dynamic capabilities. This study examines the relative contributions of or- 
dinary and dynamic capabilities to firm performance. Based on a survey of 260 
Indian high-tech firms, we find that in those firms that are in early stages and 
the very last stage of their life cycle, ordinary capabilities outperform dynamic 
capabilities in improving firm performance. However, for firms in the middle 
two stages of their life cycle, both types of capabilities contribute equally. Sim- 
ilarly, for small and medium enterprises (SMEs) ordinary capabilities are more 
important than dynamic capabilities. However, large firms are served equally 
well by both types of capabilities. Our findings indicate that the role of the 
internal organization has been underrated in previous research that has focused 
primarily on the external environment to understand ordinary and dynamic 
capabilities contributions. 

 

 
 

“Obsession is a young man’s game” – John Cutter to Robert Angier in the 
movie The Prestige. 

 
Robert, a successful magician, had already had what academicians call ordi- 

nary capabilities but was obsessed with developing new capabilities all the time, 
capabilities that we refer to as dynamic capabilities. The reference by John, 
Robert’s manager, to age was a reference to a person’s inner capacity to carry  out 
ordinary and dynamic capabilities effectively. In contrast, Robert saw out- side 
opportunities as a determinant of ordinary and dynamic capabilities poten- tial 
and had little consideration for internal capacities. As the climax of the  movie 
reveals, not listening to John’s advice proved fatal for Robert. However, that was a 
movie, and this is research. Is there any similarity between the two?  We believe 
there is. 

 

1. Introduction 
 

Organizational capabilities are a firm’s “capacity to deploy resources, usually 
in combination, using organizational processes, to affect a desired end” (Amit 
& Schoemaker, 1993:35) and are widely seen as the building blocks of a firm’s 
competitive advantage (Dosi et al., 2000; Teece et al., 1997). The resource-based 
view (RBV) of the firm and the dynamic capabilities view (DCV) have focused 
on two broad categories of organizational capabilities that are essential for firm 
performance: zero-order ordinary capabilities needed to exploit a firm’s current 
strategic assets through day-to-day operations (Winter, 2003) and higher-order 
dynamic capabilities required to alter a firm’s resource base by integrating, 
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building, and reconfiguring competences (Eisenhardt & Martin, 2000; Teece 
et al., 1997). 

Ordinary and dynamic capabilities operate on the resource base in a distinct 
manner and thus have a different but direct impact on firm performance (Lin 
& Wu, 2014; Pezeshkan et al., 2016). Since both types of capabilities compete 
for the same limited resources, it is essential to understand when and under 
what conditions they are needed more. Scholars have mostly focused on the 
external conditions to understand this. For instance, it has been suggested that 
a dynamic environment favors dynamic capabilities (Teece, 2014) and a sta- ble 
environment is suited for ordinary capabilities (Vorhies et al., 2009). This 
research implies that outside forces dictate the fortunes of organizational capa- 
bilities. However, our understanding of what goes on inside the organization 
that affects ordinary and dynamic capabilities’ rent potential is insufficient. Al- 
though advising managers to calibrate their organization’s capabilities based on 
the outside environment is not wrong, it is surely inadequate. For instance, just 
because outside forces are favorable for dynamic capabilities does not necessar- 
ily mean that the focal organization can support dynamic capabilities. There is 
not always a one-to-one correspondence between outside and inside forces, and 
it pays to complement outside knowledge with inside knowledge (Baden-Fuller, 
1995). 

In this study, we seek to understand the inner capacities of organizations to 
support organizational capabilities, as well as how these capacities have a differ- 
ent impact on different types of capabilities to the extent that certain internal 
conditions become more favorable towards one type of capability over another. 
To do so, we examine the relative contributions of ordinary and dynamic capa- 
bilities to firm performance, drawing on survey data from 260 Indian high-tech 
firms. In particular, we focus on ordinary and dynamic capabilities through the 
functional lens of marketing and technology - two vital and complementary 
functional capabilities (Song et al., 2005), especially in high-tech firms: tech- 
nological capabilities are needed for scientific inventions and translating them 
into concrete products, while marketing capabilities ensure that such products 
effectively serve the desired customers (Franco et al., 2009). Specifically, we con- 
ceptualize that ordinary capabilities consist of ordinary technological capability 
(i.e., a firm’s ability to leverage current technologies) and ordinary marketing 
capability (i.e., a firm’s ability to serve existing markets); dynamic capabilities 
consist of dynamic technological capability (i.e., a firm’s ability to identify and 
adopt new technologies) and dynamic marketing capability (i.e., a firm’s ability 
to detect and enter markets previously unserved) (Danneels, 2009). This con- 
ceptualization is in line with recent calls to study organizational capabilities in 
their specific functional domains (Pezeshkan et al., 2016). 

We aim to contribute to the strategic management research, in particular the 
organizational capabilities literature, by building a theory on internal conditions 
that support ordinary and dynamic capabilities. More importantly, our study 
also helps to solve the dilemma faced by practitioners in allocating resources to 
develop organizational capabilities. Both ordinary and dynamic capabilities 
directly compete for limited organizational resources (Ambrosini & Bowman, 



3  

 
 
 
 

2009). By delineating the internal conditions that equally favor both types of 
capabilities or favor one type more than the other, we intend to solve managers’ 
dilemma of resource allocation. Our findings will provide practical guidance 
for managers to make informed decisions on their commitment to developing 
ordinary and dynamic capabilities under different internal conditions. 

 
2. Theory and Hypotheses 

Ordinary capabilities exploit the existing resource base to ensure continu- 
ity of current operations. Dynamic capabilities, on the other hand, alter the 
resource base to allow firms to explore beyond their current market and techno- 
logical domains. The organizational ambidexterity literature suggests that both 
exploitation and exploration are equally important. Moreover, those firms that 
do not give equal weight to both will suffer in the long run (Raisch & Birkin- 
shaw, 2008). Consequently, firms need to maintain the same level of proficiency 
in both ordinary and dynamic capabilities to survive. In contrast, the punctu- 
ated equilibrium literature posits that as long as firms face a stable competitive 
environment, they need to exploit more than explore. However, radical changes 
in the competitive environment force firms to explore more, for a short burst 
of time, before moving back to the status quo (Sarkees et al., 2010). Therefore, 
the weight of both ordinary and dynamic capabilities changes with a change in 
the outside environment. That a firm does not necessarily need both ordinary 
and dynamic capabilities equally all the time also has a parallel in the organi- 
zational capabilities literature. The empirical findings in this literature suggest 
that ordinary capabilities are more vital in a stable environment and dynamic 
capabilities in a more turbulent environment (Drnevich & Kriauciunas, 2011). 

The current study predicts the relative importance of ordinary and dynamic 
capabilities by relying on an outside-in perspective. That is, it is the outside 
environment that forces the firm to use one type of capabilities more than the 
other. While the importance of environment can never be underestimated, the 
outside-in perspective overlooks the internal condition that favors the use of 
one type of capability more than the other. We take a firm perspective to 
understand when and why the relative importance of ordinary and dynamic 
capabilities keep changing. Complementing the market perspective with firm 
perspective is the ultimate challenge of strategic management research (Chen 
& Miller, 2012). We use information processing theory to do so. 

Information processing theory posits that a firm’s behavior can be explained 
by examining the flow of information in and around the firm (Thompson, 1967; 
Tushman & Nadler, 1978). Information processing in an organization entails 
data gathering and its transfer from those who are at the forefront of the market 
within the organization and have a more accurate picture of the environment, to 
the middle and top managers to help them make strategic decisions regarding the 
organization (Smith et al., 1991). The information processing theory explains 
the different phenomenon ranging from strategy to structure, decision making, 
and competitive moves (Dibrell & Miller, 2002). In this paper, we study how 
information processing capacity changes with the ‘organizational life cycle’ and 
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‘firm size’ to understand the relative performance of ordinary and dynamic 
capabilities. 

 
2.1. Information processing and organizational life cycle 

Ordinary and dynamic capabilities have different underpinnings. Ordinary 
capabilities are more rooted in routines than dynamic capabilities (Teece, 2012). 
Routines refer to both behavior and cognitive regulation that results in recurring 
interaction patterns and rules respectively (Nelson, 2009). How an organization 
will serve its current market will have both behavioral and cognitive regulation 
about it. Dynamic capabilities, on the other hand, are ingrained in ‘creative 
managerial and entrepreneurial acts’, acts that by their nature are strategic and 
non-routine (Teece, 2012). For instance, creating new markets is a strate- gic 
act, which might be guided by some underlying principles of ‘what to do when 
entering new markets’, is primarily based on the judgment and skills of 
managers. Dynamic capabilities of any form signify change, and change is itself 
never wholly routinized (Pentland et al., 2012). It is entrepreneurial and lead- 
ership skills, in other words, that are required to sustain dynamic capabilities 
(Hodgson, 2012). However, this is not to suggest that dynamic capabilities are 
completely devoid of routines. While (Teece, 2012) argues that there may be 
some underlying principles that guide dynamic capabilities, without a doubt or- 
dinary capabilities are far more routinized than dynamic capabilities (Winter, 
2003). 

The information processing theory posits that the nonroutine nature of a task 
increases uncertainty (Dibrell & Miller, 2002). Uncertainty is defined as “the 
difference between the amount of information required to perform the task and 
the amount of information already possessed by the organization” (Galbraith, 
1973:5). Galbraith (1973:4) argues that “the greater the task uncertainty, the 
greater the amount of information that must be processed among decision mak- 
ers during task execution in order to achieve a given level of performance”. The 
amount of information required to manage current technology will always be 
less than the information required to grasp new technologies. For instance, in 
a study of the match between technology and amount of information pro- 
cessing in R&D project groups, Keller (1994) finds that nonroutine technology 
requires high information processing to achieve project quality. This suggests 
that ordinary and dynamic capabilities differ in their information processing re- 
quirements. The later requires higher information processing than the former. 

How do organizations go about increasing their information processing ca- 
pacity that can support dynamic capabilities well? Organizational theorists 
have long proposed that the information processing capacity of firms changes 
with the organization life cycle stage (Lester et al., 2003). The organization life 
cycle is a theoretical notion that organizations progress through various life 
cycle stages as they are born, grow and eventually die. These stages are a unique 
configuration of variables related to organization context, strategy, and 
structure (Hanks et al., 1994). More importantly, for this research, information 
processing becomes simple and complex depending on the life cycle stages. Al- 
though scholars differ on the number of stages an organization follows over the 
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course of its life, the five-stage model is by far the most accepted model (Lester 
et al., 2003). Moreover, it is the five-stage model (start-up, accelerated growth, 
steady growth, stability, and decline) that we adopt in this study. 

Simple information processing characterizes the first two stages (start-up and 
accelerated growth) of the life cycle (Lester et al., 2003). However, as organiza- 
tions enter the next two stages (steady growth and stability) they develop more 
information processing procedures (Lester et al., 2003), such as “sophisticated 
information systems, formal and performance controls, scanning activities, plan- 
ning procedures and communication systems (Aguilar 1967; Galbraith 1973).” 
(Miller & Friesen, 1984:1164). The last stage of the life cycle (decline) sees a 
reverse in the situation as an organization reverts back to simpler information 
processing (Lester et al., 2003). Thus, the early two stages (start-up and accel- 
erated growth) and the last stage (decline) have simpler information processing 
procedures compared to the middle two stages (steady growth and stability). We 
posit that this, in turn, also has a profound impact on organizations’ capacity 
to support ordinary and dynamic capabilities. 

Life cycle stages that are characterized by low information processing are 
suited for ordinary capabilities and apparently not for dynamic capabilities. In 
contrast, life cycle stages that are characterized by high information processing 
procedures can support dynamic capabilities and ordinary capabilities; although 
ordinary capabilities require a low amount of information processing, high infor- 
mation processing does not impede their functioning. Therefore, we hypothesize: 

 
H1: In firms that are in the first two stages (start-up and accelerated growth) 

and the last stage (decline) of the life cycle, ordinary capabilities will outper- 
form dynamic capabilities regarding firm performance. 

 
H2: In firms that are in middle two stages (steady growth and stability) of 

the life cycle, both ordinary and dynamic capabilities will do equally well as it 
relates to firm performance. 

 
 

2.2. Information processing and firm size 

Information processing differences between ordinary and dynamic capabili- 
ties arise not only because of routines or lack of routines; ordinary and dynamic 
capabilities also differ on the amount of search activities associated with both 
(Danneels, 2002). These search activities involve gathering and filtering infor- 
mation about technology and market that can be passed on to those within the 
organization who can make sense of it and eventually act on it (March & Simon, 
1958). In the ordinary capabilities case, this search is mostly ‘local’ within the 
vicinity of existing technologies and markets. However, dynamic capabilities 
involve more ‘distant’ search to explore new technologies and markets (Zollo & 
Winter, 2002). 

Organizations require resources to facilitate search, which incurs a cost 
(March & Simon, 1958). Although both local and distant search involves some 
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cost, the distant search is costlier than local search. As Teece (2007:1322) notes, 
“overcoming a narrow search horizon is extremely difficult and costly for man- 
agement teams tied to established problem-solving competences.” Researchers 
have previously addressed the issue of ‘resources needed for search’ through the 
concept of organization slack (Smith et al., 1991). Slack is a cushion of actual or 
potential resources that allows an organization to adapt successfully to internal 
and external pressures for change (Bourgeois, 1981). Slack provides resources 
for firms to look beyond their current operations and search for new opportu- 
nities (Cyert & March, 1963). Moreover, organizations with slack resources can 
afford sophisticated search activities to enhance their search processes. Further- 
more, firms with ample slack resources are more able to implement responses. 
For example, such firms may divert regular staff from their routine work for the 
development and maintenance of dynamic capabilities (Ambrosini & Bowman, 
2009). 

Firm size is closely associated with organizational slack. Small and medium- 
sized enterprises (SMEs) do not have the resource endowment to build a large 
stock of slack resources (Sirmon et al., 2007). Whatever we have discussed so far 
about search and slack suggests that lack of adequate slack will impede SMEs’ 
ability to support dynamic capabilities. However, this in no way suggests that 
SMEs lack entrepreneurial nature. In fact, they might be more driven by hunger 
and engage in distant search without much consideration of (limited) resources 
currently controlled. However, there can be little doubt that for SMEs, any ad- 
vantage of dynamic capabilities would be offset by cost incurred due to regular 
distant search. This might have lead Helfat & Winter (2011) to advise SMEs  to 
avoid the overhead burdens of dynamic capabilities, despite their value, and 
instead fuel their growth via other means, such as ad hoc problem solving that 
requires infrequent distant search as opposed to more regular distant search as- 
sociated with dynamic capabilities. Therefore, we hypothesize: 

 
H3: In SMEs, ordinary capabilities will outperform dynamic capabilities re- 

garding firm performance. 
 

In contrast to SMEs, large firms have enough slack resources to support 
distant search along with more local search. Slack allows large firms to exper- 
iment with new technologies and enter new markets (Thompson, 1967). For 
instance, the deployment of dynamic capabilities often entails diverting regular 
staff from their routine work and getting them to work on new technologies 
and new markets. This involves opportunity costs that slack can absorb (Am- 
brosini & Bowman, 2009). This does not necessarily make large firms more 
entrepreneurial. In fact, firms with a higher level of slack can often be compla- 
cent about external environment demands (Litschert & Bonham, 1978) and at 
times show limited inclination to experiment (Sinclair et al., 2000). However, 
the presence of higher level of slack ensures that large firms can absorb the cost 
of the distant search. Thus, large firms support both ordinary and dynamic 
capabilities well. Therefore, we hypothesize: 



7  

 
 
 
 

H4: In large firms, both ordinary and dynamic capabilities will do equally 
well regarding firm performance. 

 
 

3. Method 
 

3.1. Sample and data 

This study employed survey data from Indian high-tech firms since high-tech 
firms are more likely to display both ordinary and dynamic capabilities than 
non-high-tech firms (Teece et al., 1997). A substantial portion of India’s growth 
is propelled by its high-tech sectors, compared with other emerging economies. 
However, the sustainability of India’s growth has been questioned, and India 
has been sliding in the global competitiveness rankings (Porter et al., 2012). 
While India performs better in innovation and business sophistication, it lacks 
the most basic drivers of competitiveness, such as institutions, infrastructure, 
and macroeconomic environment (Porter et al., 2012), which pose challenges 
to high-tech firms’ sustained growth. Hence, Indian high-tech firms provide a 
relevant context for us to study the effects of ordinary and dynamic capabilities 
on firm performance within the environmental context. 

We selected three industry sectors: biotechnology, electronics, and infor- 
mation technology (IT), classified as high-tech sectors by the Organisation for 
Economic Cooperation and Development (OECD, 1999). IT industry has been 
widely credited for fueling India’s growth in the nontraditional sector. The con- 
tribution of the IT industry to Indian GDP stands at 5.8%, and it is the major 
exporting sector and employs more than 2 million people (Goldberg et al., 2010). 
The biotechnology sector is a highly innovative and dynamic industry and is a 
key source of high-skill, high-tech jobs (Department of Business Innovation & 
Skills., 2011). India is not only among the top 12 biotech destinations in the 
world but also has the second-highest number of US Food and Drug Adminis- 
tration (USFDA) approved biotech manufacturing plants. The Indian biotech 
sector is valued at 11 billion dollars and has shown a remarkable growth rate of 
20 percent (India Brand Equity Foundation, 2017). The electronics sector 
ranks highly among the various industries that defied recession and contributed 
immensely to the Indian economy. This sector is very dynamic in India as it de- 
pends on adoption of new technologies, catalyzing innovation, entrepreneurship, 
and enhancement of skills for much of its growth (ISA - FROST & SULLIVAN, 
2011). 

India presents many of the challenges for sampling and data collection as 
discussed by Kriauciunas et al. (2011): most firms are privately held; detailed 
and dependable information on firms is not readily available, and industries are 
dynamic with emerging players. Consequently, a variety of data sources such as 
online databases, industry association lists or online and print directories must 
be used (Kriauciunas et al., 2011). We obtained (a) a list of electronics and 
information technology firms that were members of their apex trade associations, 
containing the email of a contact person (usually a top manager or a business 
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owner) in each firm; and (b) a list of biotechnology firms that were members of 
a biotechnology organization that was publicly available. We then obtained the 
email address of a contact person at each biotechnology firm by visiting their 
websites and calling them directly. Our final list consisted of 3,186 high-tech 
firms of the three industries. 

We conducted a web survey using Qualtrics to collect detailed data on firms’ 
capabilities and other characteristics. Following Dillman’s (2007) total design 
method for mail and internet survey, we conducted the web survey in five phases. 
First, we emailed the named contacts in all of the 3,186 firms, to introduce the 
research team, the objectives, and significance of the study, and the reason why 
their firms were chosen, the incentives for participants, confidentiality, and 
research ethics, and the link to the web survey. This was followed by four re- 
minder emails to nonresponders. In total, 289 responses were received (a 9.1% 
total response rate), including 260 usable responses (an 8.2% effective response 
rate). This rate is comparable to that of other studies directed at top managers 
or business owners (Ling et al., 2008). Respondents primarily included top 
managers (e.g., CEOs, founders, owners, partners, chairpersons, and managing 
directors) and senior executives in the major business functions. Respondents 
had, on average, 9.3 years of experience with their respective firms, and 18.7 
years of expertise in the industries in which their firms operated. This provided 
evidence of the respondents’ knowledge and competence to report on their firms 
and the environment. Table 1 summarizes the sample profile. 
———————————————– 
INSERT TABLE 1 ABOUT HERE 
———————————————– 

 
We tested nonresponse bias, first by comparing the differences in the key 

variables between early and late respondents (the first third vs the last third of 
respondents) (Armstrong & Overton, 1977). Significant differences were found 
in only one of the 26 variables (p<0.05), suggesting that nonresponse bias is not 
a significant concern. Second, we examined whether the nonresponding firms 
differed from the responding firms regarding firm size and age and found no 
significant differences (p>0.05). 

To control for common method bias, we employed procedural and statistical 
methods. First, we assured respondents of strict anonymity and confidentiality 
in the emails and the front page of the survey and encouraged them to answer 
the questions as honestly as possible. This technique decreases respondents’ 
tendency to make socially desirable responses or be compliant in their responses 
(Podsakoff et al., 2003). Second, to reduce item ambiguity, we carefully avoided 
double meaning questions and vague concepts and kept questions as simple as 
possible (Tourangeau et al., 2000). Third, we performed Harman’s one- factor 
test (Podsakoff & Organ, 1986), by including all the study variables in an 
exploratory factor analysis. No general factor emerged in the unrotated factor 
structure, and the first factor accounted for only 32.90% of the variance. Fourth, 
we controlled for an unmeasured latent common method (Mihalache et al., 
2012; Podsakoff et al., 2003) by following the PLS adaption technique 
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(Liang et al., 2007) and found no significant bias. This suggests that common 
method bias was not a problem. Finally, we gathered information from a second 
respondent in a total of 26 firms (10% of the sample). We first calculated rWG 
- the most common index of inter-rater agreement (LeBreton & Senter, 2008). 
The average rWG of all the seven constructs ranged from 0.75 to 0.90, and 
median rWG from 0.89 to 0.97, indicating satisfactory agreement (LeBreton & 
Senter, 2008). Next, we calculated the intraclass correlations, ICC (1), which 
provides a measure of response convergence. For all the seven constructs, we 
obtained ICC (1) exceeding Bliese’s (1998) 0.1 cut-off. Both rWG and ICC (1) 
results indicate that single respondent bias was not a problem. 

 
3.2. Measurement 

We used established measures to increase the validity of the constructs. Ta- 
ble 2 summarizes the constructs. Independent variables: Ordinary and dynamic 
capabilities were conceptualized as second-order formative constructs, following 
Anderson et al.’s (2014) guidelines: the indicators of the formative construct 
are distinct and not interchangeable and may have a different set of antecedents 
and consequences, all of which apply to first-order marketing and technolog- 
ical capabilities. Danneels’ (2012) scales are adapted to measure each of the 
four first-order constructs: ordinary technological capability captured a firm’s 
ability to produce a product or service for its existing customers; ordinary mar- 
keting capability assessed a firm’s ability to serve a particular group of existing 
customers; dynamic technological capability assessed a firm’s ability to identify 
and adopt new technologies; and dynamic marketing capability assessed a firm’s 
ability to detect and penetrate previously unserved markets. 
———————————————– 
INSERT TABLE  2 ABOUT HERE 
———————————————– 

 
Dependent variable: Firm performance is a second-order formative construct 

for the same reason as the one outlined above consisting of firm efficiency and 
growth. Firm efficiency and growth are measured using Auh & Menguc’s (2005) 
scales: firm efficiency encompassed such items as return on assets, income, sales, 
and profitability, while firm growth captures growth in sales and market share. 
For each item, we assess the responding firm’s level of satisfaction with own 
performance compared with that of its competitors. 

Moderating and control variables: Consistent with previous research (e.g., 
Lumpkin & Dess (1995)), respondents were asked to identify the variable that 
best described the current stage of their organizations’ development. Following 
Lumpkin & Dess (1995) and Lester et al. (2003), choices for this item included 
start-up, accelerated growth, steady growth, stability, and decline. Environ- 
mental turbulence is assessed using five items from Atuahene-Gima (2005), en- 
compassing the pace of change in technology, customers, and competitors. Firm 
size is measured as the number of employees (Schilke, 2014). Firm age and in- 
dustry type are also included as control variables since firm age can predict 
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performance (Zhou & Wu, 2010) and industry type can also affect firm perfor- 
mance (Wang et al., 2015). Firm age is measured as the natural logarithm of 
years since inception until 2015. 

Confirmatory factor analysis of the measurement model was performed to 
test first-order factors. Items were dropped to remove cross-loading when neces- 
sary to ensure their unidimensionality, and the expected pattern of seven first- 
order factors emerged (Table 2): ordinary and dynamic marketing capabilities, 
ordinary and dynamic technological capabilities, firm efficiency and growth, and 
environmental turbulence. Table 3 shows that all the first-order constructs are 
satisfactory, providing evidence of their reliability, convergent, and discriminant 
validity. Since reliability and convergent validity of formative constructs cannot 
be assessed in the same way as reflective constructs (Hulland, 1999), second- 
order formative constructs are tested for multicollinearity based on variance 
inflation factors (VIFs) among their respective first-order constructs, using pro- 
cedures suggested by Diamantopoulos & Winklhofer (2001). The VIF values are 
well below the threshold criterion of 10, proving that there is no excessive multi- 
collinearity between the first-order constructs. This suggests that the first-order 
constructs are rightly tapping into different dimensions of formative constructs 
(Petter et al., 2007). 
———————————————– 
INSERT TABLE  3 ABOUT HERE 
———————————————– 

 
 

4. Findings 
 

We employed PLS structural equation modeling (SEM) using SmartPLS 
(Ringle et al., 2005). PLS is increasingly being used in strategy research (e.g., 
(Ciabuschi et al., 2011; Gruber et al., 2010) to handle second-order constructs 
(Chin & Newsted, 1999), as it avoids both factor indeterminacy and inadmis- 
sible solutions (Vinet & Zhedanov, 2010). We first applied the PLS algorithm 
followed by the bootstrapping procedure with 1,000 subsamples to test for sta- 
tistical significance of the base model (n=260). The coefficient of determination 
R2 is used for evaluation purposes as there are no overall goodness-of-fit statis- 
tics for a PLS model (Hulland, 1999). Figure 1 presents the best fit between the 
data and the base model that explained 33.5% of the variance in firm per- 
formance. The variance explained is in line with similar studies(Trichterborn 
et al., 2015). 
———————————————– 
INSERT FIGURE 1 ABOUT HERE 
———————————————– 

 
H1 posits that in firms that are in the first two stages (start-up and acceler- 

ated growth) and the last stage (decline) of the life cycle, ordinary capabilities 
will outperform dynamic capabilities in terms of firm performance. For firms 
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in the first two stages and the last stage (n=95), the path coefficient of ordi- 
nary capabilities on firm performance (β=0.60, p<0.05) is much stronger than 
that of dynamic capabilities on firm performance (β= -0.04, p>0.05). To test 
whether the difference in path coefficients is statistically significant, we calcu- 
lated the bias-corrected confidence intervals (Cumming, 2009) around the path 
coefficients of ordinary and dynamic capabilities. If the confidence intervals 
overlap by less than 50%, then the path coefficients are considered significantly 
different from each other (p<0.05). In this case, the confidence intervals do not 
overlap by more than 50%, showing that path coefficients are indeed significantly 
different from each other (p<0.05). 

H2 posits that both ordinary and dynamic capabilities have an equal effect 
on firm performance in firms that are in the middle two stages (steady growth 
and stability) of the life cycle. The results indicate that in the middle two stages 
(n=165) the path coefficient of ordinary capabilities (β=0.31, p<0.05) is almost 
equal to that of dynamic capabilities (β=0.33, p<0.01) on firm performance. 
The confidence intervals do not overlap by less than 50%, providing statistical 
evidence that the path coefficients are indeed not significantly different from each 
other (p<0.05). Hence, H2 is supported, and ordinary and dynamic capabilities 
have an equal impact in the middle two stages. 

To test the relative contributions of ordinary and dynamic capabilities to firm 
performance in SMEs and large firms, we split the scores of firm size in terms 
of the number of employees into SMEs with less than 250 employees (n=171) 
and large firms with 250 or more employees (n=89). Traditionally, the official 
classification of SMEs by the Indian government has relied on total capital 
investment in plant and equipment, but this definition is problematic for high- 
tech sectors for several reasons. First, high-tech sectors are knowledge-based 
and are mainly dependent on human resources for creating value as opposed to 
capital resources and investment (Barney, 1991). Second, high-tech sectors in 
India have developed mainly independently of government support and are very 
different in their functioning than traditional capital incentive sectors in India 
(Brown, 2013). In fact, they are closer to peers in the same sectors outside India 
than peers from traditional sectors in India (Upadhya & Vasavi, 2006). It is for 
these reasons that we have relied on a universal approach to classify high-tech 
SMEs based on their number of employees. 

H3 posits that ordinary capabilities have a stronger effect on firm perfor- 
mance than dynamic capabilities do in SMEs. The results show that in SMEs 
the path coefficient of ordinary capabilities (β=0.41, p<0.01) is stronger than 
that of dynamic capabilities (β=0.19, p>0.05) on firm performance. The con- 
fidence intervals overlap by less than 50%, showing that path coefficients differ 
significantly from each other (p<0.05). Hence, H3 is supported. Hypothesis 4 
posits that both dynamic and ordinary capabilities have an equal effect on firm 
performance in large firms. Consistent with the prediction, in large firms the 
path coefficient of ordinary capabilities (β=0.31, p<0.05) is almost equal to that 
of dynamic capabilities (β=0.27, p<0.05) on firm performance. The confidence 
intervals overlap by more than 50%, showing that path coefficients are indeed 
not significantly different from each other (p>0.05). Hence, H4 is supported, 
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and dynamic and ordinary capabilities perform equally well in large firms. 

 
5. Discussion 

The origins of organizational capabilities literature are in the inside-out ap- 
proach that seeks to locate the source of profitability inside the firm (Helfat   & 
Winter, 2011). However, despite its origin, the organizational capabilities 
literature has almost exclusively relied on the ‘external environment’ to predict 
the rent potential of organizational capabilities (Li & Liu, 2014). For instance, 
Teece et al. (1997:516) argue that “The term ’dynamic’ (in dynamic capabil- 
ities) refers to the capacity to renew competences to achieve congruence with 
the changing business environment”. Eisenhardt & Martin (2000), often seen as 
being in disagreement with Teece and colleagues, seem to agree on the follow- 
ing point: “the pattern of effective dynamic capabilities depends upon market 
dynamism” (p. 1110). Similarly, ordinary capabilities are also propositioned to 
follow the congruence framework (Karna et al., 2016), that is, that the environ- 
ment plays a role in determining ordinary capabilities performance. However, 
the empirical findings do not always support this framework (e.g., Drnevich & 
Kriauciunas (2011); Pezeshkan et al. (2016)). 

Our findings suggest that this discrepancy in empirical and conceptual liter- 
ature might be due to the neglect of internal dynamism. The current literature, 
by and large, pays little attention to the internal capacity of an organization to 
support organizational capabilities. Being fixated on outside forces, the litera- 
ture just assumes that organizations have what it takes to support organizational 
capabilities all the time. However, this is definitely not the case. Our findings 
show that ordinary and dynamic capabilities relative significance changes with 
organizations’ information processing capacity. However, we do not interpret 
our results as the dismissal of congruence framework. In fact, our results com- 
plement it. Our findings suggest that just because a dynamic environment favors 
dynamic capabilities does not necessarily mean that firms have the information 
processing capacity to support them. Similarly, the environment may be hostile 
to dynamic capabilities, but the information processing capacity of the focal 
firm might be perfectly aligned with that needs of dynamic capabilities. As a 
result, dynamic capabilities will prosper, although the congruence framework 
predicts that they should not. Therefore, a more nuanced approach that takes 
into consideration both outside and inside forces is best to predict the scope of 
organizational capabilities. 

Second, our contribution lies in bringing to the fore the information pro- 
cessing characteristics of organizational capabilities routines. Currently, ample 
space is given to study the routine nature of organizational capabilities (Teece, 
2012; Winter, 2003). However, this discussion is mostly confined to the flexi- 
bility and rigidity dilemma that routines provide (Pentland et al., 2012). For 
instance, ordinary capabilities are the antithesis to change, mainly owing to the 
rigidity of their constituting routines. Dynamic capabilities, on the other hand, 
are mostly free from rigid routines and facilitate change (Teece, 2012). We fur- 
ther add to this discussion by noting that although routines might create rigid- 
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ity, they also solve information processing problems. Because of their routine 
nature, ordinary capabilities require less information processing than dynamic 
capabilities. As a result, they can prosper even when organizations have less 
developed capacity to process information. Moreover, this phenomenon is best 
exemplified in various stages of the organization life cycle that differ in their 
information processing capacities. The early and last stages of the organization 
life cycle have less information processing capacity and hence support less de- 
manding ordinary capabilities more than dynamic capabilities. Because of their 
high information processing capacities, the middle two stages can support the 
demands of both types of capabilities. 

Lastly, we contribute by developing the implications of costs associated with 
organizational capabilities. Costs are discussed at least in dynamic capabilities 
literature. Dynamic capabilities are costly (Zahra et al., 2006). However, be- 
yond that, the nature of cost structure and its implications are never developed 
in detail. We develop the cost implications of organizational capabilities by 
explicitly focusing on the costs associated with information processing search. 
Information seeking search can be costly, especially if it takes place in the periph- 
ery of organizational boundaries rather than within them. Moreover, because 
dynamic capabilities mainly entail searching beyond current technological and 
market boundaries, they are costlier than more local search associated with or- 
dinary capabilities. Large organizations rather than small ones have the slack 
to support the additional costs associated with the distant search of dynamic 
capabilities. 

 
6. Implications for managers 

We began with the advice of John Cutter to Robert Angier and the questions 
it raised. Robert believed in developing capabilities based on external demand. 
There is a plethora of academic articles that seek to establish the importance of 
external context in determining the importance of both ordinary and dynamic 
capabilities. However, John had advice for Robert: first, establish whether you 
have the capacity to develop and maintain capabilities. Hardly any research has 
sought to understand the role of internal capacities of an organization to 
support ordinary and dynamic capabilities. Therein lies in the importance of 
our research. Our finding confirms that John was right in pointing toward in- 
ternal capacities. Without understanding the merits of internal capacities first, 
managers may end up making less than optimum decisions on organizational 
capabilities. 

Based on our findings, we recommend that managers should feel the pulse of 
their organization before they decide to develop and deploy dynamic capabili- 
ties. Distinct stages of the life cycle come with their own information processing 
capacities. Those organizations that are in the initial stages or are at their dying 
stage will do best by avoiding dynamic capabilities and instead concentrating 
on their ordinary capabilities. Similarly, managers of small organizations might 
have heard a lot about virtues of dynamic capabilities in their MBA days. How- 
ever, they should be aware that their small size comes with some constraints, 
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especially the lack of freely available resources. Moreover, dynamic capabilities 
require considerable such resources. If they do decide to develop and deploy 
dynamic capabilities, they might find that they are being forced to starve ordi- 
nary capabilities to fuel dynamic capabilities. This is not the best of scenario 
considering the ordinary capabilities are the bread and butter of most organi- 
zations. 

Finally, are we suggesting to managers of small organizations and those 
whose organizations might be in the early or declining stage of their life cycle to 
not innovate, experiment or be ambitious enough to grow outside their existing 
boundaries? No, we are not. In fact,  we  suggest that they do all that and  more 
but instead depend on substitutes that might not demand a permanent 
increase in information processing. Ad hoc problem solving is one of them. High 
information processing, but for short burst of time, is another. They should then 
revert to low information processing that these organizations can comfortably 
afford. For managers of large organizations and those that are entering the 
middle stages of their life cycle and have developed sophisticated information 
processing systems, we have only one suggestion: both ordinary capabilities and 
dynamic capabilities can and should be supported equally. 

 

7. Limitations, and future research 
 

Our study has several limitations but also reveals opportunities for future 
research. First, our findings of the understated contribution of dynamic capa- 
bilities imply that ad hoc problem solving may well be used as an alternative to 
address changes in the environment (Winter, 2003). Future studies could di- 
rectly examine ad hoc problem solving as an alternative to ordinary and dynamic 
capabilities. Second, the effect of dynamic capabilities is more pronounced in 
the long run (O’Reilly & Tushman, 2008), which cannot be tested in our cross- 
sectional data. Future research may collect longitudinal data to look at the long-
term performance effects of ordinary and dynamic capabilities. Finally, we 
focus on the ordinary and dynamic variants of marketing and technological 
capabilities as a subset of organizational capabilities. While these capabilities 
are prominent in high-tech firms, future research may examine other business 
functions that are most relevant and specific to the nature of the sample firms. 
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Table 1 The sample profile 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6–10 years 

≥ 30 years 8.46 ≥ 30 years 15.25 
 

 
 

These include top managers such as CEOs, founders, owners, partners, 
chairpersons, and managing directors who have more general or strategic func- 
tion in a firm 

Firm composition (%) Respondent composition (%) 
Industry Business Function 
Electronics 26.54  Commercial function 10.00 
IT 61.54  Technical function 12.08 
Biotechnology 11.92  General/Strategic function* 70.83 

   Other (Finance and HR) function 7.08 
Firm Size   Tenure in firm  

<49 employees 28.85  <3 year 15.19 
50-99 employees 16.92  3–5 years 27.85 
100-249 employees 20.00  6–10 years 25.74 
250-499 employees 10.38  11–15 years 13.50 
500-999 employees 
1,000-4,999 employees 

  ≥ 5,000 employees 

8.85 
10.00 

5.00  

 ≥16 years 

  

17.72 

Firm age   Tenure in Industry  

<5 years 
5-9 years 
10-15 years 
16-29 years 

17.31 
20.00 
22.69 
31.54 

 ≤6 year 

11–15 years 
16-29 years 

11.02 
14.83 
17.80 
41.10 
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Table 2 Constructs 
 

Ordinary Marketing capability Loading 
OrdMar1 Brand reputation or company image. 0.84 
OrdMar2 Distribution channels or sales force. 0.88 
OrdMar3 Advertising/promotion resources or skills. 0.89 
Ordinary Technological capability 
OrdTec1 Technological expertise. 0.91 
OrdTec2 Technical skills and resources. 0.95 
OrdTec3 Engineering and/or scientific skills and resources. 0.91 
Dynamic Marketing capability 
DynMar1 Assessing the potential of new markets. 0.79 
DynMar2 Building relationships in new markets. 0.83 
DynMar3 Setting up new distribution channels. 0.77 
DynMar4 Setting up a new sales force. 0.79 
DynMar5 Researching new competitors and new customers. 0.69 
Dynamic Technological capability 
DynTec1 Learning about technology it has not used before. 0.89 
DynTec2 Assessing the feasibility of new technologies. 0.88 

DynTec3 Recruiting engineers and/or scientists in technical 
areas it is not familiar with. 0.60 

DynTec4 Identifying promising new technologies. 0.89 
Firm Efficiency 
Effic1 Profitability 0.88 
Effic2 Return-on-assets (ROA) 0.91 
Effic3 Return-on-investment (ROI) 0.91 
Effic4 Return-on-sales (ROS) 0.88 
Firm Growth 
Effect1 Sales growth 0.94 
Effect2 Growth  in market share 0.95 
Environmental Turbulence 

Env1 The actions of local and foreign competitors in our 
major markets change quite rapidly. 

Env2 Technological changes in our industry are rapid and 
unpredictable. 

Env3 The market competitive conditions are highly 
unpredictable. 

0.82 
 

0.78 
 

0.85 

Env4 Customers’ product preferences change quite rapidly. 0.82 
Env5 Changes in customers’ needs are quite unpredictable. 0.76 
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Table 3 Descriptive statistics of first-order factors 

 
 Mean SD Cronbach’s α CR AVE A B C D E F G 

Ordinary Marketing (A) 4.82 1.17 0.84 0.90 0.76 0.87*       

Ordinary Technological (B) 5.79 0.99 0.91 0.95 0.85 0.36 0.92      

Dynamic Marketing (C) 5.21 0.98 0.83 0.88 0.60 0.62 0.39 0.78     

Dynamic Technological (D) 5.59 1.02 0.83 0.89 0.68 0.30 0.51 0.47 0.82    

Firm Efficiency (E) 5.15 1.14 0.92 0.94 0.80 0.49 0.34 0.41 0.22 0.90   

Firm Growth (F) 5.06 1.22 0.88 0.94 0.89 0.49 0.36 0.49 0.31 0.60 0.94  

Environmental turbulence (G) 4.85 1.17 0.87 0.90 0.65 0.18 0.14 0.18 0.15 0.15 0.06 0.81

 

Note SD: standard deviation. Cronbach’s alpha with a cut-off point of 0.7 (Nunnally, 1978). CR: composite reliability with 
a cut-off point of 0.7 (Fornell and Larcker, 1981). AVE: average variance extracted with a cut-off point of 0.5 (Fornell and 
Larcker, 1981). 7-point Likert scales are used. 

Diagonal value in correlation matrix depicts square root of AVE, and off-diagonal value is correlations with other constructs. 
The former is greater than the latter in the same row and column (as recommended by Hair et al., 2010). 
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