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Abstract

The analysis and automatic affect estimation system from human expression has been acknowledged as an active research topic in computer vision community. Most reported affect recognition systems, however, only consider subjects performing well-defined acted expression, in a very controlled condition, so they are not robust enough for real-life recognition tasks with subject variation, acoustic surrounding and illumination change. In this thesis, an artificial intelligence system is proposed to continuously (represented along a continuum e.g., from -1 to +1) estimate affect behaviour in terms of latent dimensions (e.g., arousal and valence) from naturalistic human expressions. To tackle the issues, feature representation and machine learning strategies are addressed. In feature representation, human expression is represented by modalities such as audio, video, physiological signal and text modality. Hand-crafted features is extracted from each modality per frame, in order to match with consecutive affect label. However, the features extracted maybe missing information due to several factors such as background noise or lighting condition. Haar Wavelet Transform is employed to determine if noise cancellation mechanism in feature space should be considered in the design of affect estimation system. Other than hand-crafted features, deep learning features are also analysed in terms of the layer-wise; convolutional and fully connected layer. Convolutional Neural Network such as AlexNet, VGGFace and ResNet has been selected as deep learning architecture to do feature extraction on top of facial expression images. Then, multimodal fusion scheme is applied by fusing deep learning feature and hand-crafted feature together to improve the performance. In machine learning strategies, two-stage regression approach is introduced. In the first stage, baseline regression methods such as Support Vector Regression are applied to estimate each affect per time. Then in the second stage, subsequent model such as Time Delay Neural Network, Long Short-Term Memory and Kalman Filter is proposed to model the temporal relationships between consecutive estimation of each affect. In doing so, the temporal information employed by a subsequent model is not biased by high variability present in consecutive frame and at the same time, it allows the network to exploit the slow changing dynamic between emotional dynamic more efficiently. Following of two-stage regression approach for unimodal affect analysis, fusion information from different modalities is elaborated. Continuous emotion recognition in-the-wild is leveraged by investigating mathematical modelling for each emotion dimension. Linear Regression, Exponent Weighted Decision Fusion
and Multi-Gene Genetic Programming are implemented to quantify the relationship between each modality. In summary, the research work presented in this thesis reveals a fundamental approach to automatically estimate affect value continuously from naturalistic human expression. The proposed system, which consists of feature smoothing, deep learning feature, two-stage regression framework and fusion using mathematical equation between modalities is demonstrated. It offers strong basis towards the development artificial intelligent system on estimation continuous affect estimation, and more broadly towards building a real-time emotion recognition system for human-computer interaction.
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Chapter 1

Introduction

1.1 Introduction

Since the emergence of Human Computer Interaction (HCI) in the 1980s, researchers have concentrated on finding novel ways to design technologies that let humans interact with computers [177]. One simple way to make human and computer understand each other is to input human emotions into the computer system. For example, in medical imaging, pain detection systems automatically recognise the pain intensity of patients; in the education field, e-learning in schools boosts academic skills; and in brand advertising, it provides better entertainment experience for users by measuring their engagement.

The study of human emotion inside computer system falls into category of affective computing field, a cross-discipline of computer science, psychology, and cognitive science [120] [135]. In affective computing, researchers aim to bridge the gap between human emotions and computational technology by developing intelligent systems that can recognize, interpret, process, and simulate human affect [158]. To recognize emotions, three types of modality can be used: visual modality, audio modality, and physiological signal modality. The visual modality typically involves facial expressions, hand movements and body posture of the users. The most popular one is facial expression because it is the main way for humans to express their emotions [29]. Audio modality such as pitch range, and vowel duration, speech rate can also be used for detecting user emotions. Physiological signal modality refers to heart rate, heartbeat or skin conductance level among others. Each of the modalities described above on their own is referred as uni-modal processing, where the combination of each modality can be
referred as multi-modal processing.

In order to bridge the gap between human emotions and computer system, an automatic affect recognition system is proposed to detect, process, and analyse human emotions in real-time. Emotion recognition is typically done by having the computer acquire information from sensors that capture a variety of modalities. Facial expressions from visual modality and acoustic channel from audio modality in particular, have been shown to be strong indicators of emotion [3]. For example, sadness and fear are more noticeable in a human voice (audio) while happiness and joy are more easily detected in human face (video) [148].

There are two streams of emotion recognition modelling approach: categorical and dimensional approach. The categorical approach classifies human emotion to a limited number of emotions. Dimensional approach represents emotions in a multi-dimensional space so more emotions and subtle changes can be detected. Early researchers were mostly focusing on categorical approach pioneered by Darwin [23], interpreted by Tomkins [160] [161] and supported by findings of Ekman et al. [31]. Ekman and his team claim that there exists a set of six basic emotions (anger, fear, disgust, happiness, sadness and surprise) which are biologically hard-wired to humans and are common across different cultures. As the performance of recognising basic emotions improved, researchers gradually realised that six basic emotion corresponds only to a small subset of the human emotion [92] [93]. This lead to the adoption of dimensional approach, which is based on continuous and dimensional emotion descriptions. A number of researchers [129] [134] [133] defined the human affect in terms of small latent dimensions. The most commonly used latent dimensions are Valence and Arousal, with Valence indicating how positive (happiness, optimism) or negative (unhappy, depressed) the emotional state is, and Arousal describing how active or passive the emotional state is. It essentially transformed the problem from a classification task to learning continuous real-valued functions, that is regression task. Developing an automated algorithm for continuous emotion recognition will be a central part of this thesis, which will be heavily discussed in this work.

A typical system aimed towards automatic continuous emotion recognition consists of four parts, as shown in Figure 1.1. The first part is the input channel, usually known as modality. Usually, the input channel or modality is in the form of video (facial expression images), audio (speech), physiological signal (ECG signal) and text (verb) modality The second part is feature extraction. It is done depending on what modalities are used. In the case of facial images
Figure 1.1 Illustration of the commonly utilised pipeline in emotion recognition. (1) Given a set of observations (input) possibly from multiple modality, such as video, audio physiological signal and text. (2) Pre-processing is needed to filter out noisy information in features provided. (3) Refers to the feature extraction method to facilitate the task at hand. (4) Machine learning takes place to give the the features learned without being explicitly programmed. (5) Prediction analysis usually in terms of classification (into discrete classes) or regression (into continuous values).

from video modality, feature representation typically in the form of collection of coordinates essential to the location of various interest points of face, such as the corners of the eyes, the lips and the nose. Features derived from a collection of points are called geometric features, while features based on the image pixels are defined as appearance-based features. These features are called low-level features, because they only responds to minor details such as edge, gradient or corner of the face. Also, low-level features do not carry specific knowledge about the face to detect. In contrast, high level features concerns with finding face shapes in the images by modelling the face, such as eye position, mouth, hair and so on. In case of audio modality, it can be prosody features such as pitch or energy. In the case of physiological signal modality, it can be electroencephalogram (EEG) signal or galvanic skin response or any type of peripheral signals. The third part is pre-processing step, where raw features obtained from each modality is pre-processed by applying dimensionality reduction technique. The goal of pre-processing is to remove irrelevant components of the raw features, such as noise from background, and amplify relevant components which can be deemed beneficial for next stage. The fourth and fifth step is typically correlated, which involve machine learning technique, be it classifying into discrete emotions, or regression, in order to learn continuous values emotions. Fusion
between modalities, also known as multi-modality is also common approach in the final step of emotion recognition. The advantages of applying decision fusion is when one modality is weak or absent. For example, when the subject does not look at the camera (weak visual modality) or does not speak (weak audio modality). In such cases, a single modality system would fail, whereas a multi-modality system can rely on the other modalities to do the emotion recognition instead.

1.2 Research Gap

Most of the research related to automatic emotion recognition focuses on giving computers the ability to recognize discrete basic emotions. In addition, most of the database used are using static facial images or acted facial expressions. However, emotions are not discrete: they continuously change over time due to their natural progression. Unlike discrete emotion, few studies have investigated continuous emotion dynamic from natural human behaviour. It is not obvious which database or which features that can mapped facial expression or audio speech to emotions space. Therefore, the goal of this thesis is to develop an automatic continuous affect recognition from natural human expressions. Specifically, it adapts uni-modal and multi-modal approach, where affect information taken from single modality or combined to arrive at an emotion label that is represented in Valence-Arousal space.

1.3 Aim and Objectives

The aim of this research is to develop a artificial intelligence system that, when given a set of features from multiple modality, can map them to some appropriate emotion space, say Valence-Arousal space. This thesis focuses on the continuous emotions recognition rather than their discrete posed displays. In order to achieve this goal, a set of objectives has been formulated. The objectives are:

- To develop feature representation from each modality in continuous affect estimation.
- To investigate the problem of noisy feature vector and best possibility to solve it.
- To demonstrate the effectiveness on convolutional neural network features by analysing in terms of layer wise; convolutional and fully connected layer.
• To propose a two-stage regression framework by separating emotional state dynamic modelling from an individual emotional state prediction step based on input features

• To examined the possibility of constructing affect estimation equation by employing proper fusion approach.

1.4 Contribution

This work makes the following four following contributions:

• A direct regression approach to map feature representation to emotion space is introduced. Haar Wavelet Transform is implemented as smoothing effect in feature space is employed.

• New features based on deep learning such as convolutional neural network is introduced. The proposed framework is built, firstly by analysing the features in terms of layer wise: convolutional and fully connected layer, then fuse it together with hand crafted features, in decision label.

• A two stage regression framework is introduced. These approach is achieved by firstly concatenating the strength of an initial SVR model, then using it as a basis for another regression analysis in a subsequent model. Kalman Filter (KF), Long Short Term Memory (LSTM) and Time Delay Neural Network (TDNN) is employed as subsequent model. For the first time, physiological signal is employed as new modality in continuous affect estimation system.

• The possibility of constructing an equation from each modality is developed. Linear Regression (LR), Exponent Weighted Decision Fusion (EW) and Multi-Gene Genetic Programming (MGGP) is leveraged to quantify the relationship of each modality in each affect dimension.

The primary contributions of this thesis can be divided into two parts; feature level and decision level. In feature level, the demonstration of feature smoothing (Chapter 3) and investigation of deep learning feature in terms of layer-wise (Chapter 4) make up as the first contribution. The secondary contribution is in decision level, where two-stage regression framework
is proposed to model emotional dynamic (Chapter 5) and finally building continuous emotion equation based on multiple modalities (Chapter 6).

1.5 List of Publications


1.6 Thesis Outline

This thesis is organised in the following Chapters:

Chapter 2 gives a literature review regarding continuous affect recognition in the aspects of modalities, feature extraction, modelling approaches, databases, and applications. This Chapter begins with the definition of affective computing and how does it relate with discrete emotion and continuous emotion. It also includes basic concepts of dimensional emotional space. Subsequently, a comprehensive review is provided on each modality selected and database used throughout the thesis. Then, each of regression approach is detailed to recognise then estimate the performance of each affect dimension.

Chapter 3 introduces the work on automatic continuous affect recognition by introducing different type feature descriptors and investigation of Haar Wavelet Transform. Noisy handcrafted features such as EOH, LBP and LPQ features is investigated using Wavelet Transform to determine if noise-cancellation should be considered in continuous emotion recognition design. Then, PLS regression is adopted as machine learning approach to estimate each of emotion dimension.

Chapter 4 of this thesis investigates the effectiveness of deep learning features in term of layer-wise, as well as employing simple fusion with hand-crafted features. An architecture based on CNN features is investigated, namely AlexNet, VGGFace and ResNet. Each of the network is applied directly to frames, then produce features in terms of layer wise: convolutional and fully connected layer. Following this, experimental analysis is performed by combining hand-crafted features with deep learning features which yields competitive performance over the baseline results.

Chapter 5 dedicated on two-stage regression approach, where SVR model, which captures the strength of the features represents the initial estimation in the first stage regression. Then, it become an input in subsequent model for regression analysis to produce final estimation of affect. By using this approach, it allows the network to exploit the slow changing dynamic between emotional state. Comparison of this approach with baseline and other previous results is also conducted, to show where they provide the best efficiency for continuous emotion recognition.

Chapter 6 leverages the continuous affect recognition ‘in-the-wild’ setting, by investigating mathematical modeling for each emotion dimensions. Mathematical modeling such as linear
regression, exponent weighted decision fusion and genetic programming are implemented to quantify the relationship between each affect, by employing multimodal fusion approach. The experimental results are shown respectively to show the effect of linear and non linearity of each modality towards emotion dimension.

Chapter 7 concludes the work with a summary of each contributions and presents directions for future works.
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Automatic continuous emotion recognition researchers have recently started exploring how to model, analyze and interpret the continuity of affective behaviour in terms of latent dimensions, such as arousal, dominance, valence and so on. This Chapter reviews the related work regarding the process of automatic continuous affect in the aspects of modality, feature extraction, modelling approaches, databases, and applications.

2.1 Affective Computing

Affective Computing term was first popularised by Rosalind Picard’s book defined as 'computing that relates to, arises from, or deliberately influences emotion or other affective phenomena [120]. According to Picard, "if we want computers to be genuinely intelligent and to interact naturally with us, we must give computers the ability to recognise, understand, even to have and express emotions". To be exact, it is an inter-disciplinary study for developing intelligent interactive systems that can recognise, interpret, process, and simulate human affects or emotions [158]. While emotion is fundamental in human communication, most computer systems fail to leverage emotion in human-computer interaction. One of the goals of affective computing is to integrate emotion into a computer system to empower them with the ability of providing more accurate, sensitive and respectful response to the user.

Emotion has been represented over the years by dividing it into several categories. The most common categories are categorical labels originally proposed by Paul Ekman [32] [28] as shown in Figure 2.1. There are six basic emotion: 1. anger, 2. disgust, 3. fear, 4.
happiness, 5. sadness, and 6. surprise. These emotions were selected because it was common and unambiguous across different cultures [32]. The second category is dimensional labels, where a person’s emotions can be described using a low-dimensional signal that varies with time. Typically, a low dimensional signal can be represented by two or three dimensions. The two most commonly used dimensions are Arousal and Valence. Dimensional labels have two advantages over categorical labels. The first one is dimensional labels can describe a potentially broader set of emotions. Russell [129] describes how the Arousal and Valence dimension defines in a circle called the circumplex model of affect and the six basic emotions are represented as specific regions in the circle, as in Figure 2.2. From Figure 2.2, it can be seen that six basic emotion only cover the upper part of the circumplex. There are no emotion categories from the categorical label that cover the lower-right portion of the circumplex. This region of low Arousal and high Valence corresponds to feelings of tiredness and relaxation, which is rarely discussed in emotion perspective. The second advantage is, having dimensional
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A label can output time-continuous labels which allow more realistic modelling of emotion over time. This could be particularly useful for representing emotion in video data. The third advantage is, having continuous label can describe the intensity of emotion, which can be used for recognising dynamics and allows for adaptation to individual moods and personalities [138].

While the main basic dimensions of emotion, Valence and Arousal, are deemed to capture most affective variability encountered in human-computer interaction, other dimensions such as Dominance and Liking dimension can be represented in the emotional state. In this thesis, it adopted affective annotations in terms of four total emotion dimensions, summarised in what follows.

- Valence refers to the positive or negative feeling of the person’s emotional state. The valence scale ranges from unhappy or sad like emotions (negative emotions) to happy or joyful like emotion (positive emotions).

- Arousal points to the person’s feeling of dynamism or lethargy. It determines how passive or active the emotion state of the person is.

- Dominance refers to the scale ranges from submissive (or ‘without control’) to dominant (or ‘in control’).

- Liking dimension measure inquires about the participants’ tastes, not their feelings. For example, it is possible to like videos that make one feel sad or angry. It is introduced in DEAP [85] then adopted in AVEC 2017 [126]. In AVEC 2017, liking dimension is used as the indication of person’s preference to the commercial product.

2.2 Modalities

An individual’s emotional states usually can be delivered in the forms of three modalities: visual modality, audio modality, and physiological signal modality. Visual modality often refers to as facial expressions, but the body and hand movements can also be part of it. Audio modality includes speech rate, pitch range, and vowel duration. Physiological signal modality refers to data such as blood pressure, heart rate, and skin conductance. Then feature extraction is undergone to produce feature representation for each modality.


2.2.1 Visual Modality

Visual modality usually can be represented as video data. A video can be seen as a frame-by-frame image sequence, and these images are encoded to low or high-level information as feature representations. From video data, the most interesting part of analysing a person’s affect is facial features. A significant amount of research over the last decade has been devoted to finding and extracting better facial features in order to improve classification accuracy. According to the survey by Zeng et al. [184], many previous emotion recognition techniques either used geometric features, appearance-based features, or both. The next subsection will discuss each category of features which use facial action units (FAUs) and convolutional neural network (CNN).

2.2.1.1 Facial Action Unit

The oldest method that is used to measure emotion is Facial Action Unit (FAU). It is based on an older system proposed by Hjortsjö [61]. Then, Ekman and Friesen enhance it by proposing encoding facial expressions using the Facial Action Coding System (FACS) [30]. Their proposed system explains how facial expressions can be decomposed into contractions of specific muscle groups in the face. Each of these muscle groups corresponds to a “facial action” and is called an action unit/facial action unit (AU/FAU). Once the AUs have been detected, they can be used to determine the emotion of the subject using the Emotional Facial Action Coding System (EMFACS). Common examples of FAUs are listed in Table 2.1

2.2.1.2 Geometric Feature

In this thesis, geometric features is used to represent emotions by explicitly detecting distinctive features in human faces automatically such as corners of the eyes, the tip of the nose, and the edges of the mouth. Pantic and Rothkrantz [116] use landmark points extracted from two views (frontal and profile). Chang et al. [65] modelled the motion of 58 facial landmarks using an Active Shape Model (ASM). Valstar et al. [168] tracked 12 facial points using a particle filter then combined it with head and shoulder motion information to determine the emotion recognition.

Chapter 4 and 5 of this thesis explores the way on how geometric feature can be used to detect continuous affect recognition. It is based on 49 landmarks detected and subsequently
Table 2.1: 10 example Facial Action Units (FAUs) [30]

<table>
<thead>
<tr>
<th>FAU Number</th>
<th>FAU Name</th>
<th>Example Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Inner Brow Raiser</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Outer Brow Raiser</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Brow Lowerer</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Upper Lid Raiser</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Nose Wrinkler</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Lip Corner Puller</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Lip Corner Depressor</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Chin Raiser</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Lip Pressor</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Lips Part</td>
<td></td>
</tr>
</tbody>
</table>

tracked with the Cascaded Regression facial point detector/tracker proposed by Xiong and De la Torre [180]. In this method, overall there are 316 features extracted, from four sets of sub-features. The first sets of sub features are from 49 facial landmarks, of every video frame after aligned it with a mean shape using a set of stable point. Stable points are defined as those not affected by AU activations. In the 49 landmarks, the notation points are given as below: 20, 23, 26, 29 (nose region) and 11 - 19 (nose region). These points are considered to be stable. The mean facial landmarks shape by taking mean of 10% randomly selected video frames from every session. The alignment is performed by computing a non-reflective affine transformation, which minimizes the difference between stable point coordinates of the two shapes. All mean shape landmark coordinates are then subtracted from the corresponding aligned shape points resulting in a set of aligned facial points which form the first subset of $49 \times 2 = 98$ geometric features.

The second subsets is composed by subtracting the aligned facial point locations of the previous frame from that of the current one. This applies to all frames except the very first one of every session, for which these features are the same as the first 98 geometric features.

The third subsets, the notation points of facial landmarks are given as below: 20 - 25
(left eye), 1 - 5 (left eyebrow), 26 - 31 (right eye), 6 - 10 (right eyebrow) and 32 - 49 (mouth region). For each notation, a set of features representing Euclidean distances as well as angles in radians between points within the groups is extracted. Distances between points within a group are computed by taking the squared L2-norm between points of:

\[ F(i) = ||\tilde{p}_i - \tilde{p}_{i+1}|| \]  \hspace{1cm} (2.1)

\[ i = \{1...N_{p-1}\} \]  \hspace{1cm} (2.2)

where \(N_p\) is the total number of points within the region, \(\tilde{p}\) is the point coordinates vector and \(F\) is the feature array in the region. The angles between two lines are defined by two pairs of points at a time within a group, where the two pairs share one common point. For each consecutive triplet of points Euclidean distances between them are computed first, which are then used to calculate the angle between the points:

\[ F(i) = \arccos\left(\frac{\tilde{p}_{12}^2 + \tilde{p}_{13} - \tilde{p}_{23}^2}{2 \times \tilde{p}_{12} \times \tilde{p}_{13}}\right) \]  \hspace{1cm} (2.3)

where \(\tilde{p}_{ij}\) is defined as Euclidean distance between points \(i\) and \(j\). Using these equation, 71 features in total extracted from the above face regions.

The fourth subsets are computed by getting median of stable points of the aligned shape. Then, Euclidean distance is calculated between each of the aligned shape and the median. In total there are 79 features extracted from fourth subsets. Figure 2.3 shows the final geometric features indicate by red dots.

![Figure 2.3: Geometric feature points.](image)
2.2.1.3 Appearance Feature

While methods that use geometric features focus on specific facial points and FAU method focus on specific muscles, Chapter 3, 4, 5 and 6 of this thesis also examines the relationship between appearance feature and emotion, because it modelled the overall texture and general face shape/configuration.

One of the examples of appearance based features are Edge Orientation Histogram (EOH) [41]. EOH is an efficient and powerful operator, is regarded as a simpler version of Histogram of Oriented Gradients (HOG) [21] that captures the edge or the local shape information of an image. Firstly, the edge image is captured using Sobel edge detection algorithm from each frame. Secondly, the angle and intensity of the gradient function on each pixel is calculated and arranged into a polar coordinate system. Finally, the histogram from each block is normalized and concatenated into a feature vector. The process is visualized in the Figure 2.4. The division of the whole image to $4 \times 4$ and each polar coordinate system has 24 bins, resulting 384 feature vector for each image frames.

The second common example is Local Binary Pattern (LBP), a non-parametric descriptor summarizes local texture structures of images into a set of patterns. Shan et al. [147] and Gaus et al. [41] used Local Binary Pattern (LBP) features coupled with Support Vector Machine (SVM) and Haar Wavelet Transform, respectively in their approach. The basic LBP operator labels the pixels of an image with decimal numbers, called LBP codes, which encode the local structure around each pixel, as shown in Figure 2.5.

The third common example is Local Gabor Binary Pattern from Three Orthogonal Plane (LGBP-TOP) [2]. Unlike two appearance method mentioned before, LGBP-TOP is based on dynamic texture descriptors, where it applied to consecutive of frames and not standalone frames. The choice of the dynamic descriptor is based on the fact that facial appearance
changes over time and thus dynamic descriptor is more suitable than a static descriptor. Initially, video modality is split into spatio-temporal video volumes. Then, each slice of the video volume is first convolved with a bank of 2D Gabor filters, then extracted along three orthogonal planes (XY, XT and YT). The resulting Gabor pictures in the direction of XY plane is divided into 4x4 blocks. As for XT and YT plane, they are divided into 4x1 blocks. LBP feature extraction method is applied on the resulting blocks then followed by the concatenation of the resulting LBP histograms from all the blocks. Each of the step described above is shown in Figure 2.6.

**2.2.1.4 Deep Learning Feature**

In the last two sub-sections, hand-crafted feature extraction (geometric feature and appearance feature) from visual modality and mathematical models for facial expression is analysed. The
Figure 2.7: Typical example of deep learning diagram network.

recent success of deep learning algorithm enables robust and accurate feature learning on
a range of computer vision applications, such as visual object recognition [88], human pose
estimation [162], face verification [156] and many more. It is also due to the availability
of computing power and existing big databases that allow deep learning to extract highly
discriminative features from respective images. Inspired by the recent success of deep learning,
emotion tasks have also been enhanced by the adoption of deep learning algorithm, e.g.,
convolutional neural network (CNN) [105] [104] [58] [39] [157]. However, the drawback of
CNNs is that they require very large amounts of data. Therefore, in Chapter 4, transfer
learning method is used to adapt pre-trained CNN models to the emotion recognition Figure
2.7 shows the overall architecture of deep learning.

To understand the architecture going on in each stage of a deep convolutional neural
network, Chapter 4 of this thesis is processed based on mathematical principle is briefly
explained as below:

- **Convolutional Layer**: Convolutional layers employ learnable filters which are each
  convolved with the layer’s input to produce feature maps $Z^l(x, y, i)$ for neuron $i$ from
each convolutional layer $l$ is computed as:

$$Z^l(x, y, i) = X^{l-1}(x, y, c) * K^l_i(x, y, c) + B^l_i$$  \hspace{1cm} (2.4)

The input to the convolutional neural network can be represented as a $X^{l-1}$ from the
previous layer with elements $X(x, y, c)$ to indicate the value of the input unit within
channel $c$ at row $x$ and column $y$. The input to the convolution is convolved with the
kernel using filters $K^l_i$ for the current layer with the same number of channels present in
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Each convolved feature map in a given layer gets its corresponding bias $B^l_i$.

- **Stride**: Strides is defined as how much the filter moves in the convolution. For normal convolution, stride = 1, which denotes that the filter is dragged across every part of the input. Consider a $7 \times 7$ with a $3 \times 3$ filter. If convolution is only applied where the kernel overlaps the input, the output is $5 \times 5$. With stride = 2, the output is $3 \times 3$.

- **Channel**: Channel is a conventional term used to refer to a certain component of an image. A colour image usually will have three channels – red, green and blue, where 2d-matrices stacked over each other (one for each color), each having pixel values in the range 0 to 255. A grayscale image, on the other hand, has just one channel. It is formed of 2d matrix representing an image. The value of each pixel in the matrix will range from 0 to 255 – zero indicating black and 255 indicating white.

- **Rectified Linear Unit**: A Rectified Linear Unit (ReLU) is a cell of a neural network which uses the following nonlinear activation function to calculate all convolved extracted features. ReLU is often assigned to the output of each hidden unit in a convolutional layer and the fully connected layers. The output of the ReLU $P^l(x, y, i)$ is computed as:

\[
P^l(x, y, i) = \max(0, Z^l(x, y, i))
\]  

(2.5)

- **Normalization layer**: In this process, local response normalization is used for normalizing the output of the ReLU. This step is needed to yield better generalization and introduces non-linearity that is absent in the right hand side of the ReLU responses. It can be computed as:

\[
Q^l(x, y, i) = P^l(x, y, i)(\gamma + \alpha \sum_{j \in M^l} (P^l(x, y, i))^2)^{-\beta}
\]  

(2.6)

where $Q^l(x, y, i)$ computes the response of the normalized activity from the ReLU output $P^l(x, y, i)$. This is done by multiplying the output with an inverse sum of squares plus an offset $\gamma$ for all ReLU outputs within a layer $l$.

- **Max pooling layer**: The max-pooling operator computes the maximum response of
each feature channel obtained from the normalized output. It can be computed as:

\[ R_l(\bar{x}, \bar{y}, i) = \max_{x, y \in M(\bar{x}, \bar{y}, i)} Q^l(x, y, i) \] (2.7)

where \((\bar{x}, \bar{y})\) is the mean image position of the positions \((x, y)\) inside \(M(\bar{x}, \bar{y}, l)\) that denotes the shape of the pooling layer, and \(R_l(x, y, i)\) is the result of the spatial pooling of the convolutional layers. Noted that, max pooling reduces the dimensionality by applying the maximum function over the input \(R\).

- **Average pooling layer**: The average pooling operator computes the mean response of each feature channel obtained from the normalized output. It can be computed as:

\[ R_l(\bar{x}, \bar{y}, i) = \frac{\sum_{x, y \in M(\bar{x}, \bar{y}, i)} Q^l(x, y, i)}{|M(\bar{x}, \bar{y}, i)|} \] (2.8)

- **Classification layer**: The probability of the class labels from the output of the fully connected layer is computed using the softmax activation function. It computes the probabilities of the multi-class labels using the sum of weighted inputs from the previous layer and is used in the learning process [114]:

\[ y_d = \frac{\exp(x_d)}{\sum_{d=1}^{D} \exp(x_d)} \] (2.9)

where \(y_d\) is the output of the softmax activation function for class \(d\), \(x_d\) is the summed input of output unit \(d\) in the final output layer of the fully connected network and \(D\) is the total number of classes.

Since continuous emotion recognition has been defined as regression problem, the straightforward way is treating CNN as off-the-shelf tool, by passing each of video frame into on CNN model, such as AlexNet [88], then take the extracted feature from the last fully-connected layer, that is right before classification layer.

### 2.2.2 Audio Modality

Similar to visual modality, the audio modality conveys affective information through explicit (linguistic) messages and implicit (acoustic and prosodic) messages that reflect the way the
words are spoken. Therefore, Chapter 3, 4, 5, 6 is dedicated for audio modality. The most popular features from audio modality are the acoustic feature such as prosodic features (e.g., pitch-related feature, energy-related features and speech rate) and spectral features (e.g., MFCC and cepstral features) in speech-based emotion recognition [184]. Speech energy and pitch feature has been regarded as feature that contribute the most to affect recognition [90] [24].

The researchers not only analyse the message the user is saying but also how the user convey the messages. Therefore, speech-prosody analysers ignore the messages and focus on the acoustic feature that reflects emotions. Firstly, the tonal feature was extracted, then preprocessed to enhance and denoise [176]. From the features, low-level descriptor (LLDs) were extracted usually at 100 frames per second with segment sizes between 10 and 30 ms by using windowing functions. Numerous LLDs can be extracted, such as pitch (fundamental frequency $F_0$), energy (e.g., maximum, minimum, and root mean square), linear prediction cepstral (LPC) coefficients, perceptual linear prediction coefficients, cepstral coefficients (e.g., mel-frequency cepstral coefficients, MFCCs), formants (e.g., amplitude, position, and width), and spectrum (mel-frequency and FFT bands) [176] [140] [7] [72]

With all the acoustic feature presented above, detecting which optimal feature that contributes more to affect recognition is still an open question. However, findings confirm that acoustic feature such as mean of the fundamental frequency ($F_0$), mean intensity, speech rate, as well as pitch range and high-frequency energy are positively correlated with the Arousal dimension [49]. There is relatively less evidence on the connection between acoustic feature with Valence, Dominance and Liking dimension.

### 2.2.3 Physiological Signal Modality

Physiological signals modality can be used for affect recognition through the detection of biological patterns that are reflective of emotional expressions. These signals are collected through sensors that are attached to the body of the subject/person. Chapter 5 will explain the relationship of physiological signal modality and emotion.

Koelstra et al. [85] introduce DEAP dataset, where it consists of collection of emotion captured from physiological signal analysis such as electroencephalogram (EEG) and peripheral physiological signals. Typical physiological signals used for affect detection are electrocardiography (ECG), electromyography (EMG), electroencephalograph (EEG), skin conductance
(galvanic skin response, and electrodermal activity), respiration rate, and skin temperature. From the ECG signal, which records the electrical activity of the heart, the heart rate (HR) and heart rate variability (HRV) can be extracted, where HRV is used widely to assess mental stress [115] [60] [62] [73]. Skin conductance measures the resistance of the skin by passing a negligible current through the body. The resulting signal is reflective to Arousal dimension as it corresponds to the activity of the sweat glands [106].

EMG measures muscle activity and is known as negatively on Valence emotions dimension [106]. EEG is the electrical activity of the brain measured by electrodes connected to the scalp and possibly forehead. EEG is widely used to classify emotional dimensions of Arousal [62] [82] [64] [52], Valence [82] [64] and Dominance dimension [52] [20].

### 2.2.4 Text Modality

The task of automatically identifying seven basic emotions expressed in the text has been addressed by several researchers [164] [1]. It is because people can perceive emotion straight away from hearing and vision. Also, the semantics of the words can provide valuable information in emotion recognition. For example, some particular words, such as laughter can reflect the current emotion state of the person. Lexicon-based approach and word embedding are applied to take advantage of text modality. The lexicon-based approach obtains semantic information from the lexicon of emotional words to estimate emotion. On the other hand, word embedding maps the words to real number vectors in a lower dimensional space. In this thesis, a set of Bag-of-Word (BOW) representation was applied on transcripts to form frame-level 521-dimensional features. Each of text modality described above can be found in Chapter 6.

### 2.3 Database

Audio-Visual Emotion recognition Challenge (AVEC) is a series of competition that provide datasets and benchmark on continuous affect recognition from multiple modality [144] [143] [167] [166] [127] [165]. Earlier version of AVEC uses SEMAINE dataset [98] while latter version uses RECOLA dataset [128]. While audio and visual modality is frequently used in the earlier version of AVEC, physiological signal modality is only introduced in AVEC 2015, then used
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till AVEC 2016. The recent AVEC 2017 challenge recorded the dataset ‘in-the-wild’ setting, and at the same time introduce new modality, that is text modality for continuous affect recognition. Various continuous affect recognition dimensions were explored in each challenge year such as Valence, Arousal, Dominance, and Liking, where the estimation of Valence and Arousal are studied in all challenges. Three different datasets discussed above will be explained thoroughly in the next subsection.

2.3.1 SEMAINE Dataset (AVEC 2014 Challenge)

In AVEC 2014 challenge dataset, video and audio modality of the subject are recorded by a webcam and microphone while performing a Human-Computer Interaction. For each recording, there are two tasks. The first task is Northwind, where subjects read aloud an excerpt of the fable. The length of this task recordings is between 33 seconds and 133 seconds. The other is Freeform, where subjects respond to one of a number of questions. The length ranges from 7 seconds to 248 seconds, which is a wide range. The recordings are split into three partitions: training, development, and a test set of 150 Northwind-Freeform pairs totalling 300 task recordings. Tasks are split equally over the three partitions.

For these challenges, the dataset is annotated in three emotion dimension, Arousal, Valence and Dominance by 3 to 5 raters. For each recording, the gold-standard label is defined as the average of each recording. In each emotion dimension, the range of each gold-standard is scaled to [-1, 1]. The average Pearson Correlation Coefficients (PCC) of the three affect dimensions is used as an objective function, as detailed in [166].

In this thesis, the architecture was trained on training set and tested on development and testing sets. Pearson’s correlation coefficients (CORR), and Root Mean Square Error (RMSE) over all $M$ sessions are both used as an objective function as shown in Equation 3.9 and 3.10, respectively

$$\text{CORR} = \frac{1}{M} \sum_{i=1}^{M} \frac{\frac{1}{N_i} \sum_{j=1}^{N_i} (y_j^i - \bar{y}_i)(\hat{y}_j^i - \hat{y}_i)}{\left(\frac{1}{N_i} \sum_{j=1}^{N_i} (y_j^i - \bar{y}_i)^2\right)^{1/2} \left(\frac{1}{N_i} \sum_{j=1}^{N_i} (\hat{y}_j^i - \hat{y}_i)^2\right)^{1/2}}$$  \hspace{1cm} (2.10)

$$\text{RMSE} = \frac{1}{M} \sum_{i=1}^{M} \sqrt{\frac{1}{N_i} \sum_{j=1}^{N_i} (y_j^i - \hat{y}_j^i)^2}$$  \hspace{1cm} (2.11)
where \( N_i \) is the number of frames in session \( i (i = 1, 2, \cdots, M) \). \( y_j^i \) and \( \hat{y}_j^i \) are the ground truth and predicted values for the frame \( j (j = 1, 2, \cdots, N_i) \) in session \( i \). \( \bar{y}_i \) and \( \bar{y}_i \) are the mean values of \( y_j^i \) and \( \hat{y}_j^i \) for session \( i (i = 1, 2, \cdots, M) \).

### 2.3.2 Remote Collaborative and Affective Interaction Dataset-RECOLA (AVEC 2016 Challenge)

RECOLA database \cite{128} provides the corpus contains audio, video and physiological signals modality (electrocardiogram - ECG, and electrodermal activity -EDA) — recorded synchronously from 27 French-speaking subjects. For the AVEC 2016 challenge, additional physiological channels derived from the ECG and EDA sensors have been added to the dataset. They are heart rate and its variability (HRHRV), skin conductance level (SCL), and skin conductance response (SCR). The subject is taken from different nationalities, such as French, Italian and German, in order to provide some diversity in the expression of emotion. The 27 subjects were divided into three groups of nine different subjects: training, development, and test set. Gold-standard label of the corpus has been performed by six gender balanced French-speaking assistants. Time-continuous ratings of emotion dimension of Arousal and Valence measures are recorded using 40-msec frame.

Unlike previous version of AVEC, Concordance Correlation Coefficient (CCC) as well as root-mean-square error (RMSE) is being employed as the performance measure of the latter version. It is because PCC is insensitive to scaling and shifting \cite{175}. To alleviate this problem, CCC is applied to unites both correlation and mean squared error, and can be thought of as a CC that enforces the correct scale and offset of the outputs. As a result, CCC takes into account the effects of shifting and scaling the prediction when computing the performance \cite{175}.

The proposed framework was trained on the training set and tested on development sets for each of affect recognition. It is measured as shown in Equation 4.7

\[
\rho_c = \frac{2\rho\sigma_x\sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2} \tag{2.12}
\]

where \( \rho \) is the Pearson Correlation Coefficient between two-time series (eg., estimation and gold-standard), \( \sigma_x^2 \) and \( \sigma_y^2 \) is the variance of each time series, and \( \mu_x \) and \( \mu_y \) are the mean
value of each time series.

### 2.3.3 The Automatic Sentiment Analysis in the Wild-SEWA (AVEC 2017 Challenge)

AVEC 2017 challenge is based on SEWA dataset ‘in-the-wild’ setting, where it collects spontaneous and naturalistic interactions through human-human interactions. Subjects participated in pairs and were asked to discuss the commercial product they had just viewed. However, only the behaviours of one person are recorded, which makes the recording of audio can record the sound of another interlocutor, which would influence the effectiveness of acoustic features. There are 64 German subjects in the dataset and are divided into training with 36 subjects, validation with 14 subjects and testing with 16 subjects. Apart from audio and video modality, text modality is also being introduced in these challenges. Besides the common affect emotional dimensions: Arousal and Valence, these challenge introduces another emotion dimension of likability, which presents the user’s preference for the commercial product. All three emotion dimensions are annotated every 100ms and scaled into [-1, +1]. Concordance Correlation Coefficient (CCC) works as the evaluation metric for this challenge, same as in the previous challenge.

The performance of proposed architecture is reported based on $C_{corr}$ [126] metric:

\[
C_{corr} = \frac{2\rho \sigma_y \sigma_{\hat{y}}}{\sigma_y^2 + \sigma_{\hat{y}}^2 + (\mu_{\hat{y}} - \mu_y)^2} \tag{2.13}
\]

where $\rho$ is the $P_{corr}$ between two time series (e.g: prediction and gold-standard); $\mu_{\hat{y}}$ and $\mu_y$ are the means of each time series; and $\sigma_{\hat{y}}^2$ and $\sigma_y^2$ are the corresponding variance. In contrast to the largely used $P_{corr}$, $C_{corr}$ also take the bias and variance, e.g., $(\mu_{\hat{y}} - \mu_y)^2$ between the two compared series into account. Hence, the value of $C_{corr}$ is within the range of $[-1, 1]$, where $\pm1$ represents perfect concordance and discordance while 0 means no concordance between two-time series.

### 2.4 Regression Approach

Continuous emotion recognition is usually evaluated in terms of the correlation between the learner’s outputs and the target values (such as correlation) or average deviation of outputs and
target values (such as mean square error) [143] [71]. Therefore, continuous emotion recognition has been formulated as regression problem, to predict the value of Arousal and Valence. In this section, a set of modelling approach which is closely related to the content of this thesis is discussed.

In machine learning, a formal introduction on regression are from the simple linear equation, that is:

\[ x = w^T \psi \]  

(2.14)

where \( x \) and \( \psi \) is random variable, and \( w \) is desired behaviour which needs to be specified. An observation or input data will represent any information with regards to the problem. After training a system, it will be deployed into target application domain, using testing data.

An input data is usually in the form of features, which are usually extracted via the procedures detailed in Chapter 2.2. Apart from features, an output labels, which usually in the form of continuous time or continuous annotation, essentially represent the targets of the linear function presented in Equation 2.14. In other words, the primary aim of regression is to learn a function mapping from features to the labels. Once this function is learned, the inputs should enable the accurate prediction/estimation of the outputs.

Given the features \( x_i \) and target values for each features, \( y_i \). In regression setting, Equation 2.14 become:

\[ y_i = w^T x_i \]  

(2.15)

In Equation 2.15, the aim is to obtain the best \( w \) which map the input \( y^* \) as close as possible

<table>
<thead>
<tr>
<th>Modality</th>
<th>SEMAINE</th>
<th>RECOLA</th>
<th>SEWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Audio</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Physio. Signal</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objective Function</th>
<th>SEMAINE</th>
<th>RECOLA</th>
<th>SEWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson CC</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordance CC</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment Settings</th>
<th>SEMAINE</th>
<th>RECOLA</th>
<th>SEWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naturalistic</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>in-the-wild</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
to the given outputs $y_i$. Having learnt the correct $w$, the next step is to predict/estimate the $y^*$ in a given test input $x^*_i$. Most of the state-of-the-art regression techniques employed are based on optimising this simple function, ranging from simple Linear Regression to Support Vector Machine [27].

### 2.4.1 Support Vector Regression

Support Vector Regression (SVR) is an application of Support Vector Machine (SVM) where SVMs, in a classification problem, provide good generalisation to generate a hyperplane that separates two datasets whereas SVR finds a hyperplane that accurately predicts the distribution of the original data.

Suppose that a training data set is given by

$$\{(x_1, y_1), (x_2, y_2), ..., (x_l, y_l)\} \subset x^p \times \mathbb{R}$$  \hspace{1cm} (2.16)

where $x_i$ denotes the time index, $y_i$ denotes the label and $l$ is the feature length. The goal of $\epsilon$-SVR is to find a function $f(x)$ such that the $\epsilon$-deviation between the actual target value $y_j$ and the predicted target $y$ is as small as possible [171]. The function $f$ is described as follows:

$$f(x) = wx + b \forall w \in X, b \in \mathbb{R}$$  \hspace{1cm} (2.17)

where $w$ is the hyperplane solved by SVR. By solving the following quadratic optimization problem:

$$\min_{w} \frac{1}{2}||w||^2$$

subject to $||y_i - (wx_i - b)|| \leq \epsilon$  \hspace{1cm} (2.18)

where $\epsilon \geq 0$ denotes the maximum deviation between the actual and predicted target. However, in most application, there exists noise in the system. Thus, slack variable $\xi_i, \xi_i^*$ is introduced. Finally, SVR is formulated as the minimisation of the following functional:

$$\min_{\frac{1}{2}||w||^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*)} \text{subject to} \begin{cases} y_i - wx_i - b \leq \epsilon + \xi_i \\ wx_i + b - y_i \leq \epsilon + \xi_i^* \\ \xi_i, \xi_i^* \geq 0 \end{cases}$$  \hspace{1cm} (2.19)
In Equation 2.19, each feature has its own corresponding $\xi$ and $\xi^*$ values which are used to determine whether the training instance falls outside the scope of $\epsilon$. The penalty parameter $C > 0$ determines the trade-off between the flatness of $f$ and the amount up to which deviations larger than $\epsilon$ are tolerated.

The optimization problem in Equation 2.19 can be solved by the Lagrange multiplier technique. Finally, the regression function of $f(x)$ is given by:

$$f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) LM(x_i, x) + b$$  \hspace{1cm} (2.20)

where $LM(x_i, x) = \varphi^T(x_i)\varphi(x)$ is known as the kernel function. A number of coefficients, $\alpha_i - \alpha_i^*$ have nonzero values and the corresponding training instances are known as support vectors that have approximation errors equal to or larger than the error level $\epsilon$. Chapter 3, 4, 5, 6 will mainly use SVR as machine learning approach to map features with affect ratings.

### 2.4.2 Linear Regression

With linear regression, it is assumed that dependent and explanatory variables have a linear relationship, which can be can be expressed as a linear combination of random variables, i.e.:

$$y = \beta_0 + \beta_1 x_1 + ... + \beta_i x_i + \epsilon$$  \hspace{1cm} (2.21)

where $x_i$ is the given features, $y_i$ is the target value for each feature and $\epsilon$ is the residual or noisy factors. The parameter $\beta$ is called regression coefficient and it can be estimated using least squares regression.

Even though its called linear regression, it does not mean that it is necessarily a straight line. It can be polynomial or curve lines. For example, the line:

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_1^2 + \epsilon$$  \hspace{1cm} (2.22)

can be rewritten in polynomial form as:

$$x_2 = x_1^2$$  
$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \epsilon$$
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In higher dimension, linear regression is actually dealt with planes, hyperplanes, and so on. In this thesis, linear regression is employed as a method for the fusion of multiple modality.

2.4.3 Recurrent Neural Network-Long Short Term Memory

*Neural Networks Primer* by Maureen Caudill [13] defines a neural network as “a computing system made up of a number of simple, highly interconnected processing elements, which process information by their dynamic state response to external inputs”. A neural network is organised in layers, which consists of an input layer, number of hidden layers, and an output layer. Layers are grouped by a number of interconnected nodes and nodes contain activation functions, as shown in Figure 2.8. From this Figure, all inputs are independent of each other. However, in Recurrent Neural Network (RNN), it addresses this issue by predicting every next value based on the previous information. RNN uses loops to capture information into its memory and passes prior knowledge to predict the future value, as shown in Figure 2.9

![Figure 2.8 A typical neural network. The variable $x_i$ is the input value, $o_i$ is the output, $q_j$ and $r_k$ are the hidden variables, and $w$ is the weight for each connection](image)

However, the main problem in RNN is that it is not capable of learning long-term dependencies. In continuous emotion recognition, capturing long-term dependencies are necessary because emotion is typically evolved over time [178]. In RNN, only recent information is needed to perform the prediction. As the length of sequence grows, it will be more difficult for RNN to capture and connect the information. The introduction of Long Short Term Memory (LSTM) by Hochreiter and Schmidhuber [63] and improved by Felix Gers in 2000 [42] over-
come the long-range dependencies problem. LSTM has special properties such as input gates and forget gates, which allow for a better control over the gradient flow and enable better preservation of “long-range dependencies”. LSTM also used heavily in Chapter 5.

Figure 2.9: (a) is a traditional RNN. (b) is this RNN unrolled into a chain.

Figure 2.10 shows the structure and function of LSTM. $x_t$ denotes the input vector at time $t$ and $h_t$ is the output of current block. LSTM uses a cell state $c_t$ to denote the memory from current block and makes three gates: input, forget and output to control the cell state. There are two operations: $+$ denotes the concatenation and $\times$ is the element-wise multiplication.

The first step of LSTM is to decide which previous information needs to be erased or to keep. To erased the previous information, the forget gate is enabled. A gate is a filter to add or remove information to the cell state. It is in the form of a sigmoid layer, and the output is between zero and one. If the output value is zero, it means no information passes, if the value is one means the gate keeps all the information. The formula to update forget gate $f$ at time $t$ is shown in Equation 2.23, where $W_{xf}, W_{hf},$ and $W_{cf}$ are the weights for input $x$, output $h$ and cell state $c$ and $\sigma$ for sigmoid function.

$$f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f)$$  \hspace{1cm} (2.23)

The second step is to choose which new information is added to the cell. LSTM combines two values to update the cell state. One value uses the input gate layer to decide how much scale needed to update the state, as in Equation 2.24 and the other creates a tanh layer to generate a new candidate value to be added to the cell state, as in Equation 2.25. The cell
state is put through a tanh layer so that only a final value between -1 to 1 will be generated.

\[ i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \]  
(2.24)

\[ c_{temp} = \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \]  
(2.25)

To calculate a new cell state, the previous state is multiplied with the forget gate in order to remove the memory and then add the candidate value, as in Equation 2.26

\[ c_t = f_t * c_{t-1} + i_t * c_{temp} \]  
(2.26)

Simultaneously, the output gate layer chooses which part of cell state to output using a sigmoid gate. Then, a tanh layer on the cell state is implement to push the range to be [-1, 1], as in Equation 2.27, then multiply it by the output of the sigmoid layer, as in Equation 2.28.

\[ o_t = \tanh(W_{xo}x_t + W_{ho}h_{t-1} + b_o) \]  
(2.27)

\[ h_t = o_t * \tanh(c_t) \]  
(2.28)
2.4.4 Time Delay Neural Network

Time Delay Neural Network (TDNN) is a special type of neural network whose primary purpose is to work on sequential data. TDNN, like other neural networks, consists of nodes organised into three layers of clusters including input layer, the output layer, and the hidden layer which handles the manipulation of the input through filters as in Figure 2.11(a). As

\[ O(t) = f\left(\sum_{i=1}^{M} \sum_{d=0}^{N} I^i(t-d) \cdot w_{id} + b_i\right) \]  

\[ (2.29) \]

From Equation 2.29, both the inputs at current time step \( t \) and previous time step \( t - d \) with \( d = 1, \ldots, N \) contribute to the overall outcome of the neuron. A single TDN can be used to model the dynamic nonlinear behaviour that characterises series inputs.

The network is classified by comparing the value of the weighted sum in the input signal
and the threshold value while using the activation function to convert a neuron’s weighted input to its output activation. To achieve sequential nature, a set of delays are added to the input so that the data are represented at different points in time such as audio files or sequences of video frames.

An essential feature of TDNN is the ability to express relations between inputs in time, which can be used to recognise patterns between the delayed inputs. The main difference between TDNN and LSTM is the flow of the data. TDNN is implemented as a feedforward neural network, which means the flow of the data is in only one direction, if forward from the input nodes through the hidden nodes and to the output nodes. Unlike LSTM, there are no cycles or loops in the TDNN network. Alongside LSTM, TDNN is also implemented in Chapter 5.

### 2.4.5 Kalman Filter

One approach of recognising continuous emotion recognition automatically is by considering emotion trajectories as time series and apply methods from time series analysis. For a real-time emotion recognition, Kalman Filter is exploited. In this thesis, it leverages Kalman Filter by estimating the emotional state \( x \) as a function of time from the information \( z \) from the respective modality using the standard state space framework. The state transition equation models in Equation 2.30 is the time-varying nature of the emotional states, where \( A \) is the transition matrix and \( w(k) \) is the zero-mean process noise in the system.

\[
x(k + 1) = Ax(k) + w(k) \quad (2.30)
\]

The measurement equation relates how the measures \( z \) from the individual measurement channels relate to the underlying emotional state \( x \):

\[
z(k) = Cx(k) + \beta + v(k) = \begin{bmatrix} z_{audio} \\ z_{video} \\ z_{physiological} \\ \vdots \\ \vdots \end{bmatrix} = \begin{bmatrix} \end{bmatrix} 
\quad (2.31)
\]
The measurement matrix $C$ is defined as the underlying emotional states to the measurements and $v(k)$ is the zero-mean measurement noise term. In practice, it has been decided that measurement noise was nonzero. Therefore bias term $\beta$ has been added to the model, as in Equation 2.31.

To determine system matrices ($A, C$) and noise terms ($w, v$), firstly the gold standard is defined as $x$, and $z$ is defined as the corresponding measurement from the individual modality:

$$X_{1,N} = [x_1, \ldots, x_N]$$
$$Z_{1,N} = [z_1, \ldots, z_N]$$ (2.32)

In many cases, the different $z$’s may correspond to the different type of features, even though it comes from the same modality, such as geometric features and appearance features, which comes from video modality. For example, $x_m$ would correspond to a scalar value representing the emotional state (Arousal or Valence), while $z_m$ would correspond to a vector of emotional state measurements corresponding to each of the applied feature extraction methods. From here, the state transition matrix ($A$) and the variance of the process noise ($Q$) is found by using Equation 2.33:

$$A = (X_{2,N}, X_{1,N-1}^T)(X_{1,N-1}, X_{1,N-1}^T)^{-1}$$
$$Q = \text{cov}(w, w) = \text{cov}(X_{2,N} - AX_{1,N-1})$$ (2.33)

Using this following substitution:

$$\bar{X}_{1,N} = \begin{bmatrix} X_{1,N} \\ 1_{1 \times N} \end{bmatrix}$$
$$\bar{C} = \begin{bmatrix} C \\ \beta \end{bmatrix}$$ (2.34)

The measurement equation can be written as follows:

$$Z_{1,N} = \bar{C}\bar{X}_{1,N} + v(k)$$ (2.35)

It enables a convenient factor for deriving the measurement matrix ($C$), the bias term ($\beta$) and
the variance of the measurement noise \((R)\):

\[
\bar{C} = (Z_{1,N}, \bar{X}_{1,N}^T)(\bar{X}_{1,N}, \bar{X}_{1,N}^T)^{-1}
\]

\[
R = \text{cov}(v, v) = \text{cov}(Z_{1,N} - CX_{1,N} - \beta)
\] (2.36)

Using the matrices computed in the system identification phase \((A, C, Q, R)\) as initialisation, the Kalman filter performs two operations at each time step: (i) the time update and (ii) the measurement update. The time update takes the current estimate of the states \((x_{k-1})\) and the error covariance matrix \((P_{k-1})\) and projects them forward in time by one step using the following Equations 2.37 and 2.38:

\[
x_{k}^- = Ax_{k-1} \tag{2.37}
\]

\[
P_{k}^- = AP_{k-1}A^T + Q \tag{2.38}
\]

The new estimates of the state and error covariance are then updated using the newly observed measurements \((z_k)\) using the measurement update Equations 2.40 and 2.41:

\[
K_k = P_k^- C^T (CP_k^- C^T + R)^{-1} \tag{2.39}
\]

\[
x_k = x_k^- + K_k(z_k - Cx_k^-) \tag{2.40}
\]

\[
P_k = (I - K_kC)P_k^- \tag{2.41}
\]

The Kalman gain matrix \((K_k)\) determines how much the new measurements contribute to the state estimate. This process is repeated until all of the measurements have been observed. The Kalman filter provides a useful way for fusing each modality per time step, and also models the time-varying nature of the emotions to further improve system performance. Chapter 6 will implement Kalman Filter as fusion approach.

### 2.4.6 Genetic Programming

The Genetic Programming (GP) [86] is one of the most influential machine learning methods inspired by real-world biological systems. By mimicking Darwinian evolution, it does this by randomly generating a population of tree structures and then breeding together the best performing trees to create a new population. The same process is iterated until the population
Chapter 2 Regression Approach

contains programs that solve the task well. In this thesis, GP is used heavily in Chapter 6.

In GP, symbolic regression is employed to discover mathematical expressions of functions that can fit the given data based on the rules of accuracy, simplicity, and generalisation [95]. Unlike Kalman Filter, where the user must estimate the parameters from the data, symbolic regression automatically evolves both the structure and find the best parameters of the mathematical model from the data. This allows it to both select the features of the model and capture non-linear behaviour. In continuous emotion recognition, GP is employed to investigates the non-linear behaviour in affect dimension.

Symbolic regression models are typically in the form of:

\[ * = f(x_1, ..., x_M) \]  

where \( y \) is an output variable, \( y^* \) is the model prediction of \( y \) and \( x_1, ..., x_M \) is the features related to \( y \). \( f \) is a symbolic non-linear function or a collection of non-linear functions. An example of symbolic regression model is:

\[ \bar{y} = 0.32x_1 + 0.34(x_1 - x_4) + 1.43x_3^2 - 3.31 \cos(x_2) + 0.22 \]  

The model presented contains both linear and non-linear terms. Also, the structure and parameter of these terms are automatically determined by the symbolic regression algorithm. Hence, it can be seen that symbolic regression provides a simple approach to non-linear predictive modelling. In the case of continuous emotion recognition, \( y \) is the estimation of affect, and the \( x_1, ..., x_M \) is the features related to the modality [146].

A special type of GP called multi-gene genetic programming (MGGP) which uses a modified GP algorithm to evolve data structures that contain multiple trees (genes). An example of a tree representing a gene is shown in Figure 2.12 The structure of MGGP models is illustrated in Figure 2.13

The prediction of \( \bar{y} \) training data is given in

\[ \bar{y} = b_0 + b_1t_1 + ... + b_Gt_G \]  

where \( t_i \) is the \( N \times 1 \) vector of output from the \( ith \) /gene comprising a multigene individual.
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**Figure 2.12**: Example of a tree structure representing the model term $\sin(x_1) + \cos(3x_1)$

**Figure 2.13**: Example of a tree structure representing the model term $\sin(x_1) + \cos(3x_1)$

\[ G \text{ is defined as } N \times (G + 1) \text{ gene response matrix as in Equation 2.45} \]

\[ G = [1t_1...t_G] \quad (2.45) \]

where \(1\) refers to a matrix \(N \times 1\) columns of ones used as bias input. Then, Equation 2.44 can be written as:

\[ \bar{y} = Gb \quad (2.46) \]

The least square computation of the coefficients \(b_0, b_1, b_2, ..., b_G\) from Equation 2.44 can be formulated as \((G + 1) \times 1\) vector and can be computed from the training data as:

\[ b = (G^T G)^{-1} G^T y \quad (2.47) \]

In practice, the columns of the gene response matrix \(G\) may be collinear, due to duplicate genes in an individual. Therefore, instead of standard matrix inverse, Moore-Penrose pseudo-inverse is used to solve the collinear problem. The drawbacks of GP that it tends to produce complex mathematical expression. It is mainly because the way the input communicate to the desired system is through the fitness function. The mathematical expression could be enormously complex, inefficient or incomprehensible from an emotion recognition point of view. Therefore, designing proper fitness function is need to be carefully taken to alleviate...
2.5 Chapter Summary

This following Chapter provides a thorough examination of the background which relates to continuous affect recognition covering the general directions employed by this thesis, as well as referring to various related work. To summarize research gap in Chapter 2, it is important to address each features that represent each modality, in order to mapped the feature into emotion space. Also, the key question is, which machine learning models that suitable in order to learn the feature and can mapped it to affect scales.

In more details, Section 2.2 presents a set of methodologies aiming at recognising continuous emotion dimension by further utilising multiple modalities, such as audio, video and so on. In this Section, feature extraction methodology is investigated then evaluated in terms of predicting continuous interest. The database used to apply novel methodologies is presented in Section 2.3. Two type of datasets is employed: naturalistic setting and in-the-wild setting. The other focus on the problem of continuous emotion is regression approach, which is presented in Section 2.4. With the aim of estimating continuous affect value (Arousal and Valence) from observable features, viewing the problem as regression is a promising approach. SVR and Linear Regression is adopted for direct estimation of the Arousal and Valence values. Temporal information is also taken into consideration. Therefore, LSTM, Kalman Filter and TDNN are also applied because it can handle sequential information. Lastly, GP is employed to investigate potential non-linearities occur in continuous emotion recognition.
Chapter 3

Continuous Affect Estimation based on Wavelet Filtering and PLS Regression

This Chapter explores human emotional states in terms of arousal and valence. Two modalities have been considered, audio and video modality. Initially, features extraction is employed from respective modality. Then each of the features is smoothened by Wavelet Filtering method. It will be feed into Partial Least Square regression to estimate arousal and valence. The proposed approach is compared with the state-of-the-art and produce a good performance.

3.1 Introduction

A person's emotional state can be presented in the forms of three modalities, audio, video and biosignals modality. Video modality often refers to facial expressions, body or hand movement. Audio modality includes speech rate, pitch range and vocal duration. Physiological data such as blood pressure, heart rate and skin conductance. This Chapter focuses mainly on using audio modality and video modality for emotion recognition.

In order to analyse the emotional state of a person, the first step needed is to make feature representation of each modality. A feature representation is encoded information generated from raw data that can be directly used in machine learning tasks. A video can be seen as a facial expression image sequences, while an audio can be seen as raw acoustic file sampled by
When extracting features from respective modality, sometimes the feature vector is corrupted by several factors, such as background noise, different lighting condition and so on. Although most of the audiovisual recordings used are made under quiet, laboratory conditions, in the real-world application, it may be deployed in environments with cluttered backgrounds and various levels of noise. It is therefore important to remove such interference and to produce enhanced noise-free feature vector in the design of emotion recognition system. The temporal noise on feature sequence is the one to remove in the feature space. However, very little research has been conducted in this area. Only a few works have analysed noise effects in emotion recognition, but it has been limited to the audio modality. Schuller et al [139] investigated an additive white noise in speech signals, while You et al. [183] employed Lipschitz embedding in corrupted noisy speech.

Unlike the aforementioned works, in this Chapter, noisy audio and video features are investigated to determine if noise-cancellation mechanisms in feature space should be considered in the design of emotion recognition system. As for the video, three type of feature extractor have been adopted: EOH, LBP and LPQ technique. In audio modality, acoustic features such as mel-frequency cepstrum are employed. Then, each of the features selected is feed into digital filtering technique, in order to remove irrelevant noise inside the features. The motivation is the temporal noise (on feature sequence) is the one to remove in the feature space. Lastly, Partial Least Square regression was adopted as machine learning approach to estimate each of emotion dimension. In summary, the main contributions of Chapter 3 are as follows:

- Showing the effectiveness of Wavelet Transform (WT) based digital filtering method for removing the extraneous noise in feature level.

- Comprehensively analysing the robustness of WT and Partial Least Squares (PLS) regression to build a better automatic affective dimension recognition system.

A reminder of Chapter 3 is organized as follows. Section 3.2 present early literature review in the context of continuous emotion recognition. Section 3.3 outline basic methodology employed, while in Section 3.4 the experimental results is briefly explained in the system. Finally, Section 3.6 conclude Chapter 3, along with its limitation and future works.
3.2 Related Database and Regression Technique

There has been a lot of research efforts lately on identifying the continuous emotion. Many challenges have been organized, such as Audio-Visual Emotion Challenge (AVEC) to attract researchers in developing an automatic audio-visual depression and emotion analysis [143] [167] [166].

However, such approaches mention above have failed to address noisy feature exists in continuous emotion recognition. These noisy features occur mainly due to the large variance in emotional expressions. Also, since feature extracted from multiple modalities, noise also present in the system during audiovisual recording. Background noise, recording equipment, transmission channel during recording may effect on the features. The performance of machine learning system is generally negatively affected by these effects, and cause a mismatch in feature statistic during the recognition process.

In continuous emotion recognition, noise cancellation often evaluated in decision level, where the estimation of affect is already generated. Gupta et al., [51] presents two layer noise smoothing system. In the first layer, initial predictions are being smoothed by a moving average filter, then fused via linear regression. In the second layer, fusion output is further processed using temporal regression. Chao et al., [14] utilizes Deep Belief Network (DBN), where each of the features become an input to Restricted Boltzmann Machine (RBM) with one hidden layer. Temporal pooling function is added after hidden layer to undergone feature pooling. The pooled features are fed into Linear Regression to estimate affect dimension. Initial emotion estimation from different modality as well as emotion temporal context information simultaneously is combined for final estimation of affect. Few works touch on noise reduction on the feature level, where feature selection is undergone in [111]. By employing correlation-based measure on top of the features, the robustness of the system increase to time delayed labels. The system achieved the best performance on AVEC 2012 edition. In a same AVEC edition [132], they use statistical method to make initial affect estimation at each moment, then uses particle filter to make final affect estimation.

The synthesis of noise cancellation in feature level remains a major challenge in building robust continuous emotion system. Therefore, in this Chapter, a digital filtering method is designed by employing Wavelet Transform (WT) based digital filtering technique. WT is employed on top of the feature selected to remove an unnecessary noise component in feature
space then integrated it in automatic continuous emotion recognition system.

3.3 Methodology

The methodology proposed consists of four stage, as illustrated in Figure 3.1. For each video clip, video and audio modality is dealt independently. Feature extraction is adopted in Stage 1. In this stage, feature extraction is implemented towards each of the facial expression frame and acoustic file. In Stage 2, wavelet transform based digital filtering technique is implied towards each feature. The motivation is driven by the fact that affect related features should also change slowly as in the affective dimensions. The high-frequency components might be noise that is irrelevant to the affect label. Stage 3 is undergone by feeding to features onto Partial Least Square regression. Then, the initial estimation of affect from video and audio is enhanced by applying low pass filtering. Finally, in Stage 4, the initial estimation from video and audio modality was combined to improve the overall performance using decision fusion approach. Each of the Stage will be discussed thoroughly in the following section.

3.3.1 Stage 1: Feature Extraction

Each of the video clip provided is converted to image frames, in order to capture the facial expression recorded in video data. Then, three dynamic features are extracted respectively,
which are detailed in the following subsection.

### 3.3.1.1 Edge Orientation Histogram

EOH, an efficient and robust operator, is a simpler version of HOG [21] that captures the edge or the local shape information of an image. Firstly, the edge image is captured using Sobel edge detection algorithm from each frame. Secondly, the angle and intensity of the gradient function on each pixel are calculated and arranged into a polar coordinate system. Finally, the histogram from each block is normalised and concatenated into a feature vector. The process is visualised in the Figure 3.2.

![Figure 3.2: Edge Orientation Histogram feature extractor](image)

### 3.3.1.2 Local Binary Pattern

LBP, a non-parametric descriptor summarises local texture structures of images into a set of patterns. The basic LBP operator started by labelling the pixels of an image with decimal numbers, namely LBP codes. It is encoded with the local structure around each pixel, as shown in Figure 3.3.

### 3.3.1.3 Local Phase Quantization

LPQ operator, proposed by Ojansivu and Heikkila [113] initially as a texture descriptor. Then, it is further used in emotion recognition [26] for encoding the shape and appearance information. Based on the blur invariance property of the Fourier phase spectrum, it uses the local phase information extracted using the 2-D short-term Fourier transform (STFT) computed over a rectangular neighbourhood at each pixel position of the image. Only four complex coefficients are considered, corresponding to 2-D frequencies of an image.
3.3.1.4 Audio Feature Extraction

For audio modality, a set of 2 268-length openSMILE [36] feature has been fully utilized. The acoustic feature sets are arranged in three segmentation settings: short (3-second overlapping frames with 1-second shifts), long (20-second overlapping frames with 1-second shifts) and voice-activity detected (VAD) segments [35]. VAD segment is employed to split the clip when there is a pause for more than 200 ms. Each of the segmentation setting consists of various acoustic LLDs, such as relative spectral (RASTA) MFCCs, spectral energies, and voicing/unvoiced related features [166].

3.3.2 Stage 2: Wavelet Filtering

The methods proposed in this Chapter is based on obtaining the noise by separating the features from each time series into two: high and low-frequency components. At high frequency, the WT can capture discontinuities, ruptures and singularities in the original feature. The target is to suppress the high-frequency part, due to faulty information during audiovisual recording.

To perform WT, the statistical features extracted from Stage 1 is treated as signal per frame. Suppose a features, such as EOH is composed of a signals with a small discontinuity. WT performs as a filter when decomposing the raw signals to approximation coefficients and detailed coefficients where the high frequency signals clustered in detailed coefficients. Since the high frequency signal is contaminated with noises, approximation coefficients are used for further analysis.
3.3.2.1 Haar Wavelet Transform

For features, such as EOH, $X = (x_1, x_2, x_3, ..., x_N)$ with $N$ values, it can be decomposed into two parts $s$ and $d$ with the length of $N/2$ each based on Haar wavelet transform as the following equations:

$$s_k = \frac{x_{2k-1} + x_{2k}}{2}, k = 1, 2, ..., N/2$$  \hspace{1cm} (3.1)

$$d_k = \frac{x_{2k-1} - x_{2k}}{2}, k = 1, 2, ..., N/2$$  \hspace{1cm} (3.2)

$s_k$ is called approximation of the signal that represents the low frequency part of the signal while $d_k$ is called details of the signal that represents the high frequency of the signal. After this first level Haar wavelet transform decomposition, the signal $X = (x_1, x_2, x_3, ..., x_N)$ will be transformed to:

$$(s_1, s_2, ..., s_{N/2}, d_1, d_2, ..., d_{N/2})$$  \hspace{1cm} (3.3)

The original signal $X$ can be fully reconstructed from $s_k$ and $d_k$ by using:

$$s_k + d_k = \frac{x_{2k-1} + x_{2k}}{2} + \frac{x_{2k-1} - x_{2k}}{2} = x_{2k-1}, k = 1, 2, ..., N/2$$  \hspace{1cm} (3.4)

and

$$s_k - d_k = \frac{x_{2k-1} + x_{2k}}{2} - \frac{x_{2k-1} - x_{2k}}{2} = x_{2k}, k = 1, 2, ..., N/2$$  \hspace{1cm} (3.5)

3.3.2.2 Haar Wavelet Filtering

To remove the high-frequency components of the signal, after performing wavelet transform, low-frequency element $s$ will be kept and high-frequency element $d$ will be replaced by zeros. In this way, the reconstructed signal will lose the high-frequency components. The low-frequency part $s$ can be decomposed further by Haar wavelet transform to remove more high frequencies. It was called level 2 wavelet transform. It can be carried this way further for level 3, level 4 decomposition. Figure 3.4 shows the wavelet transform process on EOH feature with 4 level decomposition. It can be seen, through reconstruction step by step, the final reconstructed signal generated is smoother along the timeline. In the case of emotion recognition, smooth and simple features are matching the slow change property of the real affective dimensions.
3.3.3 Stage 3: Modeling Approach

The first step in this experiments consists of initial estimation based on each and every modality. Let $R = \{\text{Valence, Arousal, Dominance}\}$, represent each of the affect dimensions, $F$ represent the feature vector of each audio or video. Given a set of input features $x_F = [x_{1f}, x_{2f}, ..., x_{nf}]$ where $n$ is the training sequence with length $n$ and $f \in F$, machine learning technique $L_r$ is trained, in order to predict the relevant dimension output, $y_d = [y_1, ..., y_n]$ where $d \in R$ such that:

$$f_r : x \rightarrow y_r \quad (3.6)$$

The goal of this step is to provide a set of initial estimation from machine learning point of view. As for machine learning, Partial Least Square Regression is employed to estimate each and every affect dimension.

3.3.3.1 Partial Least Square Regression

Partial Least Squares (PLS) regression is a statistical the algorithm that bears some relation to principal components regression. By projecting the response and independent variables to another common space, it builds a linear regression model. More specifically, PLS tries to
seek fundamental relations between two matrices (response and independent variables), i.e. a latent variable way to model the covariance structures in these two spaces. It is particularly suited when the matrix of predictors has more variables than observations, and when there is multicollinearity among independent variable values.

PLS regression works as follows: consider a PLS algorithm is to model the relationship between two data sets (blocks of variables). As in this experiments, the first block is feature vector training and the second block is ground truth label training. Both of the blocks are taken from the training set. Denoted by $S \subset R^N$ an $N$-dimensional space of variables representing the first block and similarly by $B \subset R^M$ a space representing the second block of variables. PLS models the relationship between each two blocks utilising score vectors. After observing $n$ data samples from each block of variables, PLS decomposes the $(n \times N)$ matrix of zero-mean variables $S$ and the $(n \times N)$ matrix of zero-mean variables $B$ in the form of Equation:

$$S = TJ^T + E$$
$$B = UQ^T + F$$

where $S$ is an $(n \times j)$ matrix of predictors and $B$ is an $(n \times q)$ matrix of responses. $T$ and $U$ are two $n \times l$ matrices that are projections of $R$ (scores, components or the factor matrix) and projections of $B$ (scores); $J$ and $Q$ are $(j \times l)$ and $(q \times l)$ orthogonal loading matrices; matrices $E$ and $F$ are the error terms, assumming to be independent and identical normal distribution. Decompositions of $S$ and $B$ are made so as to maximize the covariance of $T$ and $U$.

### 3.3.3.2 Filtering on Initial Estimation

After performing Haar wavelet transform on the features, and use PLS regression as machine learning to estimate the continuous affect, it will give estimation label as the output. Since it is a regression problem, and it requires the estimation of continuous affect labels per frame, the smoothing on initial estimation label has been carried out using simple low pass filtering, in order to further enhance the results of initial estimation.

### 3.3.4 Stage 4: Final Estimation using Decision Fusion

The goal of decision fusion stage aims to combine multiple decisions into a single and consensus one [150]. Here, linear opinion pool method is being employed due to its simplicity and
straightforward algorithm [8].

\[
F_{\text{Fuse}_{\text{linear}}}(\hat{x}) = \sum_{i=1}^{l} \alpha(i) D_i(\hat{x})
\]  

(3.8)

where \(\hat{x}\) is a testing sample and \(F_{\text{Fuse}_{i}}(\hat{x})\) is the \(i\)th decision value \((i = 1, 2, ..., l)\) while \(\alpha(i)\) is its corresponding \(K\) weight which should satisfy \(\sum_{i=1}^{K} \alpha(i) = 1\).

3.4 Experimental Evaluation

The proposed system was trained on training set and tested on development and testing sets from dataset of AVEC 2014, where the level of affect has to be estimated for each frame of the recording. The Pearson’s correlation coefficients (CORR), and Root Mean Square Error (RMSE) over all \(M\) sessions are both used as an objective function as shown in Equation 3.9 and 3.10, respectively.

\[
\text{CORR} = \frac{1}{M} \sum_{i=1}^{M} \frac{\sum_{j=1}^{N_i} (y^j_i - \bar{y}_i)(\hat{y}^j_i - \bar{\hat{y}}_i)}{\sqrt{\sum_{j=1}^{N_i} (y^j_i - \bar{y}_i)^2} \sqrt{\sum_{j=1}^{N_i} (\hat{y}^j_i - \bar{\hat{y}}_i)^2}}
\]  

(3.9)

\[
\text{RMSE} = \frac{1}{M} \sum_{i=1}^{M} \sqrt{\frac{1}{N_i} \sum_{j=1}^{N_i} (y^j_i - \hat{y}^j_i)^2}
\]  

(3.10)

where \(N_i\) is the number of frames in session \(i(i = 1, 2, \cdots, M)\). \(y^j_i\) and \(\hat{y}^j_i\) are the ground truth and predicted values for the frame \(j(j = 1, 2, \cdots, N_i)\) in session \(i\). \(\bar{y}_i\) and \(\bar{\hat{y}}_i\) are the mean values of \(y^j_i\) and \(\hat{y}^j_i\) for session \(i(i = 1, 2, \cdots, M)\).

3.4.1 Dataset of AVEC 2014

The experiment is evaluated on a subset of the AVEC 2014 audio-visual depression dataset [166]. Subjects are recorded by a webcam and microphone while performing a Human-Computer Interaction. With only one person in every recording, two tasks are evaluated in each recording. The first task is Freeform, where subjects respond to one of a number of questions, and the length ranges from 7 seconds to 248 seconds. The second task is Northwind where subjects read aloud an excerpt of the fable. The length of this task recordings is between
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Table 3.1: Pearson correlation coefficients of six sub-systems for the AVEC 2014 development set. Bold indicate the highest correlation at each affect dimension across each features and modality.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Affect Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valence</td>
</tr>
<tr>
<td>Video</td>
<td>EOH</td>
<td>.552</td>
</tr>
<tr>
<td></td>
<td>LBP</td>
<td>.548</td>
</tr>
<tr>
<td></td>
<td>LPQ</td>
<td>.521</td>
</tr>
<tr>
<td>Audio</td>
<td>long</td>
<td>.577</td>
</tr>
<tr>
<td></td>
<td>short</td>
<td>.551</td>
</tr>
<tr>
<td></td>
<td>voice detector</td>
<td>.579</td>
</tr>
<tr>
<td>Baseline (Video)</td>
<td>LGBP-TOP</td>
<td>.355</td>
</tr>
<tr>
<td>Baseline (Audio)</td>
<td>LLD +MFCC</td>
<td>.347</td>
</tr>
</tbody>
</table>

33 seconds and 133 seconds. The recordings are split into three partitions: a training, development, and test set of 150 Northwind-Freeform pairs, totalling 300 task recordings. Tasks are split equally over the three partitions. This dataset is annotated in three emotion dimensions (valence, arousal, dominance) by 3 to 5 raters. For each recording, the gold-standard labels are the average of all the raters. There are at least three raters for each recording. In each emotion dimension, the range of gold-standard label is scaled to [-1, 1].

3.4.2 Experimental Results and Discussion

To evaluate the performance of proposed approach, the experiments are carried out in the unimodal and multimodal setting. In unimodal setting, dynamic features such as EOH, LBP and LPQ from video modality as well as LLD descriptor from audio modality is dealt independently. By design, the dynamic features of facial expression images are synchronised with the gold-standard annotations. In the case of the acoustic feature, they were computed at a higher frame rate and need to be synchronized with the gold-standard label. Thus, interpolation technique has been performed at initial estimation in order to match it with the gold-standard label. In multimodal setting, initial estimation from respective features is fused together using linear opinion pool. The results are reported in Pearson correlation coefficient, where Northwind and Freeform task is averaged, and the results are indicated in the following section.
3.4.2.1 Results on Development Set

The empirical analysis is initiate with arousal dimension. From Table 3.1, it was evident that audio modality appears more informative than visual modality. The acoustic feature with \textit{long} segmentation setting provide the highest correlation with gold-standard (CORR=0.614) compared to LBP features from facial expression (CORR=0.587). It is consistent with previous literature reported that prediction of arousal dimension from audio modality appears to be superior than visual modality [163] [14] [79].

On the other hand, previous literature mentions that visual modality appears to perform better in detecting valence dimension [50]. However, in this analysis, the results are not in agreement with such findings, for prediction of the valence dimension appears to be more superior to audio modality than video modality. \textit{Voice detector} segmentation setting provides the highest correlation in valence with gold-standard (CORR=0.579) compared to EOH features (CORR=0.552). As for dominance dimension, the same setting also provides the highest correlation (CORR=0.605) compared to LBP features (CORR=0.602). Noted that disagreement occurs because of different features is being used, and different modelling technique is being employed as opposed to [50]. Therefore, such conclusion holds for different data and remains to be evaluated.

Table 3.1 also shows the performance of different type of features on each affect dimensions in the development dataset. It can be seen that the highest correlation value, achieved by using LBP, outperformed EOH and LPQ features for each dimensions with respect to gold-standard (CORR=0.587) in arousal dimension. As for valence, features from EOH gives highest correlation value (CORR=0.552), apart from LBP and LPQ. As for dominance dimension, features from LPQ gives highest correlation value (CORR=0.602). It shows that visual features encoded by EOH, LBP and LPQ capture the edge and local shape information of visual face effectively and can be mapped successfully for each of affective dimension. Additionally, performing wavelet transform at Level = 4 for each video features is less computationally expensive.

WT is carried out on acoustic features with three segmentation setting (\textit{long, short, and voice detector}). PLS is then used for regression to predict each of affective scale as does in facial expression features. In arousal dimension, the \textit{long} segmentation outperform \textit{short} and \textit{voice detector} (CORR=0.614). \textit{Voice detector} segmentation gives higher correla-
Table 3.2: Pearson correlation coefficients of video final systems for the AVEC 2014 development set without wavelet filtering.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Affect Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valence</td>
</tr>
<tr>
<td>Video</td>
<td>EOH</td>
<td>.249</td>
</tr>
<tr>
<td></td>
<td>LBP</td>
<td>.241</td>
</tr>
<tr>
<td></td>
<td>LPQ</td>
<td>.249</td>
</tr>
</tbody>
</table>

Table 3.3: Pearson correlation coefficients of final systems for the AVEC 2014 development set with wavelet filtering. Bold indicate the highest correlation at each affect dimension across each features and modality.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Affect Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valence</td>
</tr>
<tr>
<td>Video + Audio</td>
<td>EOH+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LBP+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LPQ+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>EOH+ voice detector</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LBP+ voice detector</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LPQ+ voice detector</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EOH+ voice detector</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LGBPTOP + LLD</td>
<td>.282</td>
</tr>
</tbody>
</table>

Closer inspection of Table 3.1 shows each of the sub-system mentioned above surpasses the baseline results for each modality and each of every affect dimension. On top of that, the addition of more features provides significant gain, particularly in the case of facial expression features. However, this may not be optimal in acoustic features, since the only LLD with different segmentation setting is being utilized in this system.

To investigate whether multimodal fusion leads to a better recognition performance, all evaluation were repeated on facial expression feature and acoustic features, then fuse each of
Table 3.4: Pearson correlation coefficients of six sub-systems for the AVEC 2014 test set. Bold indicate the highest correlation at each affect dimension across each features and modality.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Affect Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valence</td>
</tr>
<tr>
<td>Video</td>
<td>EOH</td>
<td>.503</td>
</tr>
<tr>
<td></td>
<td>LBP</td>
<td>.518</td>
</tr>
<tr>
<td></td>
<td>LPQ</td>
<td>.532</td>
</tr>
<tr>
<td>Audio</td>
<td>long</td>
<td>.498</td>
</tr>
<tr>
<td></td>
<td>short</td>
<td>.447</td>
</tr>
<tr>
<td></td>
<td>voice detector</td>
<td>.508</td>
</tr>
<tr>
<td>Baseline (Video)</td>
<td>LGBP -TOP</td>
<td>.188</td>
</tr>
<tr>
<td>Baseline (Audio)</td>
<td>LLD +MFCC</td>
<td>.355</td>
</tr>
</tbody>
</table>

the initial estimation at decision level. Each of the additional facial expression feature (EOH, LBP, LPQ) is fused with long and voice detector segmentation setting, since each of these two gives best results in VAD dimension respectively for the acoustic feature.

From Table 3.3, LBP from video modality fuse with long segmentation setting from audio modality gives higher correlation value on arousal dimension. As for valence and dominance dimension, EOH on video modality fused with voice detector segmentation on audio modality gives higher correlation results, respectively on both affect dimension. Even though system fusion relatively gives higher performance than baseline results, however, no significant difference was found between the best performance in sub-system in Table 3.1 with system fusion in Table 3.3. The reason is that only very simple fusion rule was used here.

3.4.2.2 Results on Test Set

The results for test set can be seen in Table 3.4 for video and audio modality. First of all, training and development set were combined as new training dataset. Then, Haar Wavelet Transform is applied to the new training sets, where the number of levels is fixed to 4, identical to the previous experiment in development set. As for PLS, all parameters, such as filter window size, number of component in PLS also identical to the previous set of experiments on the development set. As opposed the results in development sets, video modality shows high correlation results (CORR=.571) when compared to audio modality in arousal
Table 3.5: Pearson correlation coefficients of final systems for the AVEC 2014 test set. Bold indicate the highest correlation at each affect dimension across each features and modality.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Affect Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valence</td>
</tr>
<tr>
<td>Video + Audio</td>
<td>EOH+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LBP+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LPQ+long</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>EOH+voice detector</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LBP+voice detector</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>LPQ+voice detector</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EOH+voice detector</td>
<td>.503</td>
</tr>
<tr>
<td></td>
<td>LBP+voice detector</td>
<td>.518</td>
</tr>
<tr>
<td></td>
<td>LPQ+voice detector</td>
<td>.535</td>
</tr>
<tr>
<td>Baseline (Video+Audio)</td>
<td>LGBPTOP + LLD</td>
<td>.282</td>
</tr>
</tbody>
</table>

As for valence dimension, the best results follow the modality from development set, where the higher correlation results (CORR=.532) is from video modality. The results in Table 3.4 suggest that suggested models are clearly able to generalise on unseen test sets. The multimodal fusion results in Table 3.5 is done identically with the setting from development sets. The results show performance gain in every affect dimension. Arousal gives higher correlation (CORR=.576) when the prediction from LPQ and long segmentation setting is fused using linear opinion pool. As for dominance and valence dimension, fusion prediction between LBP and LPQ with VAD segmentation setting and gives higher correlation value (CORR=.518, CORR=.535) respectively.

### 3.5 Comparison on the best performer of the Challenge

The final system was also compared with the state-of-the-art approach in Figure 3.5 and Table 3.5. In the final system, the dataset trained on the training and development and tested on the
testing set. Overall, each of the proposed methods in the state-of-the-art approach achieves better performance than baseline results. The best results produce by Ulm [74]. However, their method utilises an extra information on subjects and annotation process without optimising features and machine learning used, as needed by AVEC 2014. The proposed framework achieve competitive performance in correlation (CORR) while achieving best results in terms of square error (RMSE).

![Figure 3.5 Bar chart comparison with state-of-the-art in AVEC 2014 in terms of average CORR and RMSE values.](image)

Table 3.6: Performance comparison with state-of-the-art in AVEC 2014 in terms of average CORR and RMSE values.

<table>
<thead>
<tr>
<th>Team</th>
<th>Method</th>
<th>CORR</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>SVR+Fusion</td>
<td>.419</td>
<td>.209</td>
</tr>
<tr>
<td>Ulm [74]</td>
<td>Subjects+Label Inference</td>
<td>.595</td>
<td>.101</td>
</tr>
<tr>
<td>SAIL [51]</td>
<td>Fusion + Temporal Regression</td>
<td>.522</td>
<td>.083</td>
</tr>
<tr>
<td>BU-CMPE [80]</td>
<td>CCA ensemble</td>
<td>.393</td>
<td>.093</td>
</tr>
<tr>
<td>Ours</td>
<td>Wavelet Filtering + PLS + Fusion</td>
<td>.543</td>
<td>.081</td>
</tr>
</tbody>
</table>

### 3.6 Chapter Summary

This Chapter studied and analysed human emotional state in terms of emotion dimension such as valence, arousal and dominance. Integrating wavelet transform with facial expression and acoustic features help to improve the performance significantly by removing the extraneous
noise in the feature level. One final system for continuous affect dimensional model is built, trained over multiple sub-systems involving audio-visual modality. There is a broad scope for improvements to the current approaches, both in improving the sub-systems and designing a combined system toward joint estimation. With the high complexity of human evaluation during annotation of gold-standard, the annotation delay might occur which may be degraded the performance. Also, instead of PLS, SVR as machine learning method might be taken into consideration, since it has been regarded as baseline approach in affect recognition. Last but not least, deep learning approach could usefully be explored which may be beneficial in emotion recognition domain. Each of the future work listed above is suitable to yields better performance as will be proved in the next Chapter.
Chapter 4

Continuous Affect Estimation based on Deep Learning Features

This Chapter investigates the effectiveness of deep learning in continuous emotion recognition task. The system performance is analysed in terms of layer-wise; convolutional and fully connected. In addition, multimodal fusion scheme is developed, by fusing deep learning feature and hand-crafted feature. The proposed framework is analysed and compared with the solution in the baseline, and competitive results are obtained.

4.1 Introduction

The success achieved by CNN has driven the advance in many aspects of computer vision, such as image classification, object detection, and image understanding. In face recognition, great improvement brought by CNN in solving large-scale face verification and recognition task has been witnessed [66] [81].

Like recognising the face, recognising emotion from face images has been an active research topic for the past few years. It is because facial expression of human is considered the most important way to represent the emotion which reflects the human behaviour essentially. While the work presented in Chapter 3 was based on recognizing emotion from hand crafted facial features, many researchers have demonstrated outstanding performances in recognizing emotion from CNN features [77] [76] [83]. However, the study mentioned above only recognise emotion from the categorical label. Employing deep learning features for continuous emotion
recognition is less frequently explored. In particular, no end-to-end method has been used to estimate arousal and valence directly from videos. It is because deep learning network requires large amounts of data to attain good performance. Most of the works reported their results in terms of combination from multiple modality and multiple features, be it hand crafted features or deep learning features. In [11], initial estimation is obtained with deep learning feature in multiple modalities but combined using late fusion with a linear regression. In [14], features obtained are trained using deep belief network then the results are combined using linear regression. Similarly, LSTM are used to perform multi-modal prediction using audio, video and physiological modalities [58] [9].

Even though deep learning features cannot currently work by itself for emotion recognition, this Chapter attempt to show that deep learning network has the ability to learn features on similar domain even only small sizes of a dataset is available for training. In this experiment, deep learning features for continuous emotion recognition in the face of limited data is explored. The goal is to combine deeply learned features to detect emotion with hand crafted features which will yield an improvement compared to using only the former.

Hand crafted features such as LGBP-TOP feature and facial geometric features is adopted, along with deep learning networks such as face verification model named VGGFace, image recognition model named AlexNet and Deep Residual Network. Additionally, it has been noticed that some annotation issues occur between annotator which is used to establish the gold-standard label. This delay can significantly degrade system performance when predicting emotion due to unreliable modelling caused by asynchronous ratings. This Chapter will demonstrate that by introducing a delay in continuous emotion recognition system, the performance is significantly improved.

The proposed method is evaluated on AVEC 2016 and compares with previous studies based on hand crafted features. The results show a significant improvement over the state-of-the-art and show that for a small set of database, the combination of hand crafted features and learned features obtain competitive performance.

In summary, the main contribution of this Chapter are:

- Analyzing the effectiveness of deep learning feature, where it can achieve competitive performance to the baseline model when combined with hand-crafted features.
- Exploring the complementarity of deep models with the existing visual and audio, by
applying fusion in decision label.

The remainder of the Chapter is structured as follows: Section 4.2 presents a review of previous work in continuous emotion recognition system in general. Section 4.3 describes the proposed methodology in the system. It consists of feature extraction, post-processing of annotation delay then fusion of deep-learned features with hand-crafted features. Section 4.4 describes the database used in the work and evaluation method of proposed approach. Section 4.5 shows experimental results and discussion. Finally, Section 4.7 summarises the Chapter.

4.2 Related Feature Extraction Technique

For the past few years, arousal and valence estimation from video/audio based has been defined as continuous emotion dimension [48]. Even though much of the earlier work treated arousal and valence (e.g. positive vs negative) as classification problem, more recent work treated the problem in continuous domain [48] [130] [125] [165]. The introduction AVEC challenge in 2011 marks significant progress in automatic continuous emotion research. It started with SEMAINE dataset [144] originally designed as classification problem, then in 2012 it moved to regression problem [143] using same dataset. The 2013 and 2014 AVEC edition marks an addition of audio-visual depression language corpus [167] [166], which has been previously experimented in the previous Chapter.

From 2015 edition of AVEC challenge, Remote Collaborative and Affective Interaction (RECOLA) dataset was used [127] [165]. It is the very first challenge that bridges across audio, video and physiological data. The main difference with the previous AVEC challenge is an adaptation of Concordance correlation coefficient (CCC) rather than Pearson’s correlation coefficient to measure performance. In RECOLA database, Concordance correlation coefficient, which combines Pearson Correlation Coefficient with the square difference between the mean of the two-time series is being introduced as an evaluation measure. In this challenge, the best performer in the 2015 edition of the challenge obtained an average concordance correlation of 0.678 [58], while the best performer in 2016 obtained an average concordance correlation of 0.729 [9].

AVEC challenges employ traditional approach by providing features such as acoustic features, facial expression features, and physiological signal features. Acoustic features from audio
modality, typically referred to as acoustic LLD, include a wide range of features that cover spectral, cepstral, prosodic and voice quality information. Facial expression features from video modality mainly focused on capturing the change and intensity of the detected face over the duration of a task. The common examples are video appearance and video geometric based features. In video appearance feature, HOG, LBP, EOH is mainly used technique to employed facial expression features. A variant of LBP features, examined in spatio-temporal volumes of the video after convolving with 2D Gabor filter-banks (LGBP-TOP), has recently been used as baseline features for automatic continuous emotion recognition from video modality [127] [165]. As for video geometric features, the primary step is to localise and track a dense set of facial points landmarks [165], or shoulder landmark [107], or the whole body expressions landmark [103]. These landmarks are then tracked to acquire low-level descriptors of the dynamics of facial or body gestures.

Despite its success in recognising emotions, hand crafted features have a number of problem in use. These hand-crafted features often lack generalisation ability, where disturbance such as high variation in scene lighting, camera view, image resolution, background, subjects head pose also skin colour may effect the overall performance. Thus an alternative approach is deep learning approach, where it learns the most appropriate feature abstractions directly from the data (image frame) and handle the limitations of hand-crafted features. Deep learning have become a successful approach in object recognition [88], face verification [156], human pose estimation [162] and so on. This success is contributed by the availability of computing power such as GPU and existing big databases such as ImageNet and MNIST that allow deep learning to extract highly discriminative features from the data samples. There have been enormous attempts at using DNNs in automated facial expression recognition and affective computing such as [105] [104] [58] which is very successful in determining emotion. The winner of the AVEC 2015 challenge [58], implement deep learning approach with hand-crafted features and still could improve the prediction accuracy.

Due to successful application in deep learning approach in computer vision, this Chapter intends to explore how far deep learning can recognize emotion in continuous dimension. Convolutional Neural Network (CNN) has been selected as deep learning architecture in order to do feature extraction on top of facial expression images. The main difference between proposed approach and the method implemented by winning team in [58] is that while they
were making used of Long Short Term Memory as machine learning approach to estimate arousal and valence, the proposed approach employed CNN architecture as feature extractor to estimate arousal and valence.

4.3 Methodology

The proposed methodology is illustrated in Figure 4.1. At the initial stage, for each video clip, video and audio modality is dealt independently. Feature extraction is adopted in Stage 1. In this stage, feature extraction is implemented towards each of the visual frame and acoustic file. As for the visual frame, hand crafted features and deep learning features is adopted, in order to make feature representation. In Stage 2, Support Vector Regression is implemented, since it already becomes a baseline approach in many continuous emotion recognition tasks [125] [165]. Each of the features types, be it hand-crafted or deep learning feature, is feed consecutively into Support Vector Regression. Then, Stage 3 undergone post-processing method, where a time delay was optimised by maximising the performance on the development partition with the model, learned on the training partition. The initial estimation produced in Stage 3 is feed to Stage 4, where fusion on respective features occur, to produce the final estimation of continuous emotion dimension of arousal and valence. Each of the Stage will be discussed thoroughly in the following section.

4.3.1 Stage 1: Feature Extraction

Each of the video clip provided is converted to image frames, in order to capture the facial expression recorded in video data. Then, deep learning feature and the hand crafted feature is being implemented as feature extractor from the video frame. Deep learning feature consists of VGG-Face CNN descriptors, image recognition model named AlexNet and Deep Residual Network. For hand-crafted feature, two types of facial landmark: appearance and geometric feature is employed, where the first is adapting LGBP-TOP and the latter applied facial landmark on each video frame. As for audio, a set of LLD is set to encode the characteristic of the acoustic feature. Each of the features is detailed in the following subsection:
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Figure 4.1: A depiction of the pipeline of the proposed system. This depiction is specific to the combination of features from video modality and audio modality. In deep learning feature, $fc-6$ to $fc-8$ of VGGFace, $conv-7$ to $fc-8$ of ResNet and $fc-6$ to $fc-8$ of AlexNet is extracted from each CNN network. This is done for all frames of the video which produces a single feature vector in respective layer. Along with hand-crafted features and LLD descriptor, these feature is then feed into SVR for regression purpose.

4.3.1.1 Deep Learning Feature using Convolutional Neural Network

Inspired by deep learning recent success in computer vision, three different frameworks that train neural networks as feature extraction has been designed. There are VGGFace Network, image recognition model named AlexNet and Deep Residual Network. Given the usefulness of CNN features, this experiment aims to assess the features further and demonstrate how CNN features can be used for emotion recognition task.

In this experiment, pre-trained deep learning network has been used as feature extractor for the task of interest. It is conducted by removing the last few layers of a CNN, then treated the remainder of the CNN as a fixed feature extractor. Considering that these pre-trained CNNs are large multi-layer architectures, which encode a large amount of visual knowledge of varying complexity [182] [40], it is interesting to see what differences are there between convolutional layers and fully connected layers, so that all that is learnt by a CNN can be properly exploited in the future.
There are 3 hyperparameters needed change in order to study the behavior of each layer. There are depth, stride and zero-padding. First, the depth of the output volume corresponds to the number of filters we would like to use, each learning to look for something different in the input. For example, if the first convolutional layer takes as input the raw image, then different neurons along the depth dimension may activate in presence of various oriented edges, or blobs of color. Second, the stride need to be specified with which slide the filter. When the stride is 1 then the filters move at one pixel at a time. When the stride is 2 then the filters jump 2 pixels at a time as we slide them around. This will produce smaller output volumes spatially. Lastly, sometimes it will be convenient to pad the input volume with zeros around the border. This is called zero-padding. It is needed to control the spatial size of the output volumes.

CNNs are usually applied to image data. Every image is a matrix of pixel values. The range of values that can be encoded in each pixel commonly on 8 bit or 1 byte-sized pixels. Thus the possible range of values a single pixel can represent is \([0, 255]\). However, with coloured images, particularly RGB (Red, Green, Blue)-based images, the presence of separate colour channels (3 in the case of RGB images) introduces an additional ‘depth’ field to the data, making the input 3-dimensional. Hence, for a given RGB image of size, there will be 3 matrices associated with each image, one for each of the colour channels.

To understand the architecture going on in each stage of a deep convolutional neural network, the process based on mathematical principle is briefly explained as below:

- **Convolutional Layer:** Convolutional layers employ learnable filters which are each convolved with the layer’s input to produce feature maps \(Z^l(x, y, i)\) for neuron \(i\) from each convolutional layer \(l\) is computed as:

\[
Z^l(x, y, i) = X^{l-1}(x, y, c) * K^l_i(x, y, c) + B^l_i \tag{4.1}
\]

- **Rectified Linear Unit:** A Rectified Linear Unit (ReLU) is a cell of a neural network which uses the following nonlinear activation function to calculate all convolved extracted features. ReLU is often assigned to the output of each hidden unit in a convolutional
layer and the fully connected layers. The output of the ReLU $P^l(x, y, i)$ is computed as:

$$P^l(x, y, i) = \max(0, Z^l(x, y, i))$$  \hspace{1cm} (4.2)

- **Normalization layer**: In this process, local response normalization is used for normalizing the output of the ReLU. This step is needed to yield better generalization and introduces non-linearity that is absent in the right hand side of the ReLU responses. It can be computed as:

$$Q^l(x, y, i) = P^l(x, y, i) (\gamma + \alpha \sum_{j \in M^l} (P^l(x, y, i))^2)^{-\beta}$$  \hspace{1cm} (4.3)

where $Q^l(x, y, i)$ computes the response of the normalized activity from the ReLU output $P^l(x, y, i)$. This is done by multiplying the output with an inverse sum of squares plus an offset $\gamma$ for all ReLU outputs within a layer $l$

- **Max pooling layer**: The max-pooling operator computes the maximum response of each feature channel obtained from the normalized output. It can be computed as:

$$R^l(\bar{x}, \bar{y}, i) = \max_{x, y \in M(\bar{x}, \bar{y}, l)} Q^l(x, y, i)$$  \hspace{1cm} (4.4)

where $(\bar{x}, \bar{y})$ is the mean image position of the positions $(x, y)$ inside $M(\bar{x}, \bar{y}, l)$ that denotes the shape of the pooling layer, and $R^l(x, y, i)$ is the result of the spatial pooling of the convolutional layers. Noted that, max pooling reduces the dimensionality by applying the maximum function over the input $R$

- **Average pooling layer**: The average pooling operator computes the mean response of each feature channel obtained from the normalised output. It can be computed as:

$$R^l(\bar{x}, \bar{y}, i) = \frac{\sum_{x, y \in M(\bar{x}, \bar{y}, i)} Q^l(x, y, i)}{|M(\bar{x}, \bar{y}, i)|}$$  \hspace{1cm} (4.5)

- **Classification layer**: The probability of the class labels from the output of the fully connected layer is computed using the softmax activation function. It computes the probabilities of the multi-class labels using the sum of weighted inputs from the previous
layer and is used in the learning process \[114\]:

\[
y_d = \frac{\exp(x_d)}{\sum_{d=1}^{D} \exp(x_d)}
\]  

(4.6)

where \(y_d\) is the output of the softmax activation function for class \(d\), \(x_d\) is the summed input of output unit \(d\) in the final output layer of the fully connected network and \(D\) is the total number of classes.

In the end, an end-to-end architecture as illustrated Figure 4.1 is developed, where architectures that trained all-together, accepting raw data colour images (facial expression images), learned to produce an estimation of valence and arousal. In particular, the following architectures have been evaluated:

- An architecture based on the structure of the VGGFace network \[118\]
- An architecture based on the structure of the ResNet-50 network \[59\]
- An architecture based on the structure of the AlexNet network \[88\]

Each of the networks is applied directly to facial expression frames of the database, trained to produce features from the respective layer, where the layer is detailed in the following subsequent:

**VGG-Face \[118\]**

In this subsection, pre-trained VGG-Face CNN descriptor as described in Figure 4.2 is leveraged due to the limited size of the dataset. The pre-trained VGG-Face CNN was learned from a large face dataset containing 982,803 web images of 2622 celebrities and public figure. While the primary purpose of VGG-Face is to identify subjects in its training dataset, it can be employed as a feature extractor for any facial expression image by running the image through the entire network, then extracting the output of the fully-connected layer (FC). The VGG-Face model is initially designed for face recognition. Therefore, the deep model is utilized by pre-trained the model and change the final layer for continuous emotion recognition problem.

The extracted feature vector serves as a highly discriminative, compact, and interoperable encoding of the facial expression image. Once the features are derived from the fully connected
layer of the VGG-Face CNN, they can be used for training and testing arbitrary emotion regressors, which is the goal of this experiment.

MatConvNet toolbox by Vedaldi and Lenc [172] which consists of a library of MATLAB functions implementing CNN architectures have been employed as the software tool since it provides the researchers with the pre-trained implementation of VGG-Face CNN where it can be used as feature extraction. Then, the datasets contain RGB images which are fed to the convolutional neural network in their original colour channels.

The VGG-Face network described in Figure 4.2 has a deep architecture and is composed of $3 \times 3$ convolution layers, $2 \times 2$ pooling layers, and 4 fully-connected layers. While the network was initially trained to perform classification rather than feature extraction, the output layer of the network after softmax is not used in the experiments, rather the output layer before softmax, which contains 4096-dimensional descriptors are instead extracted from the first fully-connected layer.

VGG-Face is modelled as feature extractor by fixing all of its parameters and removing the regression layer. In order to extract the features, firstly, the facial expression images are preprocessed and fed to the CNN as a $224 \times 224 \times 3$ arrays of pixel intensities. At every convolutional layer, it performs a filtering operation on the former layer resulting in an activation volume. The activation then becomes the input of the following layer. Pooling is used throughout the network to reduce the number of nodes by down-sampling the activation maps using the max operation. Finally, features from fully connected layer ($fc$) are extracted.
when a frame is passed to VGG-Face network.

**AlexNet [88]**

AlexNet network is designed, competed and won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2012). It is an architecture that is based on the traditional CNN layered architecture - stacks of convolutions layers followed by max-pooling layers and rectified linear units (ReLUs), with a number of fully connected layers at the top of the layer stack.

This network was trained on the ILSVRC-2012 training data, which contained 1.2 million training images belonging to 1000 classes. It brought down the error rate on image classification task by half, beating traditional hand-engineered approaches. This network also has revolutionised the way of thinking about the effectiveness of CNNs.

In this subsection, AlexNet trained CNN is being employed to extract the images descriptors, which is in this case, facial expression image. The input images are resized to $227 \times 227$ pixels using bicubic interpolation. Same as VGGFace, AlexNet also requires three channel images at the input (RGB format). Facial expression images are then processed by the Alexnet network, where each frame is processed by square convolutional layers of size 11, 5 and 3 each followed by max-pooling and local response normalisation (ReLUs). The last three pooling layer output, $fc-1$, $fc-2$ and $fc-3$ is extracted for each facial expression images, where it has 4096 for each fully connected layer.
ResNet \[57\]

ResNet is another current state-of-the-art CNN architecture. Based on residual connections introduced by He et al., \[57\] it has shown remarkable improvement in recognition rates in ILSVRC-2015 competition. ResNet architecture is similar as VGG-16 proposed by \[149\] but with the additional identity mapping capability as shown in Figure 4.4. The first layer of ResNet is a 7x7 convolutional layer with 64 feature maps, followed by a max pooling layer of size 3x3. The rest of the network comprises of 4 bottleneck architectures, where after these architectures a shortcut connection is added. These architectures contain 3 convolutional layers of sizes 1x1, 3x3, and 1x1, for each residual function. After the last bottleneck architecture, an average pooling layer is inserted. The last $fc-8$ layer, and another layer before average pooling layer $conv-7$ is extracted from ResNet network.

Layer-wise Features of Deep Learning Architecture

From VGGFace, AlexNet and ResNet architecture, each of the deep networks is formed by a stacked structure, where each of the stacked structure gives feature representation from each layer. From left to right of a deep neural network, the features learned are from general to specific. For example, the earlier layer is known to learn the features that are similar to Gabor filters and colour blobs [181] while the latter layer (high-level layer) are usually well trained to specific task, e.g., image classification task [88]

Most previous work by default directly use the feature outputs from the high-level layer, since the high-level semantics expressed in these high-level layers are more related to the specific task. However, detecting emotional content from video modality is quite tricky because inside the video it is more diverse and more sparsely expressed video emotions. No previous work touched the effects of layer-wise features towards emotion recognition domain. Therefore,
these Chapter explore these question by evaluating fully connected layer (fc) from each deep network employed in these dataset. The output of each layer is considered as a visual descriptor of each frame. The difference in accuracy between layers is crucial to get the intuition on their suitability for video emotion analysis.

4.3.1.2 Hand Crafted Features

It is easy to interpret smiles, frowns, eyebrow-raising and more subtle actions that can be performed by the facial muscles. Those facial muscles movement can be extracted using hand-crafted features, using a manually predefined algorithm based on the expert knowledge. Local Binary Pattern [112], Local Scale-Invariant Features [94] and Histogram of Oriented Gradient [21] features are commonly known examples of hand-crafted features. In these Chapter, two type of facial descriptor: appearance and a geometric-based feature are employed in the experiment.

Face Geometric Feature

The geometric features are based on 49 facial landmarks detected and subsequently tracked with the Supervised Descent Method (SDM) facial point detector/tracker proposed by Xiong and De la Torre [180]. These 49 facial landmarks have been aligned with a mean shape from stable points (located on the eye corners and on the nose region). The features are computed as follows:

- The difference between the coordinates of the aligned landmarks and the mean shape is computed, at the same time the difference between the aligned landmark locations in the previous and the current frame. This provides 196 features.

- The facial landmark has been divided into three different regions: i) the left eye and left eyebrow, ii) the right eye and right eyebrow and iii) the mouth. For each region, Euclidean distances (L2-norm) and the angles (in radians) between the points are computed, resulting 71 features.

- The Euclidean distance between the median of the stable landmarks and each aligned landmark in a video frame is also computed, providing 49 features.

In total, geometric feature yields 316 features as a face representation from this method.
LGBP-TOP Features

The local dynamic appearance descriptor LGBP-TOP features take a block of consecutive input video frames which are first convolved with a number of Gabor filters to obtain Gabor magnitude response images for each individual frame. This is followed by LBP feature extraction from the orthogonal XY, XT and YT slices through the set of Gabor magnitude response images. The resulting binary patterns are histogrammed for the three orthogonal slices separately and concatenated into a single feature histogram. In this Chapter, feature reduction is then performed on single feature histogram by applying a Principal Component Analysis (PCA) from a low-rank (up to rank 500) approximation. Finally, 84 features representing 98% of the variance is computed as a face representation from this method.

4.3.2 Stage 2: Support Vector Regression as Modelling Approach

To handle the regression task, Support Vector Machine for Regression (SVR) is employed owing to its mature theoretical foundation. It is also regarded as the baseline approach for many continuous affective recognition task [125] [143] [165]. By applying SVR onto regression task, the main target is to optimize the generalisation bound for regression in the feature space by using a ε-insensitive loss function which is used to measure the cost of error in the estimation. Hyperparameter \( C \) is also set accordingly to balance the errors and the generalisation performance.

In this Chapter, SVR was implemented in the LIBLINEAR toolkit with linear kernel and trained with the L2-regularised L2-loss dual solver. The tolerance value of \( \varepsilon \) set to be 0.1, and complexity (C) of the SVR was optimised by the best performance of the development set among \([.00001, .00002, .00005, .0001, \ldots , .2, .5, 1]\) for each modality and task.

4.3.3 Stage 3: Post-processing

After obtaining the initial estimation from SVR, the number of post-processing method to see the impact of SVR performance. First, the annotation delay was introduced to the training partition. It is undergone by shifting back in time the gold-standard training partition. The last value after shifting is duplicated, to realigned back the gold-standard after shifting.

Initial investigations focused on searching best delay for arousal and valence, which were achieved using a number of delay values from zero to eight seconds, as similar in [165]. Table
Table 4.1: Delay in seconds applied to the gold-standard, according to the emotional dimension (A= arousal, V= valence). The delay were obtained by maximising the results in development partition while applying the delay in training partition.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Type</th>
<th>Features</th>
<th>Layer</th>
<th>Delay_A</th>
<th>Delay_V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>Acoustic</td>
<td>LLD</td>
<td>#</td>
<td>2.8</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>Hand-Crafted</td>
<td>Geometric</td>
<td>#</td>
<td>2.4</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>LGBP-TOP</td>
<td>#</td>
<td>2.8</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td>Deep Learning</td>
<td>VGGFace</td>
<td>32</td>
<td>2.0</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>34</td>
<td>5.6</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35</td>
<td>0.0</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36</td>
<td>0.0</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet</td>
<td>514</td>
<td>1.6</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>515</td>
<td>1.2</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AlexNet</td>
<td>16</td>
<td>1.2</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>8.0</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>8.0</td>
<td>7.6</td>
</tr>
</tbody>
</table>

4.1 shows the best delay achieved on training partition while maximising the concordance correlation in development partition.

4.3.4 Stage 4: Fusion Approach for Final Estimation

The initial estimation from respective hand crafted and deeply learned features are combined to achieve the highest possible final, single estimation performance. In this stage, exponent weighted decision fusion is incorporated where weighting each of then according to initial correlation from development dataset. It is a type of fusion decision which introduced in [84] for classification purpose. These method is being leveraged into regression purpose, where a decision weight in terms of \((C^q)\), and exponent \(q\) is found by hyper-parameter tuning. The value of \(q\) is found by scanning procedure over \([-50:0.1:150]\) then selected to provide the maximum correlation after the fusion. The scanning procedure proved to be useful to enhance the performance as illustrated in Figure 4.5.

4.4 Experimental Evaluation

The proposed framework was trained on the training set and tested on development sets for each of affect recognition, where the level of affect has to be estimated for each frame of the recording. The effectiveness of the proposed framework on emotion recognition using
Figure 4.5: Performance value in term of correlation as an exponent $q$ is scanned in the exponentially weighted decision fusion. Noted that when proper $q$ is selected, it gives maximum performance in development sets.

deep layer-wise features and hand-crafted features is validated using Concordance Correlation Coefficient (CCC). It is the combination of Pearson Correlation Coefficient (CC) with the square difference between the mean of the two compared time series, as shown in Equation 4.7

$$\rho_c = \frac{2\rho \sigma_x \sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2}$$

(4.7)

where $\rho$ is the Pearson Correlation Coefficient between two-time series (e.g., estimation and gold-standard), $\sigma_x^2$ and $\sigma_y^2$ is the variance of each time series, and $\mu_x$ and $\mu_y$ are the mean value of each time series.

### 4.4.1 Dataset of AVEC 2016

Remote Collaborative and Affective Interaction (RECOLA) dataset was recorded in the context collaborative work. Spontaneous interactions were collected in dyads and remotely through video conference. The corpus consists of multimodal modality, e.g., audio, video, ECG, and EDA which were recorded continuously and synchronously from 27 French-speaking participants. Each of the subjects has different mother tongue (French, Italian, and German), which provides further diversity in the recording of affect. In this experiments, only audio and modality is taken into consideration.

In order to ensure speaker-independence, the corpus is divided into three partitions (Training, Development, Testing) with each partition containing nine unique recording approxi-
mately balanced for gender, age, and mother tongue of the participants. In this experiment, only Training and Development partition has been fully utilised, since only the gold-standard label for this partition is publicly available for the researchers.

As for annotation of the corpus, six-French speaking raters (three male and three females) were asked to perform annotation in terms of arousal and valence for the first five minutes of all recording sequences. The obtained labels were then resampled at a constant frame rate of 40 ms, and averaged over all raters by considering the inter-evaluator agreement, to provide a gold standard label.

4.5 Experimental Results and Discussion

In this section, the results of the proposed deep learning and hand-crafted features from visual modality is discussed, focusing on estimation accuracy as evaluated by the concordance correlation (CCC).

For deep learning network, the activations of the three to four layers that are closest to the output (softmax) layer for the three deep networks is taken under consideration. These layers are denoted as \( fc-6 \), \( fc-7 \), \( relu-7 \), \( conv-7 \), \( fc-8 \) respectively by the creators of each networks. VGGFace \( fc-8 \) size has 2622 neuron, denoting of 2,622 identities in face verification task. Meanwhile, ResNet and AlexNet has 1000 neuron, denoting 1000 attribute in image classification task. \( fc-7 \) features are the activations of the layer before \( fc-8 \) while \( fc-6 \) are the activations layer before \( fc-7 \). \( fc-7 \) are the activation function from final hidden layer before propagating to softmax function. AlexNet and VGGFace are built with three fully connected layers, where two with 4096 neurons, and one with 1000 neurons for AlexNet and 2622 neurons for VGGFace, which outputs the class probabilities. However, ResNet only has one fully connected layer with 1000 neurons which again outputs the class probabilities. It is because, unlike VGGFace and AlexNet, ResNet focus on fasten training performance by deepening and lowering the parameter, resulting 8x smaller in depth than VGGNet. Noted that, the goal of this experiment is to investigate the use of the networks hidden layer activations as features and the objective is to purely evaluate the baseline emotion approach and not the flexibility of the network. Therefore, the weights of the initial layers are frozen [172], while retrain only the higher layer using SVR.
The results of the experiments, across all nine combinations of the layer-wise deep learned network, are shown in Table 4.2. The empirical analysis is initiate with valence dimension. Overall, it shows that each fully connected layer provides higher correlation in valence rather than arousal dimension. It is consistent with previous research that the facial expression cues are very informative for predicting valence rather than arousal. While looking at the layer-wise feature, fc-6 as well as a relu-7 layer in VGGFace network gives higher results in terms of concordance correlation of 0.39 for respective network. It can be seen that valence has an increment in terms of correlation after ReLu activation, from 0.37 to 0.39. This increment partly because while the feature output is taken after Rectifier Linear Unit (ReLu) activation function, it is undergone by removing negative neuron by setting it to zero. As for ResNet, fc-8 gives the higher results than conv-7 layer. In arousal dimension, the results show that VGGFace fc-7 gives higher results, with concordance correlation of 0.35, beating the other two deep network. Looking closely at layer-wise, it appears that decrement occurs after ReLu activation function is applied, from 0.35 to 0.31. Then at the last layer before softmax, that is fc-8, each of emotion dimension has the lowest correlation, 0.29 for arousal and 0.31 for valence. Noted that, each of earlier layer in fc-7, fc-8 and relu-7 has 4096 neuron per frame, while fc-8 only has 1000 neuron per frame. The reduction of features at high-level layer may contribute to the decreasing in performance as can be seen in this case. Also, keeping a negative node as features are preferred, which might give more information towards emotion recognition. As for ResNet, it appears that deeper layer fc-8 gives higher results with concordance correlation 0.20 compared to 0.18 in the previous layer. Meanwhile, in the AlexNet network, it does not provide the significant improvement in terms of concordance correlation for both emotion
dimension compared to the other two network. It could be because the face images from the dataset are very different from images in ImageNet, most likely it comes from different distribution. As a result, transfer learning does not capture informative neuron at the lower layer of the network.

Looking back at the results in Table 4.2, it is clear that the employment of VGGFace trained for face recognition task is more efficient than the deep network trained for image classification task. It is expected because ImageNet is comprised of 1000 classes ranging from cat, dogs to cars. By the last fully connected layers of the AlexNet and ResNet network, the network is close to predicting what class of the objects the image falls in. Thus, the neurons are understandably not good at differentiating between depressed face or neutral face.

Table 4.3: CCC obtained in development partition after SVR and post-processing method. Features are taken from hand-crafted features.

<table>
<thead>
<tr>
<th>Hand Crafted</th>
<th>CorrA</th>
<th>CorrV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD Descriptor</td>
<td>0.79</td>
<td>0.45</td>
</tr>
<tr>
<td>Facial Geometric</td>
<td>0.38</td>
<td>0.61</td>
</tr>
<tr>
<td>LGBP-TOP</td>
<td>0.48</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Among the single hand-crafted feature in Table 4.3, LLD descriptor feature from audio modality perform best in arousal dimension, and LGBP-TOP features perform better in valence dimension. Overall, deep network demonstrated to be the weakest when compared to hand crafted features. It could be explained by the fact that the deep network in Table 4.2 are significantly different from hand crafted in Table 4.3 in several key features. A possibility for this cause can be due to the lack of direct training of the deep models on the emotion dimension task data. Hand crafted features, on the other hand, are crafted directly on the original face image, and mostly they are generic in nature.

Looking closely at Table 4.2 and Table 4.3, encouraging results also obtain in VGGFace features where it performs similar results to the geometric features in arousal dimension and LLD descriptor in valence dimension. At one sense the deep network can generate much more compact features and allows natural cross-modal matching in continuous emotion task.

Following the trend of fusing hand crafted features and deep learning features to incorporate more information, late fusion has been performed from audio and visual modality across each dimension to prove that they contain different information. To this end, late fusion of the scores up from audio and visual modality, weighting each of them in an equal manner, to
Table 4.4: Comparison of CCC on fusion from baseline and proposed approach. Noted that proposed approach results are obtained on 2 fold cross validation.

<table>
<thead>
<tr>
<th></th>
<th>Corr_A</th>
<th>Corr_V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [165]</td>
<td>0.82</td>
<td>0.68</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>0.81</td>
<td>0.69</td>
</tr>
</tbody>
</table>

further improve the concordance correlation results, as shown in Table 4.5. However, there is two main difference between the proposed methodology and system baseline in [165]. Firstly, the system in benchmark was trained using both training, development and test partition, whereas the proposed approach was trained using only the training partition, and tested on development partition using 2-fold cross validation. Secondly, the baseline system operates using video, audio and physiological signal modality, while proposed system only runs on audio and video modality.

In fusion stage, AlexNet features have been omitted in the fusion stage since it has the lowest performance in both emotion dimension. Looking at the results, it shows the concordance correlation increase to 0.81 in arousal and 0.67 in valence dimension after late-stage fusion is employed. This shows that though deep network features do not work well on their own, they provide valuable information which complements the handcrafted features. It can be added that deep learning features are directly learned from the image pixels with less loss of information whereas the handcrafted features are learned on high-level representations of the original face image and are prone to oversimplification. By fusing each of the features together, it contributed to the performance improved when all features are combined.

### 4.6 Comparison on the best performer of the Challenge

The proposed approach is also compared with the 7 state-of-the-art results [4] [9] [69] [174] [121] as in Figure 4.6. Among state-of-the-art approaches, Sun et al., [154] and Brady et al., [9] introduces deeply learned model into the system, however they also use physiological modality in fusion approach, which not taken into consideration the proposed fusion system. The best results are also from [9]. However, apart from physiological signal modality, [9] also incorporating high-level audio features, while the proposed approach only uses baseline audio features in the current system. The proposed approach achieve competitive performance in
correlation for both arousal and valence emotion dimension.

Figure 4.6 Bar chart comparison with state-of-the-art in AVEC 2016 in terms of concordance correlation in Arousal and Valence dimension.

Table 4.5: Comparison of CCC on fusion of AVEC 2016 state-of-the-art and proposed approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Corr_A</th>
<th>Corr_V</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Somandepalli et al. [153]</td>
<td>0.82</td>
<td>0.72</td>
<td>KF</td>
</tr>
<tr>
<td>Sun et al. [154]</td>
<td>0.82</td>
<td>0.72</td>
<td>add physiological modality</td>
</tr>
<tr>
<td>Amirian et al. [4]</td>
<td>0.78</td>
<td>0.66</td>
<td>RF+late Echo State</td>
</tr>
<tr>
<td>Brady et al. [9]</td>
<td>0.86</td>
<td>0.75</td>
<td>add physiological modality</td>
</tr>
<tr>
<td>Huang et al. [69]</td>
<td>0.86</td>
<td>0.69</td>
<td>OA framework</td>
</tr>
<tr>
<td>Weber et al. [174]</td>
<td>0.86</td>
<td>0.70</td>
<td>add geometric feature</td>
</tr>
<tr>
<td>Povolny et al. [121]</td>
<td>0.86</td>
<td>0.71</td>
<td>add audio feature</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>0.81</td>
<td>0.69</td>
<td>add deeply-learned features</td>
</tr>
</tbody>
</table>

4.7 Chapter Summary

This Chapter investigates the effectiveness of deep learning approach in terms of layer-wise in continuous emotion recognition task. By incorporating CNN features as deep learning architecture, VGGFace, AlexNet and ResNet network is being employed as feature extractor from deep learning. Numerical results show that VGGFace, which initially is trained for face verification task, performs better in detecting continuous emotion, outperformed the other two network. The combination of hand crafted features with deeply learned features yields significant improvement over the former and gives competitive performance over the state-of-the-art. Hence, suggesting that advance fusion strategy may yields better performance as it
will be discussed in the next Chapter.
Chapter 5

Continuous Affect Estimation in Two Stage Regression Framework

This Chapter proposes two-stage regression framework, where initial estimation of affect is feed into subsequent model such as Time Delay Neural Network, Long Short Term Memory and Kalman Filter. The two-stage approach separates the emotional state dynamics modelling from an individual emotional state prediction step based on input features. In doing so, the temporal information used by the subsequent model is not biased by the high variability between features of consecutive frames and allows the network to exploit the slow changing dynamics between emotional states more efficiently. The results further show that the proposed framework is competitive with the other state-of-the-art approaches, but being with a simple implementation.

5.1 Introduction

In recent years, a considerable amount of research in automatic continuous emotion has undergone to enable natural, intuitive and friendly human-machine interaction. Early works have focused on the recognition of primary discrete emotion, with the data being collected in a laboratory setting, where speakers act in specific emotional states [47] [141] [142] [184]. Recently, considerable amount of literature focus on emotional behavior in continuous dimensions such as arousal and valence [46] [48] [119] [175] [89] [151]. One possible explanation is that a single label may not reflect the complexity of the affective state conveyed by multiple sources of infor-
mation [129]. Hence a number of research areas have started to model, analyses and interpret the continuity of affective dimensions, rather than discrete emotion. Furthermore, the affective computing is moving towards combination of multiple modalities such as audio, video, text and physiological signal [97] [117] [152] [179] [186]. Traditionally, most of the studies have focused on a single modality - such as audio [96], video [155] or physiological signal [152]. With the advancement of devices such as the camera and microphone, multi-modality has been widely implemented for emotion recognition [10] [107] [102]. The combination of various modalities can be more useful for identifying and classifying emotions, which can boost emotion accuracy since each modality can provide complementary information [151] [165] [107].

In order to learn the relationship between the feature from various modalities and the multidimensional affective space, a variety of machine learning models have been investigated, such as k-Nearest Neighbor [122], continuous conditional random fields (CCRF) [70] and Relevance Vector Machine (RVM) [69]. Support Vector Regression (SVR) is a popular technique that has been frequently employed and is regarded as the baseline regression approach for many continuous affective computing tasks [127], [165] [145]. Recently, Long Short-Term Memory Recurrent Neural Networks (LSTM-RNN) [63] has become one of the state-of-the-art modeling technique in continuous emotion recognition, thanks to its ability to incorporate knowledge about how emotions typically evolve over time so that the inferred emotion estimates are produced under consideration of an optimal amount of context [179]. LSTM-RNN was first applied on acoustic features [178], and consecutively it has been successfully employed for other modalities such as video, and physiological signals [16] [107] [127].

There is a large volume of published studies covering wide range of machine learning techniques for continuous emotion recognition [127] [159]. However the methods discussed above make use of modeling techniques that are still tied at the features level. The aspect of decision level has been an uncommon approach when compared to feature level. The approach employed in [99] tackles this issue by proposing multistage classification by taking into account temporal information at the decision level. By taking into account temporal information on the decision level of a multistage system, the classification of a unit (e.g., a video-frame) of an emotion expression improved significantly.

Motivated by this initial promising results, this Chapter extended this approach by capturing the temporal relationship at decision level by proposing a two-stage regression framework.
This method will try decoupling the modeling of the temporal dynamics of an emotional state from the high variability of the feature level by using a two-stage regression framework. In this approach, SVR model, which captures the strength of the features, represents the initial estimation in the first stage regression. Then, it become an input in subsequent model for regression analysis to produce final estimation of affect. By using this approach, it will allow the network to easily exploit the slow changing dynamic between emotional state.

In summary, the main contribution for this Chapter are:

- Develop two-stage regression approach, where it separates the emotional state dynamics modeling from an individual emotional state prediction step based on input features.
- Investigate the effectiveness of subsequent model selected, say TDNN, LSTM and KF and how far it captures the temporal relationship between estimation on continuous instances of each modality selected.

The remainder of the Chapter is organized as follows: Section 5.2 discusses the related works; Section 5.3 presents the methodology of two-stage regression framework; Section 5.4 describes the databases and its corresponding features; Section 5.5 offers an experimental evaluation towards proposed approach; followed by Section 5.6 for results and discussion. Finally, Section 7.1 concludes this work and discusses potential avenues for future work.

### 5.2 Related Features and Modeling Technique

Automatic continuous emotion recognition typically consists of two systems: feature extraction, which provides low-level representation from given modality and modeling approaches that translate the low-level representation into estimation of affect-related features. Audio features, typically referred to as acoustic low-level descriptors (LLD), include a wide range of features that cover spectral, cepstral, prosodic and voice quality information. Video features, mainly by focusing on facial expression and facial landmark. It can capture the change and intensity of the detected face over the duration of a task. Video features can be divided into two. The first one is video appearance features, where the common example are histogram of oriented gradients (HOG), local binary patterns (LBP), edge orientation histogram (EOH). A variant of LBP features, examined in spatio-temporal volumes of the video after convolving with 2D Gabor filter-banks, (LGBP-TOP), has recently being used as baseline features
for automatic continuous emotion recognition [127] [165]. The second one is video geometric features, where the primary step is to localize and track a dense set of facial points landmarks [165], or shoulder landmark [107], or the whole body expressions landmark [103]. These landmarks are then tracked to acquire low-level descriptors of the dynamics of facial or body gestures.

A physiological signal such as ECG and EDA has been used extensively to measure continuous affect via wearable sensors that can be available at affordable costs. At rest, these signals are tonic in nature, and thus phasic changes are used to measure more immediate stimuli responses. Slowly evolving changes to the tonic frequency for both ECG and EDA signals have been correlated with higher levels of arousal [153]. Additionally, HRHRV can be extracted from the filtered ECG signal. Typically used to quantify physiologic changes in the autonomic nervous system. EDA reflects a rapid, transient response called SCR, as well as a slower, basal drift called SCL [25].

Then, all features will be composed to form a feature vector, which in turn feeds a regular classifier or a regressor. As a result, given a sufficient set of features of the time series, it permits any classical supervised learning algorithm such as linear classifier, k-NN, Support Vector Machine and so on to be applied. This approach has been experimented, for example, in emotion recognition from body movement [12]. Also, measuring level of distress recognition of post-traumatic stress disorder patients by analyzing their speech [169]. Last but not least, predicting a level of depression recognition from audio-visual features [165]. In continuous emotion recognition, it is usually performed with human-annotated arousal and valence as the gold-standard labels. Modeling approaches here are generally supervised, and various regression models have been proposed [44]. The most widely used regression method, which becomes the baseline for continuous affect is Support Vector Regression (SVR) [127] [165]. Other than SVR, Relevance Vector Regression (RVR), or linear regression models [170] are useful in predicting continuous affect.

However, a major disadvantage of feeding a set of descriptive features into regular classifier is that even though features summarizing the whole sequence can provide a meaningful description for the purpose of classification/regression, the temporal structure of the sequence (of emotions) is neglected and not being taken into consideration. For example, a randomly shuffled version of a sequence would result in the same statistical feature representation, but it
would correspond to an entirely different temporal pattern. These regression models are useful in predicting continuous affect, but are insufficient in capturing the temporal information of the affective dimensions. Exploiting the temporal patterns within the sequence of emotions can potentially enhance the final predictive power of the model, for instance, certain transitions of sequence of emotion can carry temporal information and dynamical evolution of these dimensions. Modeling a sequence of emotion is necessary, given the fact that emotion does not change rapidly with respect to time [53].

To overcome this limitation, LSTM-RNN has been successfully applied to continuous emotion estimation [127], since it has the ability to incorporate knowledge about how emotions typically evolve over time so that the inferred emotion estimates are produced under consideration of an optimal amount of context [179]. In their work, automatic continuous emotion estimation from several raters as well as window size in multimodal fusion is analysed. Apart from emotion prediction, LSTM-RNN is also fit for other regression tasks such as speech dereverberation [185] and non-linguistic vocalisation classification [119].

Apart from LSTM-RNN, continuous state-model approaches such as Kalman Filter (KF) [78] is employed to allow a deeper insight into the emotional prediction. In [9], the authors leverage a KF based approach by treating emotional state \( (x) \) as a function of time of the features information \( (z) \) from the respective modality using the standard state space framework. This model is being used to fuse each of the modality/sensor measurement per time step, and at the same time, it models the time-varying nature of the model to improve system performance further. In [136], good performance was achieved simply by modelling acoustic feature from music using KF. A possible rationale behind the success cases of KF in affect recognition is that its ability to propagate the emotion predictions mean and covariance of the current state in time. On the other hand, only a few parameters are needed to be estimated with a small number of observations for KF modelling. A somewhat less explored NN method is Time Delay Neural Network (TDNN) [173]. TDNN has the ability to capture dynamic relationship between consecutive observations, due to its delay property in the TDN nodes. Emotional expressions which occur at a particular moment are classified by taking into account not only the input features describing that moment but also the input features describe the moment before. This sentence is parallel with [178], whose amongst the first to apply LSTM-RNN in continuous affect recognition, where emotions typically evolve over time. The delay property
in TDNN nodes can be set as the number of past instance of emotional expression, making it a perfect fit for modelling continuous emotion recognition. However, only [100] fully exploits TDNN structure when modelling the temporal relationship at the semantic level. For each regression model stated above, despite having the ability to learn useful features directly from every modality, they completely ignore temporal information present in continuous affect recognition.

Therefore, in this Chapter, a two-stage regression framework is proposed to try decoupling emotional state dynamics by modelling using the emotional state prediction step based on the input features. The first stage regression model, which is based on SVR, generates the original training prediction based on training a feature vector. Then, the training prediction will become an input to the subsequent model, to learn the temporal information on decision label. The subsequent model, which consists of TDNN, LSTM and KF are chosen because it can incorporate the temporal information of the decision labels, and propagate this information from one-time point to the next (see arrow in second-stage regression). In the second stage, it will learn the expected prediction using the development prediction from the first stage regression approach.

5.3 Methodology

The proposed two-stage regression framework for continuous affect prediction is depicted in Figure 5.1. SVR is being chosen as the first regression model, generates the initial estimation based on the feature vector from each modality. Then, the subsequent model is trained with initial estimation to learn the expected estimation. The rationality behind two-stage regression framework is generally to tackle the high variability that is present in the input features due to the changing in emotional expression, illumination or head pose. It is conducted by decoupling the input features from modelling the temporal information, instead of modelling temporal information only at the decision level. The second reason is to deal with slow changing emotional aspects of the expressions by exploiting the temporal relationship, again only at decision level. To implement the two-stage regression framework, SVR and subsequent model are trained in order. In other words, subsequent model takes the predictive ability of SVR in an account for training. These two-stage models are both built using the same training
dataset. Once the two-stage models have been trained, it can be treated as a two-layer system where the expected prediction $x_t$ is produced continuously once a unit of sequences of features is received. While the framework should work with any arbitrary modelling technique, SVR has been chosen in the first stage of regression framework since it has been regarded as the baseline approach in the context of continuous emotion recognition. As for the second stage approach, the following subsequent model has been selected; continuous-state model such as KF, and neural network model such as TDNN, and recurrent neural network model such as LSTM-RNN. Each of the models stated above has the ability to propagate information from one time to next, by taking into account past information affective state.

5.3.1 First-Stage Regression

Feature extraction is adopted from each video, audio and physiological sensor modality. In this Chapter, the baseline features are fully utilized. In video modality, LGBP-TOP and facial landmark feature extractor is selected, while in audio modality, features such as low-level descriptor are implemented. As for physiological signal modality, two main features are
extracted that is ECG and EDA signal. HRHRV signal is designed from filtered ECG signal, while SCR and SCL reflected on EDA signal. Each of the feature information is explained clearly in [165].

SVR is implemented by fully utilising liblinear library [37]. However, in order to optimise the SVR generalisation bounds for regression in high-dimension feature space, it mainly depends not only a proper setting of \( \epsilon \)-insensitive loss, but it also depends on a good predefined hyperparameter \( C \) and the chosen kernel parameters. In this experiment, the hyperparameter is chosen empirically to balance the emphasis on the error and generalisation performance. A more in-depth explanation of the SVR is in [27].

5.3.2 Second-Stage regression

In this Chapter, employing second stage regression approach in continuous emotion recognition is done for two reasons. First is to separate the emotional state dynamic from input features. By doing so, the temporal information is not biased by variation presents in the input features. Second is to exploits the slow changing property in emotion dimensions. Emotions are being known to change slowly through time. It is known that, many individual experience a gradual change of emotions from insecurity to security due to presence of trust. Change in an individual perception of the relationship also rely on changes in their emotion. Those gradual changes of emotion is studied in this Chapter.

There is a potential for further improving the efficiency of emotion dimension by classifying frames after short-term time intervals rather than including all frames. Therefore, in this Chapter methods accounting for short-term temporal correlations have been applied. Time Delay Neural Network (TDNN, Long Short Term Memory (LSTM) and Kalman Filter (KF) are employed on second stage regression approach, to cope with the slow varying trajectory of the affect.

**Time Delay Neural Network**

Time-Delay Neural Network (TDNN) is a type of feedforward network designed to capture dynamics of modelling process [173]. However, feedforward network has no internal memory to store information about the past, thus are insufficient for processing temporal sequences. Therefore, a memory of the past is introduced by extending the network input with the
Figure 5.2: (a) Feedforward network (b) feedforward network with delay

previous input, which is known as a delay. The delays attempt to add a temporal dimension

to the network. By doing so, TDNN capable of holding past samples of the input signal.

The delay is determined by how many past inputs are stored and how much memory can

be correlated to future output. A too small delay may not capture dynamic of the emotion,

because the network is blind to anything that happened before, and may create error results.

A too large delay may consume more time.

A single TDNN has $X_n$ input, such as $x_1(t), x_2(t), ..., x_n(t)$ and one output $z(t)$. For each

of $X_n$, there is a bias value, $b$ and delay, $d$. These delay stores the memory of the past, $X(t-d)$

with $d = 1, 2, ..., m$ and weights $w = w_1, w_2, ... w_n$. A single TDNN can be represent as

$$z(t) = \sum_{n=1}^{N} \sum_{d=0}^{M} X_n(t-d) * w_n d + b_n \]$$

(5.1)

From Equation 5.1, it can be seen that the input $X$ at the current time step $t$ and previous

time step $(t-d)$ contribute to the overall outcome of the neuron. This characteristic is needed
to model dynamic emotion behaviour in continuous emotion recognition.
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Figure 5.3 Each LSTM cell remembers a single floating point value $c_t$ (Equation 5.6). This value may be diminished or erased through a multiplicative interaction with the forget gate $f_t$ (Equation 5.5) or additively modified by the current input $x_t$ multiplied by the activation of the input gate $i_t$ (Equation 5.4). The output gate $o_t$ controls the emission of $h_t$, the stored memory $c_t$ transformed by the hyperbolic tangent nonlinearity (Equation 5.7 5.8). Images are reproduced from [43]

Long Short Term Memory

As noted before, emotions are inherently temporal. Even though TDNN are sequentially in nature, these architecture are implemented as feed-forward neural networks, where the flow of data in only one direction as in Figure 5.3 (b), forward from the input nodes through the hidden nodes and to the output nodes. There are no cycles or loops in TDNN network. Producing the cycles or loops in the network are necessary, in order to process the sequence of input features into a single, fixed-length vector.

In this Chapter, Long Short Term Memory is proposed to consider the sequence of initial estimation from first stage regression explicitly. Given an input sequences $x = (x_1, x_2, ..., x_T)$ a standard recurrent neural network computes the hidden vector sequence $h = (h_1, h_2, ..., h_T)$ and output vector sequence $y = (y_1, y_2, ..., y_T)$ by iterating the following Equations from $t = 1$ to $T$:

$$h_t = \mathcal{H}(W_{ih}x_t + W_{hh}h_{t-1} + b_h) \quad (5.2)$$

$$y_t = W_{ho}h_t + b_o \quad (5.3)$$
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where $W$ denote weight matrices, $b$ denote bias vectors and $\mathcal{H}$ is the hidden layer activation function. In this experiment, the logistic sigmoid function is being employed in the architecture. Noted that $W_{ih}$ is input hidden weight matrices, and $b_h$ is biased in the hidden vector.

In LSTM architecture, memory cells are adopted to store an output information, allowing it to discover long-range temporal relationships in emotion dimension better. The hidden layer $\mathcal{H}$ of LSTM is computed as follows:

$$i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \tag{5.4}$$

$$f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \tag{5.5}$$

$$c_t = f_tc_{t-1} + i_t \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \tag{5.6}$$

$$o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \tag{5.7}$$

$$h_t = o_t \tanh(c_t) \tag{5.8}$$

where $\sigma$ is the function in terms of logistic sigmoid function and $i, f, o,$ and $c$ are respectively the input gate, forget gate, output gate, and cell activation vectors. The value stored in LSTM cell $c$ is maintained unless it is added to by the input gate $i$ or diminished by the forget gate $f$. The output gate $o$ controls the emission of the memory value from the LSTM cell.
Figure 5.4 illustrates the proposed two-stage regression approach. LSTM with the tanh layer that computes arousal and valence score based on an initial estimation of the current time step and the hidden states and memory of the LSTM from the previous time step. To accurately detect the complete duration of continuous emotion activity, especially for relatively long and complex ones, it is essential for the model to capture the progression patterns of activities during training. An LSTM considers progression via the context that is passed along time in the form of the previous hidden state and memory as well. At every time step, it outputs a hidden representation, which encodes the input information from previous time step. Chou et al.,[15] proposed to averaged all the hidden representations from different time steps to have better results. However, in the proposed approach, when dealing with regression time series issues, final estimation is often calculated by the hidden representation of the last time step, as shown in Figure 5.4. Given the time-step is N, final estimation is performed only at the last time-step of the input sequences, whereas the previous $N - 1$ are automatically ignored by the system.

**Kalman Filter**

In an analysis of emotion, it has been found that human faces, in particular, are dynamic in nature [131]. It gives an intuition that emotions not only inherently temporal but are dynamic and evolve across time. However, in automatic continuous emotion recognition, system considering emotion dynamic has been relatively less explored. In this Chapter, initial estimation is modelled as observations in Kalman Filter to track each emotion dimensions continuously.

Emotion dynamic can be described by a state equation and observation equation as follows:

$$x_{t+1} = F_t x_t + w_t$$  \hspace{1cm} (5.9)

where $F_t$ is state transition matrix, $x_t$ is the state of time $t$ and $w_t$ is process noise. To further up the assumption, the observation of the state can be made through a measurement system which can be represented by a linear equation in the form:

$$z_t = H_t x_t + v_t$$  \hspace{1cm} (5.10)
where $z_t$ is the observation or the measurement made at time $t$, $x_t$ is the state of time $t$, $H_t$ is the observation matrix and $v_t$ is additive measurement noise.

There are few assumptions to be made regarding Kalman Filter in second stage approach. To simplify the equation, $F_t$ and $H_t$ being assumed as constant 1, $F_t = 1$; $H_t = 1$, the process and measurement noise random processes, $w_t$ and $v_t$ are uncorrelated, zero-mean, white noise processes with known covariance matrices, $w_t \sim N(0, Q_t)$ and $v_t \sim N(0, R_t)$. The idea of using KF is basically to smoothen the signal, in this context; is to find the optimal value of estimation of noise covariance $Q_t$ and $R_t$. So in Equation 5.9, $x_t$ can be treated as a surrogate for the unknown state, which can be assumed as gold-standard provided by AVEC 2016. In Equation 5.10, $z_t$ is assumed to be the initial estimation from the first stage, and the difference between $z_t$ and $x_t$, become the surrogate of the noise. Using all the information above, the estimation of noise covariance $Q_t$ and $R_t$ can be estimated easily. In this approach, the estimation of process covariance $Q_t$ and noise covariance $R_t$ of the prediction is estimated at the current index, or time $t$ over a lookback window $N$ using the gold-standard as a surrogate for the true process state. This method is called heuristic approach, where held out data over a lookout window is used to determine noise terms. At each lookback window $N$, a new estimation of the process covariance $Q_t$ and noise covariance $R_t$ is produced using Equation below

$$Q_t = \text{cov}(x_{t=2,N} - F x_{t=1,N-1})$$

$$R_t = \text{cov}(z_{t=1,N} - H x_{t=1,N})$$

(5.11) (5.12)

Noted that, $Q_t$ and $R_t$ is produced from training prediction, therefore it can be incorporated as predict and update of the Kalman Filter iteration, where the input is the continuous initial estimation from the first stage.

## 5.4 Dataset and Features

In this experiment - RECOLA [128] has been adopted as standard dataset for the Audio-Visual Emotion Challenge in 2015/2016 [165] [127]. This database has been designed to study socio-affective behaviour, with more focused on multimodal data. In this database, it was recorded in in spontaneous interaction mode, during resolving of a collaborative task remotely through video conference. The corpus consists of multimodal data, such as; audio,
video, and physiological signal. It was recorded continuously and synchronously from 27 French-speaking participants, ranging from three nationalities/mother-tongue; French, Italian, German, to provide diversity affect in the dataset. To ensure balance data, the corpus were equally divided into three partitions (training, development, testing), with each partition containing nine recordings with approximately balanced for gender, age, and mother-tongue of the participants. The data is labelled in two affective dimensions, namely arousal and valence, and was manually annotated using a slider-based label tool. A combination of these individual ratings is used as the gold-standard label. The dataset is provided together with a set of pre-calculated features, in each modality, which can be incorporated into regression stage. In this Chapter, optimising the features is beyond the scope of this Chapter, because the main focus is to exploit the slow-changing temporal information in continuous affect recognition, by using baseline features.

5.4.1 Audio Features

Audio features are computed with openSMILE [34] and the extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) [33]. LLD descriptors cover spectral, cepstral, prosodic and voice quality information are extracted as shown in Table 5.1. Overlapping fixed length segments, which shifted forward at a rate of 40ms is applied to deal with continuous recording. The arithmetic mean and the coefficient of variation is computed on all 42 LLD to extract functionals. To pitch and loudness the following functionals are additionally applied: percentiles 20, 50 and 80, the range of percentiles 20-80 and the mean and standard deviation of the slope of rising/falling signal parts. Functionals applied to the pitch, jitter, shimmer, and all formant related LLDs are applied to voiced regions only. The average RMS energy is computed, and six temporal features are included, which are; the rate of loudness peaks per second, mean length and standard deviation of continuous voiced and unvoiced segments and the rate of voiced segments per second, approximating the pseudo-syllable rate. Overall, the acoustic baseline features set contains 88 features.

5.4.2 Video Features

The RECOLA dataset provides a set of video features consisting of appearance features, namely Local Gabor Binary Patterns from Three Orthogonal Planes (LGBP-TOP) [2], as well
### Table 5.1: 32 Acoustic Low-Level Descriptor (LLDs)

<table>
<thead>
<tr>
<th>Energy-related LLD</th>
<th>Group</th>
<th>19 Spectral-related LLDs</th>
<th>Group</th>
<th>12 Voicing-related LLDs</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of auditory spectrum (loudness)</td>
<td>Prosodic</td>
<td>α ratio (50–1000Hz / 1–5kHz)</td>
<td>Spectral</td>
<td>Formants 1, 2, 3 (freq., bandwidth, ampl.)</td>
<td>Voice Quality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Energy slope (0–500Hz, 0.5–1.5kHz)</td>
<td>Spectral</td>
<td>Harmonic difference H1—H2, H1—A3</td>
<td>Voice Quality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hammarberg index</td>
<td>Spectral</td>
<td>Log. HNR, jitter (local), shimmer (local)</td>
<td>Voice Quality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spectral flux</td>
<td>Spectral</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. computed on voiced and unvoiced frames.
2. computed on voiced and all frames.
3. computed on voiced, unvoiced, and all frames.

As geometric features computed from 49 landmarks tracked in the video sequences using a Supervised Descent Method (SDM) [180].

LGBP-TOP is a dynamic appearance descriptor that is robust to illumination changes and misalignment [2]. To perform LGBP-TOP, the first step was to do a convolution with a number of Gabor filters on top of video frames. Then, LBP descriptor is applied through the set of Gabor magnitude response images. The resulting binary patterns are combined using histogram then concatenated into a single feature histogram. To be consistent with audio features, these features were calculated at a step size of 0.4s. Finally, Principal Component Analysis (PCA) is applied, obtained 84 features representing 98% of the total variance. As for video geometric features, 49 facial landmarks were tracked, as illustrated in Fig. 5.5. The detected face regions included left and right eyebrows (five points respectively), the nose (nine points), the left and right eyes (six points respectively), the outer mouth (12 points), and the inner mouth (six points). Then, the landmarks were aligned with a mouth (six points). Again, the landmarks were aligned with a mean shape from stable points (located on the eye corners and the nose region).

For each detected face in video frames, 316 features were extracted, which consists of three parts. The first one is 196 features computed by taking the difference between the coordinates of the aligned landmarks and those from the mean shape and between the aligned
landmark locations in the two consecutive frames. The second one is 71 features calculated on the Euclidean distances (L2-norm) and the angles (in radians) between the points in three different groups. The third one is 49 features computed by taking the Euclidean distance between the median of the stable landmarks and each aligned landmark in a video frame. Again, to keep the consistency with audio features, the mean and variance were computed over the sequential 316 features within a fixed length window (8s) that shifted forward at a rate of 0.4s.

5.4.3 Physiological Signal

The physiology features which consists of ECG signals, EDA signals, HRHRV signals, SCR and SCL signals were adopted precisely as in [165], with the size of a feature depends on each modality respectively.

The first physiological features are ECG, recorded the electrical activity of the heart. In this signal, it consists of the total of 19 features. They are zero-crossing rate, the four first statistical moments, the normalized length density, the non-stationary index, the spectral entropy, slope, mean frequency plus 6 spectral coefficients, the power in low frequency (LF, 0.04- 0.15Hz), high frequency (HF, 0.15-0.4Hz) and the LF/HF power ratio.

The second physiological features are EDA, which was derived from continuous variation in the electrical characteristics of the skin. From this signal, 8 features has been extracted including the four first statistical moments from the original time-series and its first order derivative.

The third physiological features are HRHRV, which is extracted from the heart rate and its measure of variability. It is being derived from filtered ECG signal by applying zero-delay
bandpass filter (3-27Hz) on the signal. 10 features have been extracted including the two first statistical moments, the arithmetic mean of rising and falling slope, and the percentage of rising values for each of those two descriptors.

The fourth physiological features are SCR. SCR is the event where the skin momentarily becomes a better conductor when either external or internal stimuli occur that are physiologically arousing. 8 features were extracted, including the four first statistical moments from the original time-series and its first order derivative.

The fifth physiological features are SCL, where its directly controlled by the sympathetic nervous system and indicates the activity of the sweat glands in the skin. 8 features were extracted, including the four first statistical moments from the original time-series and its first order derivative.

5.5 Experimental Evaluation

Separate continuous emotion recognition, arousal and valence estimations are obtained from individual modalities as described in the AVEC 2016 paper [165]. Firstly, the mean and variance were standardise on all features from training, development and testing partitions. It is to ensure that the data is normally distributed in all partitions. The regression task is performed using linear SVR provided with the liblinear library [37] in the unimodal setting. Then, second stage estimation is incorporated using subsequent model, such as TDNN, LSTM-RNN and KF, as shown in Figure 5.1. The initial estimation from first-stage is used as an input to incorporate with the second-stage approach, to capture the temporal information in the unimodal setting.

To demonstrate the effectiveness of proposed framework, firstly SVR modelling were individually trained in unimodal settings. SVR is implemented with linear kernel and trained with L2-regularised L2-loss dual solver, while all other parameters were kept the same. The complexity (C) was chosen in the range of [.00001, .00002, .00005, .0001 . . . , .2, .5, 1] and it is optimized by the best performance in development set. Note that all parameter were same for each modality in the unimodal setting. Then, each of the prediction outputs from SVR become an input into the subsequent model, that is TDNN, LSTM-RNN and KF models.

Estimation in TDNN is incorporated by taking into account the label assigned in previous
frames by the first-stage estimation, SVR.

During the training process, the output of the first-stage prediction (SVR) is used to train the model in second stage prediction (TDNN). Once the two models are trained, these two models can be treated in tandem as a two-layered system where the prediction value is produced continuously when the sequence of expressions is received. The implementation of TDNN is achieved by using MATLAB Neural Network Toolbox and by experimentally setting the parameters. To reduce the computational complexity, all the parameter such as the number of input nodes, the number of hidden nodes, the number of output nodes, the number of hidden delays are set to be the same setting for training, development and test partitions.

Estimation in LSTM-RNN is incorporated by taking into account the label assigned in previous frames by SVR. The parameter of $W$ and $b$ in Equation 5.2 can be learned by back-propagating through time from first-stage prediction, with the sum of the squared deviation between the output $\hat{y}_t$ and output from the first-stage prediction $y_t$ at $t = 1, ..., T$ as the error function. The parameter of LSTM-RNN model are as follows: it has a visible layer with one input, a hidden layer with 64 LSTM blocks or neurons, and an output layer that makes a final prediction. The default sigmoid activation function is used for the LSTM blocks. The network is trained for 100 epochs, and a batch size of 24 is used. The training procedure was performed with KERAS Neural Network Library [19].

Unlike two modelling stated above, where the prediction is taken by taking into account past observation, KF modelling is act as a model to estimate emotional state as a function of time. In this approach, emotional state ($x$) is determined as a function of time from the information ($z$) from respective modality using the standard-space framework.

When generating estimation, post-processing such as smoothing, centering and scaling is being implemented towards estimation. Each post-processing step was kept and applied to the testing set if it improved the CCC score on the development set.
5.6 Results and Discussion

In this Chapter, The results of the proposed approach is reported in terms of Concordance Correlation Coefficient [127] metric:

\[ \rho_c = \frac{2\rho_{xy}\sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2} \]  

where \( \rho \) is the Pearsons Correlation Coefficient between two time series (e.g: prediction and gold-standard); \( \mu_x \) and \( \mu_y \) are the means of each time series; and \( \sigma_x^2 \) and \( \sigma_y^2 \) are the corresponding variance. Unless mentioned otherwise, the proposed approach is being trained using training partitions and is being tested using development partitions. At the current stages, the test label for test sets is not being released yet from the AVEC organizer. Therefore all the results reported in this Chapter are solely based on development partitions.

The CCC values for unimodal performance in predicting arousal and valence separately are shown in Table 5.2. Results show comparable unimodal performance in LLD features, where no significant improvement in performance is observed here due to the audio recordings being mostly clean speech. Second-stage regression approach performs somewhat better on LGBP-TOP, geometric and physiological signal. As it can be seen, the second-stage regression
set-ups either match or outperform their corresponding individual baseline SVR models in the majority of the cases. The improvement could be because the initial baseline models such as SVR prediction actually helps the subsequent model to avoid its local minima.

Table 5.2: Comparison of baseline results with two-stage regression approach of unimodal performance on development sets

<table>
<thead>
<tr>
<th>Features</th>
<th>Arousal</th>
<th>Baseline-SVR [165]</th>
<th>SVR−TDNN</th>
<th>SVR−LSTM</th>
<th>SVR−KF</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD</td>
<td>0.796</td>
<td>0.794</td>
<td>0.769</td>
<td>0.780</td>
<td></td>
</tr>
<tr>
<td>LGBP-TOP</td>
<td>0.483</td>
<td>0.519</td>
<td>0.504</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geometric</td>
<td>0.379</td>
<td></td>
<td>0.402</td>
<td>0.415</td>
<td></td>
</tr>
<tr>
<td>ECG</td>
<td>0.288</td>
<td>0.356</td>
<td>0.325</td>
<td>0.337</td>
<td></td>
</tr>
<tr>
<td>HRHRV</td>
<td>0.382</td>
<td></td>
<td>0.417</td>
<td>0.423</td>
<td></td>
</tr>
<tr>
<td>EDA</td>
<td>0.077</td>
<td>0.125</td>
<td>0.130</td>
<td>0.163</td>
<td></td>
</tr>
<tr>
<td>SCL</td>
<td>0.101</td>
<td>0.105</td>
<td>0.161</td>
<td>0.247</td>
<td></td>
</tr>
<tr>
<td>SCR</td>
<td>0.071</td>
<td>0.157</td>
<td>0.175</td>
<td>0.214</td>
<td></td>
</tr>
</tbody>
</table>

In the arousal dimension, closer inspection of Table 5.2 indicates that the second-stage regression approach predominantly gives higher performance compared to the baseline in all modalities except audio. More specific, in each subsequent model, SVR-TDNN gives higher performance compared to SVR-LSTM and SVR-KF, in video-appearance, video-geometric, ECG and HRHRV modality. These results further support the idea of TDNN, where the model can capture dynamic behaviour between consecutive affective states through delay. It is noted that the delay is determined by experimentally setting the parameter. Detailed analysis of the number of delays chosen would be the part of future work. However, in contrast with earlier statements, SVR-KF gives superior results on EDA, SCL and SCR modality, compared with baseline, SVR-TDNN and SVR-LSTM. While the noisy observations or measurements in this context are the unimodal predictions acquired in the 1-stage approach, KF is able to model the process and measurement noise as a Gaussian efficiently, thus giving the optimal solution towards the performance, compared with the other two subsequent model.

Similarly, the second-stage approach brought additional performance improvements when
compared to baseline results on the valence dimension, although not as obvious as for the arousal dimension. From Table 5.2, it shows that video geometric modality appears more informative than audio modality. SVR-KF is the only models that contribute to the higher results across video-appearance, video-geometric, HRHRV, SCL and SCR modality, but not as significant as in arousal dimensions.

The relatively lower performance of predicting valence when compared to arousal dimensions in second-stage approach is likely due to the subsequent model which cannot easily capture the temporal aspect of the emotional expressions when mapping it to the valence dimensions. Taking a deeper look into its gold standard, it appears that, with an only small time interval, valence dimensional has a lot of starts, peak, and end points, making it harder for the model to capture temporal dynamics, and leads to the lower performance of improvement when compared to arousal dimensions. It is possible to hypothesise that having a high-level feature extraction method can possibly lead to further improvements of the results, but it is outside the scope of this Chapter. The future works would involve additional experiments about high-level features which can verify these assumptions.

Apparently, what stands out from Table 5.2 is that SVR-KF is the only subsequent model that gives higher performance when compared to the other two subsequent model. It is shown that for physiological signals segments containing emotion changes are more salient and useful for estimating emotions dimensions, especially for valence. These results confirm the assumption of KF that evolution of valence dimensions to be a linear dynamic system, it is explained by the fact that the ability of state dynamic means and covariance chosen in KF able to propagate through time, therefore, preserving the dynamic evolution of valence dimensions being tracked.

Looking back at the previous assumption that states that emotions typically have a slow dynamic. In the arousal dimension, SVR-TDNN and SVR-LSTM are able to model this temporal information of the sequence of emotion and storing them as a memory for future prediction. In valence dimension, however, it is matched with the ability of SVR-KF where KF is able to propagate the means and covariances as a function of time.

To further highlight advantages of 2-stage regression architecture, Table 5.3 and Table 5.4 shows the comparison of performance on online tracking by Kalman Filter [153] with SVR-KF and LSTM on physiological sensors with SVR-LSTM [9], respectively. From Table 5.3, in
Table 5.3: Comparison of unimodal performance by Somandepalli et al [153] and SVR-KF on the development set.

<table>
<thead>
<tr>
<th>Features</th>
<th>Arousal</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[153]</td>
<td>SVR-KF</td>
</tr>
<tr>
<td>LLD</td>
<td>0.800(^1)</td>
<td>0.780</td>
</tr>
<tr>
<td>LGBP-TOP</td>
<td>0.481</td>
<td><strong>0.524</strong></td>
</tr>
<tr>
<td>Geometric</td>
<td>0.297</td>
<td><strong>0.415</strong></td>
</tr>
<tr>
<td>D-ECG</td>
<td>0.272</td>
<td><strong>0.337</strong></td>
</tr>
<tr>
<td>D-EDA</td>
<td>0.080(^2)</td>
<td><strong>0.163</strong></td>
</tr>
<tr>
<td>D-HRHRV</td>
<td>0.383</td>
<td><strong>0.423</strong></td>
</tr>
</tbody>
</table>

\(^1\) computed on Teager energy-based MFCC and LLD
\(^2\) computed on sparse EDA

arousal dimension, one can observe that SVR-KF achieves a higher CCC value than online tracking by Kalman Filter [153] for LGBP-TOP, geometric, ECG, EDA and HRHRV features. As for the valence dimension, it has achieved a balanced performance, SVR-KF performs better in LGBP-TOP, geometric and EDA features, while online affect tracking using KF is superior on audio and ECG features. Surprisingly, it achieved similar performances of CCC for both SVR-KF and online affect tracking in the HRHRV modality. From Table 5.4, similar observations were seen where SVR-LSTM gives superior results on arousal dimensions for both HRHRV and EDA modality. In valence dimensions, applying LSTM directly on physiological sensor features [9] gives superior results on HRHRV modality. However, SVR-LSTM gives comparable results on EDA modality.

Table 5.4: Comparison of unimodal performance by Brady et al. and SVR-LSTM on the development set.

<table>
<thead>
<tr>
<th>Features</th>
<th>Arousal</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRHRV</td>
<td>0.357</td>
<td><strong>0.417</strong></td>
</tr>
<tr>
<td>EDA</td>
<td>0.082</td>
<td><strong>0.130</strong></td>
</tr>
</tbody>
</table>

5.7 Comparison on the best performer of the Challenge

The proposed framework is compared with the state-of-the-art, according to baseline feature in Figure 5.7 for arousal and Figure 5.8 for valence emotion dimension. In arousal dimension, features from physiological modality such as HRHRV, SCL and SCR gives best performance.
using two-stage regression approach, while in valence dimension, it gives comparable performance across all baseline features. The best results from Figure 5.7 and Figure 5.8 are from Weber et al. [174]. In their case, they fully exploited fusion on each subject on development sets for each features, while in the proposed approach, no fusion is allowed, as the main focus is to investigate two-stage regression approach in each of the baseline features.

![Figure 5.7 Bar chart comparison with state-of-the-art in AVEC 2016 in terms of concordance correlation in Arousal dimension. Results reported based on baseline features.](image1)

![Figure 5.8 Bar chart comparison with state-of-the-art in AVEC 2016 in terms of concordance correlation in Valence dimension. Results reported based on baseline features.](image2)

5.8 Chapter Summary

This Chapter proposed and investigated 2-stage regression approach, for continuous emotion recognition from multiple modalities. This is achieved by firstly concatenating the strength
Table 5.5: Comparison of CCC on fusion of AVEC 2016 state-of-the-art and proposed approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Online Tracking</td>
<td>SVR with L1 L2</td>
</tr>
<tr>
<td>SVR + subsequent model</td>
<td>OA framework</td>
</tr>
<tr>
<td>LR + subsequent model</td>
<td>LR with PCA</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>SVR + subsequent model</td>
</tr>
</tbody>
</table>

of an initial SVR model, as represented by its initial estimation, then using it as a basis for another regression analysis in a subsequent model. To demonstrate the suitability of the framework, the benefits from the state-of-the-art regression model in continuous emotion analysis, SVR is jointly explored with three other subsequent models, TDNN, LSTM and KF. Furthermore, these 2-stage regression approaches were evaluated in both unimodal settings, on eight different modalities, such as audio, video-appearance, video-geometric, ECG, HRHRV, EDA, SCL and SCR modality.

Results gained from RECOLA database indicate that the 2-stage regression approach can match or outperform the corresponding conventional SVR models when performing naturalistic affect recognition. An interesting observation was, apart from the audio modality, that all three subsequent models outperform baseline results of arousal dimension, and give competitive results towards baseline results of valence dimension in the unimodal setting. This demonstrates the effectiveness of proposed framework, in terms of capturing temporal information in prediction of emotion recognition and being able to work with a different combination of regression strategies.

There is a wide range of possible future research direction associated with 2-stage regression framework to build on this initial set of promising results. First, only baseline features in AVEC 2016 were investigated. Deep learning features can be taken into consideration. On top of that, accessing the suitability of more regression approach, which can capture the temporal dynamic of the prediction such as Particle Filter or Hidden Markov Model will be taken into consideration. In addition, it is interesting to extend the framework, not only on utilising the temporal information on decision level, but utilising temporal information on features level. For future works, the combination/fusion of all individual predictions will be investigated.
This Chapter leverage continuous emotion recognition in-the-wild setting, by investigating mathematical modelling for each emotion dimension. Linear Regression, Exponent Weighted Decision Fusion, and Multi-Gene Genetic Programming are implemented to quantify the relationship between each affect. The proposed fusion methods were applied in the public Sentiment Analysis in the Wild (SEWA) multimodal dataset and the experimental results indicate that employing proper fusion can deliver a significant performance improvement for all affect estimation.

6.1 Introduction

Affective computing is a field of research that aims to enable intelligent systems to recognize, feel, infer and interpret human emotions. Early works in this field have focused on the recognition in terms of basic emotional states (6 basic emotion: angry, disgust, fear, surprise, happy, sad, neutral) and on the data collected in laboratory settings and acted data [47] [141] [142] [184]. Recent developments of sensors like camera and microphone have led to a renewed interest in emotion recognition, from recognizing discrete basic emotion to recognizing continuous emotion, or continuous affect estimation, in terms of arousal and valence [46] [48] [119]
Numerous studies have been performed to compare the advantages offered by a wide range of modelling techniques for continuous affect recognition [107] [125] [124]. The introduction of Audio Visual Emotion Challenge (AVEC), in 2011 [144] marks the advancement of this continuous affect estimation. AVEC challenge aims to create a benchmark to evaluate modelling systems that are capable of recognising affect recognition beyond laboratory conditions. Using Pearson Correlation Coefficient ($P_{corr}$) as an objective function, the best results obtained by Nicolle et al., [111], which is 0.456. However, the best results for AVEC 2013 challenge were dropped to 0.1409 [101], but later improved to 0.5946 in AVEC 2014. From the 2015 edition of the AVEC challenge, Concordance Correlation Coefficient ($C_{corr}$) has been used as an official scoring metric of AVEC. It is mainly because Concordance Correlation reflects on a bias, variance and scaling issues of prediction and gold standard whereas Pearson Correlation is insensitive of those three.

This Chapter describes a multimodal approach on SEWA dataset, by leveraging the individual advantages of each modality, then quantifying the relationship between each modality. In this Chapter, decision fusion on an initial prediction by employing linear and non-linear fusion approach is applied. Some researchers advocate that combined multiple modalities will contribute to the recognition accuracy, and it can be achieved in a numerous way. Method for simple mapping such as averaging [75] to complex method such as linear regression [165] [126], SVR [123], random forests [11] or KF based [9] [153] has been used to combine prediction from multiple modalities. However, a systematic understanding of the relationship between modalities contribute to the higher recognition accuracy is not fully explored. Few kinds of literature build the fusion model using linear regression method. [165] [126]. However, these methods assumed that the continuous affect label is linear in time. Looking closely at the gold standard affect label in [75], potential nonlinearities behaviour may occur in continuous affect label. In other words, the contributions of this Chapter are three-fold:

- Investigated linear and non-linear behavioural modelling approach to model unimodal prediction from trained regressor to predict each affect dimension in multimodal fusion manner.

- Examined the possibility of constructing affect estimation prediction equation from initial prediction result. These modelling equations can provide a convenient way to express
the relationship between each modality and affect estimation in multimodal fusion manner.

- Critically view on the conclusion that arousal can be much better predicted using audio modality and valence can perform much better using video modality. By examine the weighted value for each modality, such conclusion can hold different context or different data.

The rest of this Chapter is organised as follows. Related work on video and audio based facial expression recognition in-the-wild settings is discussed in Section 6.2. Then, Section 6.3 briefly describes the database used. Meanwhile Section 6.4 gives complete detail on decision fusion approach. Section 6.5 evaluates the proposed algorithm, by producing mathematical equation from unimodal estimation. Finally, Section 6.7 conclude Chapter 6 along with its limitation and future works.

6.2 Related Works

The evolution of continuous affect estimation usually comprises of two system: standard features extraction methods which are grounded in statistical/mathematical notions, and modern machine learning which is based on algorithms from artificial intelligence field. In the literature of continuous affect recognition, typically there are two modalities present to estimate affect, audio, and visual modality [48]. Audio modality usually represented by audio features such as acoustic low-level descriptors (LLD), which include broader features such as spectral, cepstral, prosodic and voice quality information. As for video modality, it typically referred as video features which consist of appearance feature and geometric feature. Video modality also captures the change and intensity of facial expressions over time. For appearance feature, the most popular example would be local binary patterns (LBP) and a histogram of gradients (HOG) modelled using bag-of-words (BOW). A robust variant of Local Binary Pattern (LBP), called Local Gabor Binary Patterns from Three Orthogonal Planes (LGBP-TOP) is incorporated in spatio-temporal volumes of the video after convolving with 2D Gabor filter-bank. LGBP-TOP has been used as baseline feature in automatic affect recognition challenge [125] [165]. Video geometric features include identifying landmarks on the face [165] or shoulder [107] or the whole body [103].
Apart from audiovisual modality, physiological recording is introduced in recent literature of estimation arousal and valence [125] [165]. Electrocardiogram (ECG) and electro-dermal activity (EDA) recording are known to have been correlated with the higher level of Arousal. Heart rate (HR) and heart rate variability (HRV) extracted from the ECG signal are the most often reported emotion indicators, followed by skin conductance level (SCL) [87]. SCL provides the activity of the sweat glands in the skin and is controlled by the nervous system.

Experimenting with text modality is quite a new approach in continuous affect recognition. The semantics of the words used can be an important aspect of emotion detection. It is because the words chosen can say a lot on the current state of emotion of the person. In previous AVEC 2016 challenge, only Povolny et al. [121] addressing text feature by exploring automatic speech recognition, lexicon-based approach, and word embedding technique, to create a dictionary for each utterance. Recent AVEC 2017 [126] challenge introduce new modality, that is text modality as one of the baseline features. It is provided by using bag-of-words text feature representation based on the transcription of the speech as text features. The necessity of text modality in emotion recognition is quite straight-forward. For example, sob and laughter can reflect the current emotion state of the person indeed. In [22] the Suite of Linguistic Analysis Tools (SALAT) [91] were utilised extensively for emotion investigations for extracting a range of text-based features. However, the author only focuses on liking dimension, other than arousal and valence dimension, when employing SALAT tools in continuous emotion system. Word vector is also introduced in [18], where distributional word representations are learned from the massive textual dataset.

Signals such ECG and EDA recording carries information where slowly evolving changes to the tonic frequency for both ECG and EDA signals have been correlated with higher levels of arousal. Heart rate (HR; tonic) and heart rate variability (HRV; phasic) extracted from the ECG signal are typically used to quantify physiologic changes in the autonomic nervous system. Skin conductance level (SCL; tonic) and measures of skin conductance response (SCR; phasic) provide a complementary view [153].

Affect estimation is usually performed with human-annotated Arousal and Valence for gold standard ratings. Modeling approaches here are generally supervised, and regression-based method is the approach of estimating affect. SVR is perhaps the most widely used regression method for affect estimation and has been regarded as baseline approach for affect estimation.
Recent literature takes into account short term temporal correlation such as Continuous Conditional Random Fields (CCRF) on top of SVRs [6] and various type of neural network including TDNN [100], RNN [17] and LSTM-RNN in [108] [17] [123]. Another study [107], employed a bidirectional LSTM model with an output-associative framework to achieve improved performance in affect prediction. Following this trend, a deep bidirectional LSTM was proposed [58] in which was gives the highest results in [125].

When dealing with several modality and modelling technique, the question of how to fuse them arises. Feature level fusion and decision level fusion is the most well-known approach for assessing continuous affect estimation. Feature level fusion is undertaken solely by concatenating each feature from multiple modalities then a single classifier is trained on the concatenated features [17] [68]. However, feature-level fusion is plagued by several challenges. Commonly, this approach tends to create very high dimensional feature vectors and lead to overfitting. Secondly, features from multiple modalities are obtained at different time scales. For example, HRV features from physiological modality typically extracted in minutes [115] while LLD features from audio modality can be in the order of milliseconds [165]. Recently, feature level fusion based on Canonical Correlation Analysis (CCA) has attracted the attention in the area of emotion recognition [55] [54]. CCA is incorporated by using the correlation between two sets of features to find two sets of transformations such that the transformed features have maximum correlation across the two feature sets while being uncorrelated within each feature set.

The second fusion approach, decision fusion is the process of first generating separate estimations fusing them into one final estimation. Each estimation from multiple modalities can be independently generated using separate models, and the results are joined using a multitude of possible methods. In this case, the fusion of prediction obtained from various modalities becomes easy compared to feature-level fusion, since the prediction resulting from multiple modalities usually have the same form of data. Another advantage is that each of every modality can utilize its best suitable model to learn its corresponding features. Among the notable decision-level fusion methods in continuous affect recognition is linear regression [125] [165] [126] has been implemented in several AVEC challenge to fuse the estimation from each modality. Other than linear regression, method such as averaging [75], SVR [123], random forests [11] or KF based [9] [153] has been used to combine prediction in decision fusion process.
Output-Associative (OA) fusion techniques, introduced by Nicolaou et al. [107], which take into account the contextual and temporal dependencies that exist within and between predicted affect values when performing fusion, are gaining popularity in continuous emotion prediction. The combination of Output-Associative Bidirectional Long Short Term Neural Networks (OA-BLSTMs) [107], then OA-Relevance Vector Machines (OA-RVMs) [109] [110] is used fairly in order to predict the affect. On AVEC challenge, Huang et al., [69] leverage the fusion methods by combining early, output-associative and late fusion in the final emotion prediction.

However, although such feature or modelling approach was successfully predicting affect in a continuous way, a systematic understanding of what is the relationship between each modality in multimodal fusion is still less frequently explored. Each of the modelling approaches reviewed usually does not give a definite function for the fusion rule. On top of that, it is not always possible to design a model that suits each modality because of the complexity. Therefore, the need to develop a model that can approximate the relationship between the predictions based on a measured set of data without a need of prior knowledge about the modality that produced the experimental data is desired.

---

Figure 6.1: Overview of the proposed system. Fusion of the predictions of the three modalities: audio, video and text.
6.3 Dataset and Features

The most recent versions of the challenge, AVEC 2017 [126] departed from the previous two years challenge and used SEWA (Sentiment Analysis in the Wild) dataset. It consists of audio-visual recordings of subjects showing spontaneous and natural behaviours. Unlike RECOLA dataset which is being used in previous two years challenge where the recording is strictly in laboratory setting, in SEWA, all recordings were done in-the-wild, e.g., using standard webcams and microphones from the computers in the subjects offices or homes, without any intervention of specific speakers, headphone, or sensors. Audiovisual were recorded during dyadic interactions, 32 pairs in total. The data is provided in three partitions (Training, Development, and Test), where both partners of one video chat appear in the same partition. The data is labelled in three affective dimensions, namely Arousal, Valence, and new emotion dimension, that is Likability, indicating the participants taste for the video/audio. It also was manually annotated by 6 annotators (3 female, 3 male), all were German native speakers, using a joystick. The data is labelled in three affective labels, namely arousal, valence and likability, manually annotated by 6 annotators (3 female, 3 male), all were German native speakers, using a joystick. The dataset is provided together with a set of pre-calculated features which will be incorporated into the model. To avoid repetition, the version of the feature extraction procedures are detailed in [126]. The dataset is provided together with a set of pre-calculated features which will be incorporated into the model, as can be seen in the next subsection.

6.3.1 Audio

For the audio modality, the database provides two sets of audio features, namely Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) LLDs: functionals extracted using openSMILE toolkit [34] and bag-of-audio-words (BOAW): extracted using openXBOW toolkit [137]. The latter features, BOAW is inspired by text mining research area and commonly used in document classification (bag-of-words). Using bag-of-words principle, LLD on a certain segment is quantised using a codebook of audio words, then a histogram of audio words is produced on a corresponding segment. The important parameter that needs to be taken into consideration is the codebook size, i.e., the number of audio words set into the framework. In the baseline features, the codebook size is set to 1000, then standardised to zero mean and unit
variance prior to vector quantisation. Both segment-level eGeMAPS LLDs and BOAW types were computed over segments of 4 and 6 seconds. In total, the audio baseline feature sets with functionals contain 88 features, while the BoAW features contain 1,000 features.

6.3.2 Video

As for video modality, the database provides two sets of video features: facial features and bag-of-video-words (BOVW) features. The facial features include face orientation (pitch, yaw, and roll - 3 features), pixel coordinates for 10 eye point (20 features) and pixel coordinates for 49 facial landmarks (98 features). In total, facial has feature value of 121. Then, each of the features is standardised to zero mean and unit variance on the frame level. The latter features, BOVW features were computed on top of standardised facial features with a codebook size of 1,000. The facial features have been extracted from each video frame using the Chehra face tracker [5] while BOVW features are extracted using openXBOW toolkit [137].

6.3.3 Text

Experimenting with text-based features is a quite new approach to continuous emotion recognition. AVEC 2017 firstly introduces text modality features, which are bag-of-words feature representation. In this Chapter, a bag-of-text-words (BOTW) feature representation is generated based on the transcription of the speech. By taking into account only the terms with at least two occurrences, the results in a dictionary contained 521 words. Therefore, openXBOW toolbox with a codebook size of 521 is used, resulting 521 features of BOTW.

6.3.4 Regression models

Separate arousal, valence and likability predictions are obtained from individual modalities as described in the last subsection. The regression task is performed using linear SVR provided with the liblinear library [37]. Data from the Development set is used to test the performance as well tune for different parameters after fitting the SVR models on the Training set. Unimodal predictions are first obtained from the five feature sets provided in SEWA dataset (LLD, BOAW, facial landmark video, BOVW and BOTW). Additional experiments have been conducted by scaling and shifting the unimodal estimation according to the training label to correct the bias and scaling issues. These unimodal estimations are used as an input
in multimodal estimation in the proposed late fusion approaches using Multi-Gene Genetic Programming (multi gene GP).

6.4 Decision Level Fusion

In the previous section, the individual strength of each feature is examined, but in an isolated way. Therefore, in this section, the individual advantage of each modality is leveraged by combining them in a multimodal fusion manner. The objective of the fusion is not just to enhance the performance, but the examine the possibility to construct prediction equation of each affect. The next subsection investigated in details each of the fusion approaches applied for continuous affect estimation. Each of the initial prediction from audio, video and text is denoted as $y_A$, $y_V$, $y_T$, and become an input in the following subsequent multimodal fusion.

6.4.1 Linear Regression (LR)

LR attempts to model the relationship between two variables by fitting a linear equation to observed data. In the case of continuous affect estimation, regression coefficients $\gamma$ need to be weighted separately according to the contribution of each modality towards affects. Equation 6.1 is the linear regression formula where $\gamma$ and $\epsilon_m$ are the regression coefficients and bias term computed in development sets, and $y_f$ is the final fused prediction.

$$y_f = \gamma_A(y_A) + \gamma_V(y_V) + \gamma_T(y_T) + \epsilon_m$$ (6.1)

6.4.2 Exponent Weighted Decision Fusion

Exponent weighted (EW) decision fusion is a type of decision fusion which introduced in [84] for classification of emotion in EMOTIW challenge 2015. In this Chapter, the exponent weighted decision fusion approach is leveraged in regression manner, where its validation accuracy represented by the correlation between development dataset. Suppose an SVR model with the best correlation, $C$, where $C_A$ is the best correlation for audio, $C_V$ is for the best correlation for video and $C_T$ is the best correlation for text, will provide an initial prediction for each modality. Then, the final ensemble of our initial prediction from each of the features
in the exponent weighted decision fusion become:

\[ y_f = (C_A)_q(y_A) + (C_V)_q(y_V) + (C_T)_q(y_T) \]  \hspace{1cm} (6.2)

where a decision weight in terms of \( (C)_q \) reflects the significance of initial prediction according to each modality and an exponent \( q \) is a hyper-parameter tuning. Here, the value of \( q \) is found by a simple uniform search: scanned over \([-50:0.1:150]\) then selected to provide the maximum correlation after the fusion.

### 6.4.3 Genetic Programming (GP)

GP is inspired by biological evolution in nature. To improve their genomes, the evolution begins by iteratively processing randomly generated solutions (individuals). The objective function is the individual fitness. Iteratively, the reproduction generation is constructed by \textit{survival-of-the-fittest} individuals, by employing \textit{crossover} and \textit{mutation}. In brief, \textit{crossover} is the recombination of parent genome to produce child genome while \textit{mutation} is a possible modification that happens to child genome. The iterative process stops when the maximum number of generations is reached, or the best fitness is visited.

GP is recognized with non-linear chromosomes (trees). The trees in GP can be different in depth and width. The breading process in GP is performed by mutation and crossover process, as shown in Figure 6.2 and Figure 6.3. In mutation process, the randomly chosen sub-tree is replaced by randomly a generated tree. In recombination process, the two randomly chosen sub-trees are exchanged among the parents to generate the children.

In the case of continuous affect estimation, the task is to estimate the affect in continuous
time scale. Therefore, a model that recombine GP ability and regression method is needed for
this task. Multi-gene GP is suitable since the generated model has the advantage of combining
regression method and the ability to represent non-linear behaviour [146] of the affect.

Multi gene GP is the results of a combination of GP, multiple gene, and linear regression.
In other words, each solution is formed by a linear combination of one or more such functions,
called genes. A graphical representation of formulation with three input variable, $x_1$, $x_2$, $x_3$
as shown in Figure 6.4. As can be seen, the structure of this model contains non-linear terms
such as sin, exp, cos, and the overall model is a weighted linear combination with respect to
each coefficient.

From Figure 6.4, the solution is in the from of:

$$y_f = w_0 + w_1g_1(x) + w_2g_2(x) + ... + w_ng_n(x)$$  \hspace{1cm} (6.3)

where $n$ is the number of gene. Each gene is applied to the feature matrix, producing $N \times 1$
vector where:

\[ y_f = [1\ g_1\ g_2\ ...\ g_n] \cdot w \] (6.4)

with \(1\) being \(N \times 1\) vector of ones. The output \(y\) of the whole solution is then given by formula:

\[ y_f = G \cdot w \] (6.5)

The optimal coefficient vector \(w^*\) can then be found using the least-squares estimation with respect to the true target vector \(y\)

\[ w^* = (G^T G)^{-1} G^T y \] (6.6)

### 6.4.4 Kalman Filter (KF)

In continuous emotion recognition, systems that consider emotion dynamic is less relatively explored. Since emotions are slow changing with time, it is not appropriate to assume that emotional states are static. Previous AVEC 2016 applying dynamic models as fusion approach in their system [9] [153]. One of the most attractive frameworks for exploiting emotion dynamics is KF, which has been used to capture the relationship between position, velocity and acceleration [78]. In Chapter 5, KF is employed to exploit the time series nature of the emotional label data. In this Section, KF is employed to fuse the emotional measure into a single fusion estimation. In this approach, the parameter of transition matrix \(A\), process noise \(w(k)\), measurement matrix \(C\), and measurement noise \(v(k)\) is estimated. Recall back Equation 2.30

\[ x(k + 1) = Ax(k) + w(k) \] (6.7)

In the measurement equation \(z\), the measurement matrix \(C\) relates the underlying emotional states to the measurements, \(v(k)\) is the zero-mean measurement noise term, as in Equation 6.8:

\[ z(k) = Cx(k) + \beta + v(k) = \begin{bmatrix} z_{\text{audio}} \\ z_{\text{video}} \\ z_{\text{text}} \end{bmatrix} \] (6.8)
The \(v(k)\) and \(w(k)\) are important for capturing correlation between multiple states and it is used to exploit the emotion and emotion dynamic. Training a KF mainly concerns estimating the parameter from Equation 6.7 and 6.8, that is \(A, w(k), C,\) and \(v(k)\).

In this approach, KF implementation is adapted from [9], where the estimation of the state transition matrix and measurement transition matrix was addressed with linear least square. Let \(x\) and \(z\) be defined as gold standard and the corresponding measurement from the individual modality respectively:

\[
X_N = [x_1, ..., x_{N-1}]
\]
\[
Z_N = [z_1, ..., z_{N-1}]
\]

(6.9)

State transition matrix \(A\) and the variance of the process noise \(Q\) can be found by:

\[
A = (X_{2,N}, X_{1,N-1}^T)(X_{1,N-1}, X_{1,N-1}^T)^{-1}
\]
\[
Q = \text{cov}(w, w) = \text{cov}(X_{2,N} - AX_{1,N-1})
\]

(6.10)

If the following substitution is followed:

\[
\bar{X}_{1,N} = \begin{bmatrix}
X_{1,N} \\
1 \times N
\end{bmatrix}
\]
\[
\bar{C} = \begin{bmatrix}
C & \beta
\end{bmatrix}
\]

(6.11)

Equation 6.8 can be rewrites as follows:

\[
Z_{1,N} = \bar{C}\bar{X}_{1,N} + v(k)
\]

(6.12)

Similarly measurement matrix \(C\), the bias term \(\beta\) and variance of the measurement noise \(R\) are estimated in the same way by:

\[
\bar{C} = (Z_{1,N}, \bar{X}_{1,N}^T)(\bar{X}_{1,N}, \bar{X}_{1,N}^T)^{-1}
\]
\[
R = \text{cov}(v, v) = \text{cov}(Z_{1,N} - CX_{1,N} - \beta)
\]

(6.13)

After each of the parameters is obtained, the KF performs two operations at each time step: (i) the time update and (ii) the measurement update. Each of the operation is detailed in
Equation 2.37 till Equation 2.41 The fusion approach is done per time step, and at the same time, it models the emotion dynamic of the system.

### 6.5 Experimental Results

This section empirically evaluates the proposed algorithm in SEWA dataset. SVR modelling is performed for the continuous affect recognition in unimodal setting (audio, video and text modality) according to the features as in Figure 6.1. Once the unimodal estimation of each affect is optimised, multi-gene GP fusion and exponent weighted decision fusion strategies are incorporated to investigate its robustness in the multimodal setting settings. To evaluate the proposed approach, both fusion rule is evaluated by comparing it to the widely-used decision fusion rules in affect; linear regression method.

#### 6.5.1 Experimental Set-ups and Evaluation Metrics

To illustrate the effectiveness of the proposed architecture, the baseline experiment is carried out, where SVR models were individually trained on the modalities of audio, video, text, or the combination, respectively. Specifically, the SVR was implemented in MATLAB with LIBLINEAR toolkit [38], with linear kernel, and trained with the L2-regularised L2-loss dual solver. The complexity (C) of the SVR was optimized by the best performance of the development set among $2^{-15}, 2^{-14}, ..., 2$ for each modality and task. Finally, the early stopping strategy was used when no improvement in the development of the last three iterations. Herein the annotation delay was adapted, to compensate temporal delay associated with the participants and corresponding emotion reported by annotator [97]. In this Chapter, the corresponding delay was estimated in the preliminary experiments using SVR and by maximising the performance on the development partition, while shifting the gold standard annotations back in time, similar in [165]. The delay is identified by shifting the gold standard back in time with respect to all features in the corresponding modality.

The performance of proposed architecture is reported based on $C_{corr}$ [126] metric:

$$C_{corr} = \frac{2\rho \sigma_{\hat{y}} \sigma_{y}}{\sigma_{\hat{y}}^2 + \sigma_{y}^2 + (\mu_{\hat{y}} - \mu_{y})^2}$$  \hspace{1cm} (6.14)

where $\rho$ is the $P_{corr}$ between two time series (e.g: prediction and gold-standard); $\mu_{\hat{y}}$ and $\mu_{y}$
are the means of each time series; and $\sigma_x^2$ and $\sigma_y^2$ are the corresponding variance. In contrast to the largely used $P_{corr}$, $C_{corr}$ also take the bias and variance, e.g., $(\mu_y - \mu_y)^2$ between the two compared series into account. Hence, the value of $C_{corr}$ is within the range of $[-1, 1]$, where $\pm 1$ represents perfect concordance and discordance while 0 means no concordance between two-time series. Figure 6.5 shows the corresponding affect signal and the corresponding gold standard label signal. From the Figure, $P_{corr}$ of 0.642, as well as $C_{corr}$ of 0.573, has been obtained, with the obtained $C_{corr}$ takes the bias of the mean and variance into account. Therefore, predictions of affect that are well correlated with the gold standard but shifted in value are penalised in proportion to the deviation. The metric of $C_{corr}$ fits better in continuous affect estimation and has been used as an official score for the last three years of AVEC challenge.

![Figure 6.5: Comparison of $C_{corr}$ and $P_{corr}$ between two time series. Dashed line denoted as prediction label and clear line is gold standard label](image)

### 6.5.2 Affect Estimation in Unimodal Modality

Table 6.1 displays the results in terms of $C_{corr}$ obtained from unimodal modality of SVR on the development sets of SEWA. On arousal, the best performance is achieved with video modality, more specifically on BOVW features. In valence, the highest results of $C_{corr}$ is taken from audio modality, more specifically on BOAW features. Whereas in likability, the highest is from text modality, more specifically on BOTW features.
6.5.3 Affect Estimation in Multimodal Modality

The results for multimodal performance of the proposed architecture is shown in Table 6.2. The baseline performance on the development sets as reported in [126] is also shown for comparison. In fusion stage, the best prediction results from unimodal modality are selected, then the model fusion is being tested by dividing the development prediction into two section. The first section is being used to extract the parameter in development sets and the second section is used to test the correctness of the fusion prediction made. A sanity check has been done by reversing the role of both sections.

Three different fusion models were developed for driven piles using LR, EW decision fusion and multi-gene GP algorithm. Statistical performance of the developed models was found in terms of Concordance Correlation Coefficient ($C_{corr}$) where the value can vary from -1 to 1. In the following subsection, Arousal will be denoted as $AR$, Valence as $VA$ and Likability as $LI$ respectively.

6.5.3.1 Linear Regression

In the first experiment, fusion model is built by a simple linear regression of the initial estimation obtained on the development partition, using Equation 6.1 in Weka 3.7 [56] on top of MATLAB with the same setting as mentioned above. Equation 6.15 to Equation 6.17 shows the final equation according to each affect, respectively.

\[
y_{fAR} = 0.956y_A + 0.425y_V + 0.404y_T - 0.0915 \tag{6.15}
\]

\[
y_{fVA} = 0.299y_A + 0.302y_V + 0.249y_T - 0.0116 \tag{6.16}
\]

\[
y_{fLI} = 0.144y_A + 0.202y_V + 0.348y_T - 0.0069 \tag{6.17}
\]

6.5.3.2 EW

For the second experiment using EW, the best exponent $q$ is obtained from the first section, then the same $q$ is applied in the second section. Each of the $q$ is scanned in the range of [-50:0.1:150] and validated by using Equation 6.2 thus selected to provide the maximum performance after the fusion. Equation 6.18 to Equation 6.20 shows the final equation according
to each affect, respectively.

\[ yf_{AR} = (0.328)^{6.6}(y_A) + (0.455)^{6.6}(y_V) + (0.407)^{6.6}(y_T) \]  
\[ yf_{VA} = (0.401)^{2.1}(y_A) + (0.389)^{2.1}(y_V) + (0.386)^{2.1}(y_T) \]  
\[ yf_{LI} = (0.175)^{1.5}(y_T) + (0.249)^{1.5}(y_V) + (0.390)^{1.5}(y_T) \]

6.5.3.3 GP Modelling

Three multi gene GP models are established in this Chapter for predicting the continuous affect for each of affect dimension, respectively. GPTIPS2 developed by Searson et al., [146] was used for model development. The parameters that were set in the multi gene GP algorithms include: a population size of 250, a tournament size of 20, maximum number of genes allowed in an individual 8, function set \{+,−,×,÷,sin,cos,exp\} and terminal sets \{y_A, y_V, y_T\}. Equation 6.21 to Equation 6.23 shows the final equation according to each affect, respectively.

\[ yf_{AR} = 5.5e^{-4}\sin(27y_V^3) + 0.31e^{y_T} - 200y_V^3y_T^0 + 3.4y_A(y_A^3 + y_Vy_A^2 + y_V) - 0.025e^{-3y_V}\sin(9.5y_T) + 0.1y_A^{1/4} - 0.1y_T^{3} - 0.33 \]  
\[ yf_{VA} = 0.057\sin(16y_Vy_T) - 0.32\sin(y_Ay_Vy_T) + 0.13\sin(y_V^2(y_A + 7.8)) + 0.12y_T^2e^{-y_T}(y_A + 7.8) + 0.16y_A(e^{-y_T})^{1/2}(y_V + 7.5)y_A + 4.5e^{(-3)} \]
\[ y_{fLI} = 0.15y_V + 0.15y_T + 0.15\sin(y_A) \]

\[-0.18|y_T| + 9.3y_V^2y_T - 3.4e^3y_Vy_T^7 \\
+ 0.36y_A^2 - 6.5y_V^3y_T^5 + 9y_V^5y_T^9 + 399y_Ay_V^3y_T + 5.6e^3y_Ay_V^5y_T - 6.9e^{-3} \]  

(6.23)

### 6.5.3.4 Performance Comparison

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>(C_{corr}) Arousal</th>
<th>Valence</th>
<th>Likability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>LLD_4s</td>
<td>0.380</td>
<td>0.338</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>LLD_6s</td>
<td>0.342</td>
<td>0.274</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>BOAW_4s</td>
<td>0.325</td>
<td>0.390</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>BOAW_6s</td>
<td>0.327</td>
<td>0.392</td>
<td>0.104</td>
</tr>
<tr>
<td>Video</td>
<td>BOVW_4s</td>
<td>0.453</td>
<td>0.384</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>BOVW_6s</td>
<td>0.370</td>
<td>0.340</td>
<td>0.132</td>
</tr>
<tr>
<td>Text</td>
<td>BOTW_6s</td>
<td>0.364</td>
<td>0.382</td>
<td>0.317</td>
</tr>
</tbody>
</table>

Table 6.1: Unimodal performance on the development set

Closer inspection on Table 6.2 shows that in most cases, decision fusion gives better results than feature fusion method. It is believed that, given the fact that features are extracted in the same manner, there is a tendency of the features have similar or nearly similar distribution, which makes one of them is redundant when performing feature fusion. The finding confirms that in arousal and valence dimension, the multimodal system in Table 6.2 performs better than the best unimodal system in Table 6.1. The new dimension, likability, however, perform better on the unimodal system on text modality. In LR, better performance was achieved for estimating arousal than valence and likability consistent with existing linear modelling frameworks, as shown in Equation 6.15. From this Equation, it shows that audio modality gives the highest weighting factors which contribute significantly to the higher performance in arousal. However, when it comes to valence and likability dimensions, there seems to be a relatively lower performance in estimating those two affect, most likely due to non-linearities in the relationship between the features and those two affect ratings. A further investigation takes place on EW and multi-gene GP approach. The system performance is further improved upon using non-linearity behaviour in estimating valence and likability. By having proper \( q \) selection in EW approach gives a significant gain in \( C_{corr} \) results for valence and likability, from 0.507 to 0.549 and 0.215 to 0.231 respectively. However, the baseline approach has slightly
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Table 6.2: Multimodal performance on 2-fold cross validation

<table>
<thead>
<tr>
<th>Fusion Type</th>
<th>Fusion Method</th>
<th>$C_{corr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Arousal</td>
</tr>
<tr>
<td>Feature [126]</td>
<td>Concatenate</td>
<td>.525</td>
</tr>
<tr>
<td>Decision</td>
<td>LR</td>
<td>.592</td>
</tr>
<tr>
<td></td>
<td>EW</td>
<td>.440</td>
</tr>
<tr>
<td></td>
<td>multi gene GP</td>
<td>.572</td>
</tr>
<tr>
<td></td>
<td>KF</td>
<td>.551</td>
</tr>
</tbody>
</table>

higher performance than the proposed multi gene GP approach, in likability dimension. This may be due to the fact that the SVR models in the first stage have already fit well for the likability with the original feature vector. Notably, the formula produced by multi-gene GP seems to be more compact than yielded by LR and EW, which generates the best results on $C_{corr}$ in valence and likability dimensions, by 0.559 and 0.257 respectively. Looking at the performance increase, it has been concluded that a model with a simple structure is incapable of describing such complex functional mapping in a satisfactory manner. A lower $C_{corr}$ on multi-gene GP and EW instead of LR confirms the assumption that evolution of arousal dimension is linear in time, consistent with the assumption in [153].

An interesting observation was when using KF for fusion approach, the emotion dimension of liking improve significantly from .235 using multi-gene GP to 0.353 using KF approach. This outcome is contrary to that of Dang et al. [22] who suggested that the emotion dimension liking is strongly associated with text modality, but barely correlated with the audio and video modalities. To examine which of the modality proved to be the most trusted when estimating emotion dimension liking, Kalman gain matrix in Equation 2.39 where $K_k$ computed at every time step is accessed. After final computation of Kalman gain weights, it shows that each of the weighted considerably equal, 1.33 for video modality, 1.02 for audio modality and 0.82 for text modality. It shows that, when fusion approach is done per time step, the correlation between estimation and gold-standard can be higher and emotion dynamic can be modelled correctly, at least in liking dimension.

6.6 Comparison on the best performer of the Challenge

The proposed approach is also compared with the the state-of-the-art results [67] [18] and baseline results. It shows competitive performance between state-of-the-art higher results over
the baseline. In arousal and valence dimension, the highest performance is from Huang et al. [67]. In their approach, an additional features, such as IS10, MFCC features and Bottleneck features is adopted in audio modality while LGBP-TOP, HOG and deep visual features for video modality. In liking dimension, Chen et al. [18] achieves significant performance. Since text based features is associated with liking dimension, they fully utilize the word embedding features in German language and translated English languages as feature representation. An additional features most likely contributes to the significant performance in the state-of-the-art results. However, in the proposed approach, instead of feature, modeling approach has been investigated, in order to construct mathematical equation of each affect dimension.

![Bar chart comparison with state-of-the-art in AVEC 2017 in terms of concordance correlation in multimodal fusion approach.](image)

**Figure 6.6:** Bar chart comparison with state-of-the-art in AVEC 2017 in terms of concordance correlation in multimodal fusion approach.

<table>
<thead>
<tr>
<th></th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dang et al. [22]</td>
<td>OA-RVM framework.</td>
</tr>
<tr>
<td>Chen et al. [18]</td>
<td>Multi-Task Learning</td>
</tr>
<tr>
<td>Huang et al. [67]</td>
<td>LSTM-RNN</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>LR+EW+MGGP</td>
</tr>
</tbody>
</table>

**Table 6.3:** Comparison of CCC on fusion of AVEC 2017 state-of-the-art and proposed approach.

### 6.7 Chapter Summary

In this Chapter, analytical investigations have been carried out to assess the performance of Linear Regression, Exponent Weighted Decision Fusion and multi-gene Genetic Programming in multimodal fusion continuous affect estimation in the wild. The results presented have suggested that, in most cases, decision fusion is superior to features fusion in terms of robustness.
and accuracy. Multi-gene GP has consistently outperformed LR and EW in the estimation of valence and likability dimension. This work investigates the possibility of employing different modelling approach, including LR, EW, and multi-gene GP, for constructing prediction fusion rules at the decision level in continuous affect estimation in-the-wild. To train and verify these multimodal fusion approaches, a dataset containing text and audiovisual recording is used. LLD, BOAW, BOVW and BOTW features are extracted respectively from audio, video and text modality. Then SVR has been employed to estimate the initial prediction of each affect. In fusion stage, the best initial prediction from unimodal modality is selected, and LR, EW, and multi-gene GP are being employed to construct the prediction rules. Experimental results show that the prediction equation of multi-gene GP shows better modelling outcome than the benchmark results, outperform the baseline approach in all affect dimension. Result comparison with benchmark method such as LR shows that multi-gene GP significantly improve the performance in valence and likability dimension. It confirms an initial assumption that there exists non-linearity behaviour in those two affect dimension. As for arousal dimension, LR performs better than baseline, EW, and multi-gene GP fusion approach. It shows that arousal dimension is generally linear in time.

The fusion using KF approach enabled the multi-modality fusion of emotional state while leveraging the time-varying nature of the emotional states. This approach shows the best performance in liking dimension, suggesting that when fusion approach is done per time step, emotion dynamic can be captured and modelled correctly in the system.

It should be mentioned here that the conclusion might not be completely correct due to the use of the dataset. Although it is a very good dataset, however, the total number of samples is still limited, and the features and first baseline regression method are very basic. In future work, more multimodal datasets and features will be tested to improve the system and verify these assumptions.
Chapter 7

Conclusion and Future Works

7.1 Conclusion

In this thesis, feature representation that is beneficial in various emotion recognition settings is addressed. The proposed system, which consists of feature smoothing, deeply learned features, two-stage regression framework and fusing between multiple modalities is demonstrated. The results achieve competitive performance over the state-of-the-art approach. indicates that the proposed approach agrees with existing domain knowledge. The proposed techniques also show that it can generalise to a different definition of emotion space (Arousal, Valence etc.) and to different input modalities (video/audio/text etc.)

The first task on continuous emotion recognition is on feature smoothing. By adopting Haar Wavelet Transform towards selective features, then employing Partial Least Square Regression as regression approach, it demonstrates that feature smoothing correlated with emotion space and can achieve state-of-the-art performance.

The effectiveness of convolutional neural network features proceeds to video modality and at the same time perform additional analysis on hand crafted features. In-depth analysis of deeply learned features revealed which parts of convolutional and fully connected layer that had the influential effect on the output estimation.

One step further has been taken to improve performance on continuous emotion recognition by introducing new modality that is physiological signal modality. At the same time, two-stage regression approach has been introduced, where an initial estimation of affect is feed into the subsequent model. By doing so, the initial estimation is not biased by the high
variability caused by various sensors or various feature extraction method. Through additional analysis, which features were correlated the most towards gold standard is discovered. Adding physiological features and how it contributed towards overall performance were also examined.

Finally, an additional enhancement is taken by fusing each of the initial estimation from multiple modalities using a linear and non-linear model to produce a final estimation of affect. In this approach, multimodal fusion continuous affect estimation in-the-wild is investigated. This finding, while preliminary, suggests that potential non-linearities occur between affect dimensions.

This subsection is dedicated by experimenting on one common dataset for all the methods proposed in Chapter 3, 4, 5 and 6 and comparing the results. The chosen dataset is AVEC 2016. In this dataset, the modality chosen would be video and audio modality. We will investigate the effectiveness of wavelet transform as proposed in Chapter 3 for handcrafted features and also deep learning features as proposed in Chapter 4. Then, by extending the architecture by capturing the temporal analysis at decision level by proposing two stage regression framework, as indicate in Chapter 5. Finally, we leverage continuous emotion recognition by investigating mathematical modeling for each emotion dimension as proposed in Chapter 6.

At the initial stage, video and audio is dealt independently and preprocessed by using Haar Wavelet Transform. At Stage 2, each feature type is feed consecutively into SVR. The initial estimation in Stage 2 is feed to Stage 3, where two-stage regression approach takes place. Then, at Stage 4, fusion on respective features occur, to produce the final estimation of arousal and valence.

The results of experiments across all proposed approach are shown in Table 7.1. In arousal dimension, the results shows VGGFace gives high results. It is clear that, from Chapter 4, the employement of VGGFace trained for face recognition is more efficient than exhaustive approach of LGBPPTOP features. However, in valence dimension, audio descriptor likely to capture temporal dependencies brought by two stage regression approach, as explained in

---

Table 7.1: Final performance in terms of CCC taken from AVEC 2016 development set.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
<th>Corr Arousal</th>
<th>Corr Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>LGBPPTOP</td>
<td>0.48</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>VGG Face</td>
<td>0.58</td>
<td>0.37</td>
</tr>
<tr>
<td>Audio</td>
<td>LLD descriptor</td>
<td>0.40</td>
<td>0.55</td>
</tr>
</tbody>
</table>
Table 7.2: Comparison of CCC based on mathematical modeling in Chapter 6. Noted that the proposed approach are obtained on 2 fold cross validation.

<table>
<thead>
<tr>
<th>VGGFace + LLD Descriptor</th>
<th>Corr_A</th>
<th>Corr_V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.60</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Chapter 5.

Table 7.2 shows that, mathematical modeling proposed in Chapter 6 gives better results than the best unimodal system in Table 7.1. VGGFace features give higher weighting factor which contribute significantly to the higher performance in arousal. However, when it comes to valence, relatively lower performance given when compared to the best performance in unimodal system. It is most likely due to potential non-linearites occur between features an valence dimension itself. It is suggested that more constructive mathematical equation is needed in order to capture the non-linearites effect occur between features and affect ratings.

7.2 Future Works

While the results are encouraging, noted that this thesis is only a small step towards building an automatic emotionally continuous intelligent systems. The performance on affect recognition can still be improved from two aspects: the variety of the dataset as the ground truth values and the feature extraction method as well as the modelling approaches. In the thesis, only two type of datasets is selected: naturalistic setting and \textit{in-the-wild} setting. However, both datasets are captured in controlled conditions and under very specific scenarios. Obtaining and annotating more data in a wide variety of scenarios can validate the performance and provide a better way to design continuous emotion recognition system. On the other hand, a number of feature extraction method and regression approach is also investigated, however, but the space for finding the optimal approach is huge. For example, in addition to SVR, LSTM-RNN is also being tested in the thesis. By exploring CNN feature descriptor with LSTM-RNN as modelling approach to build the model maybe can enhance the overall performance. Also, instead of having facial expression images as a representation of video modality, other visual cues could be leverage such as hand gesture, body expression and so on to improve the robustness on the recognition performance. Improving the performance on continuous affect recognition can provide a fundamental step towards building an emotionally intelligent systems.
7.2.1 Wide Variety of Datasets

While the results on SEMAINE, RECOLA and SEWA datasets are encouraging, they are by no means sufficient. It is because each of the respective datasets is far too small to suggest that the affect recognition systems can generalise to unconstrained emotions in the wild. To properly test the boundaries of the proposed system, they need to be trained on datasets that are large scales and accurately mimic real-life situations.

7.2.2 Detecting Mental Health Disorders

Other than depression, another possible direction would be to study the detection of anxiety or autism, to help clinicians in medical diagnosis. Currently, the manner in which a patient is diagnosed is based on individual assessment. As the number of patients increases so does the need for accurate diagnosis. Standardisation of the diagnosis task can greatly help the doctors or counsellor to give personalised care to the risk patients.

7.2.3 Reinforcement Learning

The works in Chapter 5 focus solely on two-stage regression approach. It can be extended by modelling two-stage regression by applying reinforcement learning. It means that the computer is an agent that uses emotion recognition to interact with its environment (the user). The environment then outputs its state (detected emotion), and the agent (the computer) must perform an action that maximizes its expected reward. The reinforcement learning can act as a tandem where the estimation of affect is produced continuously when the sequence of expressions is received. Research in this direction can make the system to recognize person emotion then the system can respond it with an appropriate action in emotionally intelligent systems.
Bibliography


133


144


[180] X. Xiong and F. D. la Torre. Supervised descent method and its applications to face


