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I. INTRODUCTION

The Hartmann layer is a fundamental element of magnetohydrodynamics (MHD). It develops along any boundary in an electrically conducting fluid where the magnetic field is not tangential to the boundary and it is where most of the shear stress is concentrated. More than being simply a hydrodynamical boundary layer, it provides a path for electrical currents that close within the core of the flow; the Hartmann layer thus controls the whole flow. The stability and the state (i.e., whether laminar or turbulent) of the Hartmann layer are important for two reasons. First, as with a classical boundary layer, the transfer of heat or mass through the layer depends fundamentally on its state. Second, if a laminar Hartmann layer is destabilized, the global electric circulation is affected and the flow may completely change in nature and intensity. In general, application of a magnetic field to a boundary layer has two effects on the stability of the layer. First, the magnetic field acts to accelerate the damping of perturbations through Joule dissipation and second, the field deforms the laminar velocity profile and hence changes the hydrodynamical stability characteristics of the boundary layer.

Examples of applications in which the stability of the Hartmann layers may be of importance are numerous. For instance, in the field of crystal growth, steady magnetic fields are used essentially to stabilize the flow and, to a lesser extent, to control the dopant distribution in the final product. The stability of Hartmann layers must be ensured. In fact, this stability requirement could be a criterion for determining the minimum magnetic field intensity to apply, although as yet no direct evidence of this potential cause of instability has been shown. Metallurgy and, in particular, steel casting makes use of steady (or slowly sliding) magnetic fields. The nature of the flow is not well known, but the velocities and dimensions are large, of the order of a meter per second and a meter, respectively. In such cases, the Hartmann-layer stability may be of primary importance in determining the global damping effect of the magnetic field. In fusion-reactor projects, a so-called liquid-metal blanket surrounds the plasma and is subjected to an intense magnetic field of several teslas. The natural convection, which develops due to the large heat flux received, produces large velocities and therefore the stability of the Hartmann layer should be investigated. Finally, the case of MHD-generated two-dimensional turbulence is linked to the state of the Hartmann layer. It is generally assumed that the layer is laminar and therefore simply provides a “frictional” linear damping force on the two-dimensional core turbulence. If, however, the Hartmann layer becomes unstable, this linear term should be replaced by another model.

The concept of the Hartmann layer was introduced by Hartmann and Lazarus. Its thickness $\delta^*$ depends only on the fluid’s properties and the magnetic field intensity $B^*$. If $H^*$ is a typical length scale of the flow, $\delta^*/H^* \sim H^* \sim \text{Ha}^{-1}$, where the Hartmann number is given by $\text{Ha} = (\sigma^* / (\rho^* \nu^*))^{1/2} B^* H^*$. Here the asterisks denote dimension-
sional quantities, \( \rho^* \) is the fluid density, \( \nu^* \) is the kinematic viscosity, and \( \sigma^* \) is the electrical conductivity. When a typical velocity \( U^* \) is considered in a cavity, a Reynolds number can be formed \( \text{Re} = U^* \delta^* / \nu^* \). As recognized first by Lundquist,\(^2\) the ratio \( \text{Re}/\text{Ha} \) is the Reynolds number based on the Hartmann-layer thickness and therefore should be the governing parameter for the stability of the layer. Lock\(^3\) provided the first linear stability analysis of the Hartmann layer. In his study, he neglected the Lorentz force acting on the disturbances and found that the critical ratio \( \text{Re}/\text{Ha} \) seems to converge toward \( 5.0 \times 10^4 \) in the limit of high Hartmann number. Roberts\(^4\) provides an approximate solution for the critical Reynolds number (46.200). More recently, Takashima\(^5,6\) performed a linear stability analysis for Poiseuille and Couette flow under a transverse magnetic field, taking into account the Lorentz force on the disturbances and found that the critical ratio \( \text{Re}/\text{Ha} \) converges toward \( 48.311.016 \) for high Hartmann numbers up to 200. He found in both cases that the critical Reynolds number is reached for the first time. These results are followed by a discussion and conclusions in Sec. V.

Under the assumption of a small magnetic Reynolds number, the dimensional Navier–Stokes and continuity equations for an electrically conducting fluid with an imposed magnetic field vector \( B^* \) are

\[
\frac{\partial u^*}{\partial t^*} + (u^* \cdot \nabla) u^* = -\frac{1}{\rho^*} \nabla p^* + \frac{1}{\rho^*} (j^* \cdot B^*) + \nu^* \nabla^2 u^*, \quad \nabla \cdot u^* = 0, \tag{2.1}
\]

where the asterisks denote dimensional quantities, \( t^* \) is time, \( u^* \) is the velocity vector field, \( p^* \) is the pressure field, and \( j^* \) is the current density vector field. Ohm’s law for a moving electrically conducting medium is given by

\[
j^* = \sigma^* (-\nabla \varphi^* + u^* \times B^*), \quad \nabla \cdot j^* = 0, \tag{2.2}
\]

where \( \varphi^* \) is the electric potential field.

The configuration considered is a Hartmann layer, isolated from a global MHD flow (see Fig. 1). The boundary is assumed to be flat at the scale of the Hartmann-layer thickness and the tangential free-stream velocity vector field \( U_0^* \) is taken to be uniform. The uniform magnetic field \( B_0^* \) is not parallel to the boundary.

The nondimensionalizing velocity scale is \( U^*_0 \), which is the free-stream velocity, and the length scale is \( \delta^* = (\nu^* \rho^*/\sigma^*)^{1/2}/B_0^2 \), which is the boundary-layer length scale and where \( B_0^2 \) is the magnitude of the wall-normal component of \( B^* \). Time, pressure, magnetic field, and current density scales are \( \delta^*/U^*_0, \rho^*/U^*_0, B_0^2, \sigma^* U_0^* B_0^2 \), respectively. The Reynolds number \( R = U^*_0 \delta^* / \nu^* \) is the single dimensionless parameter for the Hartmann layer. One may think that the Stuart number (also called the interaction parameter) \( N = \sigma^* B_0^2 \delta^*/(\rho^* U_0^2) \) is also an independent parameter, but it can be shown that \( N = 1/R \). The problem is formulated in Cartesian coordinates with \( x \) denoting the streamwise direction, \( y \) denoting the spanwise direction, and \( z \) denoting the wall-normal direction.

The dimensionless steady solutions for the velocity and current density vector fields are given by

\[
U = [U(z), 0, 0] = [1 - e^{-z}, 0, 0],
\]

\[
J = [0, J(z), 0] = [0, e^{-z}, 0], \tag{2.3}
\]
and shown in Fig. 2. This ideal expression for the Hartmann layer solution is appropriate for the study of the stability of any boundary layer in the limit of high Hartmann number, provided the magnetic field is not parallel to the wall. In reality the free-stream velocity may not be strictly uniform, but can be considered as such over a much larger length scale than the Hartmann-layer thickness. Also, instead of vanishing in the core, the value of the current density may converge toward a finite value, in which case a pressure gradient would balance the Lorentz force in the core. This finite value and the associated pressure gradient would not affect the stability analysis and can be subtracted to recover expression (2.3).

III. LINEAR STABILITY ANALYSIS

A. Formulation

In this section we consider the effect of superimposing an infinitesimal disturbance on the steady fields. The instantaneous velocities, pressure, current density, and electric potential are given by

\[ u(x,y,z,t) = U(z) + \bar{u}(x,y,z,t), \]
\[ v(x,y,z,t) = \bar{v}(x,y,z,t), \]
\[ w(x,y,z,t) = \bar{w}(x,y,z,t), \]
\[ p(x,y,z,t) = \bar{p}(x,y,z,t), \]
\[ j(x,y,z,t) = \bar{j}(x,y,z,t), \]
\[ \varphi(x,y,z,t) = \Phi(z) + \bar{\varphi}(x,y,z,t), \]

where \( \bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{\varphi} \) and \( \bar{\varphi} \) are the small perturbation quantities. The perturbation quantities take the following normal-mode form:

\[
[\bar{u}, \bar{v}, \bar{w}, \bar{p}, \bar{j}, \bar{\varphi}]^T = \left[ \tilde{u}(z), \tilde{v}(z), \tilde{w}(z), \tilde{p}(z), \tilde{j}(z), \tilde{\varphi}(z) \right]^T \times \exp[i(k_x x + k_y y - \omega t)],
\]

because the base flow is invariant in \( x, y, \) and \( t \). The dimensionless forms of (2.1) and (2.2) are linearized with respect to the perturbation quantities, which for each solution set \((k_x, k_y, \omega, R)\) results in an eighth-order system of ordinary-differential equations in \((\tilde{u}, \tilde{v}, \tilde{w}, \tilde{p}, \tilde{\varphi})\). Here, the full dependence of \( \tilde{u}(z) \) for example, is given by \( \tilde{u}(z,k_x,k_y,\omega,R) \) and \( \tilde{u} \) is the spectral representation of the \( x \) velocity, \( k_x \) and \( k_y \) are the streamwise and spanwise wave numbers, respectively, and \( \omega \) is the frequency of the perturbation. The real part of (3.2) is taken to obtain physical quantities. The perturbation equations can be written as a set of eight first-order ordinary differential equations in the following transformed variables:

\[
\phi_1(z,k_x,k_y,\omega,R) = k_x \tilde{u} + k_y \tilde{v},
\]
\[
\phi_2(z,k_x,k_y,\omega,R) = k_x \tilde{u}' + k_y \tilde{v}',
\]
\[
\phi_3(z,k_x,k_y,\omega,R) = \tilde{w},
\]
\[
\phi_4(z,k_x,k_y,\omega,R) = \tilde{p},
\]
\[
\phi_5(z,k_x,k_y,\omega,R) = k_x \tilde{u} - k_y \tilde{v},
\]
\[
\phi_6(z,k_x,k_y,\omega,R) = k_x \tilde{u}' - k_y \tilde{v}',
\]
\[
\phi_7(z,k_x,k_y,\omega,R) = \tilde{\varphi},
\]
\[
\phi_8(z,k_x,k_y,\omega,R) = \tilde{\varphi}',
\]

where the primes denote differentiation with respect to \( z \). Let us first perform the analysis for a magnetic field purely perpendicular to the wall; \( \mathbf{B} = \mathbf{e}_z \). In the transformed variables, the perturbation equations are

\[
\begin{pmatrix}
\phi_1' \\
\phi_2' \\
\phi_3' \\
\phi_4' \\
\phi_5' \\
\phi_6' \\
\phi_7' \\
\phi_8'
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
A + 1 & 0 & Rk_x U' & iRk_y^2 & 0 & 0 & 0 & 0 \\
-i & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -i/R & -A/R & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -Rk_y U' & 0 & A + 1 & 0 & -ik^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & i & 0 & k^2 & 0
\end{pmatrix}
\begin{pmatrix}
\phi_1 \\
\phi_2 \\
\phi_3 \\
\phi_4 \\
\phi_5 \\
\phi_6 \\
\phi_7 \\
\phi_8
\end{pmatrix},
\]
where $k^2 = k_x^2 + k_y^2$ and $A = iR(k_x U - \omega) + k^2$.

This system has eight independent solutions $\phi_i^j (z, k_x, k_y, \omega, R)$ ($i = j = 1, 2, 3, \ldots, 8$), where the subscript $i$ indicates one of the eight transformed variables and the superscript $j$ indicates one of the eight solutions. These solutions cannot be found analytically because the $8 \times 8$ matrix depends on $z$ through the base flow $U$, but the perturbation equations in the limit $z \to \infty$, where $U \to 1$ and $U' \to 0$ have exact closed-form solutions that are exponential in form:

$$
\phi_i^j (z \to \infty, k_x, k_y, \omega, R) = e^{i\kappa_j z}, \quad i = j = 1, 2, 3, \ldots, 8,
$$

where $e^{i\kappa_j}$ represent constant coefficients that are the components of the eigenvectors of the $8 \times 8$ matrix in the limit $z \to \infty$ and are given by

$$
\kappa_{1,2} = \kappa_{5,6} = -(1/2) (2 + 4k_x^2 + 2iR(k_x - \omega)
+ 2(1 + 4k_x^2 + 2iR(k_x - \omega)
+ 2R^2k_x - \omega^2 - R^2k_y^2)^{1/2})^{1/2},
$$

$$
\kappa_{3,4} = \kappa_{7,8} = -(1/2) (2 + 4k_x^2 + 2iR(k_x - \omega)
- 2(1 + k_x^2 + 2iR(k_x - \omega)
+ 2R^2k_x - \omega^2 - R^2k_y^2)^{1/2})^{1/2}.
$$

The eight fundamental solutions are obtained by numerical integration of (3.4) through the Hartmann layer down to the wall starting from the eigenvectors valid at sufficient large distance from the wall. The solution to (3.4) is formed by summing the eight fundamental solutions, with appropriate weightings, in such a way that the boundary conditions are satisfied. Components of the final solution vector are thus represented by

$$
\phi_i(z, k_x, k_y, \omega, R) = \sum_{j=1}^{8} C_j(k_x, k_y, \omega, R) \phi_i^j(z, k_x, k_y, \omega, R),
$$

where $C_j(k_x, k_y, \omega, R)$, which is constant with respect to $z$, is the weighting coefficient of the $j$th solution vector. The boundary conditions at $z \to \infty$ are that all perturbations decay, which implies that $C_2 = C_4 = C_5 = C_7 = 0$. The boundary conditions at $z = 0$ are that $\hat{a}(0) = \hat{u}(0) = \hat{\omega} = 0$ and that either $\varphi(0) = 0$ or $\varphi'(0) = 0$, depending on whether the boundary is assumed to be perfectly conducting or perfectly insulating (we considered only these extreme cases). These homogeneous wall boundary conditions determine the values of $C_1$, $C_3$, $C_5$, and $C_7$, which can be found from

$$
\begin{pmatrix}
\phi_1(0) \\
\phi_3(0) \\
\phi_5(0) \\
\phi_7(0) \\
\phi_{1,8}(0) \\
\phi_{3,8}(0) \\
\phi_{5,8}(0) \\
\phi_{7,8}(0)
\end{pmatrix} =
\begin{pmatrix}
\phi_1^1(0) \\
\phi_3^1(0) \\
\phi_5^1(0) \\
\phi_7^1(0) \\
\phi_1^5(0) \\
\phi_3^5(0) \\
\phi_5^5(0) \\
\phi_7^5(0)
\end{pmatrix}
\times
\begin{pmatrix}
C_1 \\
C_3 \\
C_5 \\
C_7
\end{pmatrix},
$$

where the subscript 7 or 8 is chosen depending on whether the boundary is conducting or insulating, and the dependence on $k_x, k_y, \omega$, and $R$ has been omitted from the list of variables. Letting the partial Wronskian—determinant of the $4 \times 4$ matrix in (3.8)—be $\Delta(k_x, k_y, \omega, R)$, we have nontrivial solutions to the homogeneous problem only when $\Delta(k_x, k_y, \omega, R) = 0$; this is usually referred to as the dispersion relation. Further, combinations of $k_x$, $k_y$, $\omega$, and $R$ that satisfy the dispersion relation define eigenvalues $\omega$ and the resulting solutions of (3.7) are the corresponding eigenfunctions.

When the dispersion relation is satisfied, the $4 \times 4$ matrix in (3.8) is singular and $C_{1,5,7}$ can be determined using singular-value decomposition, which then allows the eigenfunctions to be calculated. With any three of the dependent variables given, the solution of the dispersion relation allows the fourth to be determined. We have a two-point boundary-value problem and we used a shooting method of solution, which involves choosing values for the fourth unknown dependent variable at the start point and integrating the perturbation equations to the wall, which in general results in a nonzero value of $\Delta(k_x, k_y, \omega, R)$. A Newton–Raphson linear search procedure was used to find the starting values of the initially guessed variable that zero $\Delta(k_x, k_y, \omega, R)$ to within a predetermined tolerance. We used a fixed-step-size fourth-order Runge–Kutta integration scheme to integrate through the boundary layer to the wall, starting from the exact solutions of the perturbation equations at $z \to \infty$, given by (3.5). We took $z = 5$ to be sufficiently far from the wall to be a good approximation for $z \to \infty$. Gram–Schmidt orthonormalization was used to cope with the stiffness of the perturbation equations (thus, in conjunction with shooting, we use a so-called “parallel-shooting” technique). The orthonormalization procedure replaces the original vectors with an orthonormal set leaving discontinuities in the vectors at each point of orthonormalization, which means that the solution vectors must be reconstructed before they can be combined to give the eigenfunctions. A standard method of reconstruction was used; see Wazzan, Okamura, and Smith.

The perturbation equations can also be written as two fourth-order equations,

$$
(k_x U - \omega)(\hat{\varphi}^n - k^2 \hat{\omega}) - k_x U' \hat{\omega} + \frac{i}{R} (\hat{\varphi}^{n-1} - 2k^2 + k^4 \hat{\varphi}) = 0,
$$

$$
(k_x U - \omega)(\hat{\varphi}^n - k^2 \hat{\varphi}) - k_x U' \hat{\omega} + \frac{i}{R} (\hat{\varphi}^{n-1} - 2k^2 + k^4 \hat{\phi}) = 0,
$$

which are, respectively, the familiar Orr–Sommerfeld and Squire’s-mode equations appropriately modified to include the effects of an imposed steady (wall-normal) magnetic field. (Here we have given the equations in the primitive variables $\hat{\omega}$ and $\hat{\varphi}$, but we could equally have written them in terms of $\hat{\phi}_3$ and $\hat{\phi}_7$.) Note that (3.10) is coupled to (3.9) only if $k_x \neq 0$. This fact is also clear from (3.4), which is block diagonal if $k_x = 0$ (as it also is in the limit of $z \to \infty$). In
fact, whether \( k_y \) is zero or nonzero, solution of (3.9) alone [or, equivalently, the top left 4×4 block of (3.4) alone] will give the eigenvalues of the problem and it is only if the eigenfunctions are required that (3.10) [or, equivalently, the bottom right 4×4 block of (3.4)] must also be solved.

**B. Non-normal magnetic field**

The discussion so far has dealt entirely with the case where the imposed magnetic field is in the \( z \) direction only. We have also considered the effects of inclination of the field in the \( x \) and \( y \) directions. Formulation of these problems is similar to that discussed in Sec. III A with appropriately modified forms of (3.4) and (3.6). The nondimensional imposed magnetic fields in the \( x \) and \( y \) directions are denoted by \( B_x \) and \( B_y \), respectively. Because the nondimensionalizing scale is \( \tilde{B}^0 \), \( B_x \) and \( B_y \) represent \( \tan \theta \) and \( \tan \phi \), respectively, where the angles are measured away from the positive \( z \) direction. Due to our choice of nondimensionalizing scales, \( B_z = 1 \) and therefore with increasing \( B_x \) or \( B_y \) the overall magnitude of the field increases but the base flow (2.3) is unchanged. Note that we have restricted the analyses by considering only the effects of \( B_x \) or \( B_y \) individually.

**C. Linear stability results**

We are interested in the critical Reynolds number for stability, i.e., the Reynolds number below which no infinitesimal perturbation grows, and, since Squire’s theorem\(^{12}\) applies when the magnetic field is purely normal to the boundary, we have that the critical Reynolds number is given by a two-dimensional disturbance with \( k_y = 0 \), i.e., by spanwise vortices. As can be seen from (3.4), the stability results are the same for conducting and insulating wall boundary conditions. Figure 3 shows the neutral curve for \( k_y = 0 \), giving the critical Reynolds number for linear stability as \( R_c = 48250 \). The linear stability of Poiseuille flow under a magnetic field was considered by Lock,\(^3\) but he neglected the Lorentz force in the perturbation equations, which results in solution of the standard Orr–Sommerfeld equation (for which he used an approximate method) and therefore, with this mean velocity profile, corresponds equally to the asymptotic suction profile. (Note that Lock’s value for the critical Reynolds number is 50 000.)

Inclination of the magnetic field in the \( x \) direction is stabilizing to modes with \( k_y = 0 \). Figure 4 shows the same marginal curve for linear stability as Fig. 3 but over a much reduced scale so that the small degree of stabilization produced by addition of \( B_y \) can be seen. These curves apply equally to insulating and conducting boundaries, and the curve for \( B_x = 0 \) also applies to any value of \( B_y \); nonzero \( B_x \) has no effect on the stability of modes with \( k_y = 0 \). Furthermore, for \( k_y = 0 \) the perturbations in electric potential \( \phi \) and the spanwise velocity \( v \) are both zero throughout the boundary layer; compare Fig. 5 with Fig. 6. Note that Fig. 6 is for an insulating boundary only; \( \phi \) is nonzero at the wall, while \( \phi' \) (not plotted) is zero.

Although Squire’s theorem is valid when the magnetic field is normal to the wall, it has not been proven when the field is inclined. Therefore, three-dimensional perturbations may lead to lower Reynolds numbers for linear stability when \( B_x \neq 0 \) or \( B_y \neq 0 \). However, there seems to be little benefit in analyzing this point in detail because the Reynolds numbers at which infinitesimal disturbances become unstable are so much larger than experimental observations for instability of the Hartmann layer. This discrepancy between the linear stability results and experimental observations led us to investigate the stability of the Hartmann layer to finite perturbations.

**IV. ENERGETIC STABILITY ANALYSIS**

Linear stability is a relatively weak stability condition because it tells us nothing about the stability of finite-amplitude disturbances. To investigate the stability of any finite-amplitude perturbation the full nonlinear equations...
the energetic-stability method described here is not to be confused with the inviscid energy-stability analysis, which is conservative and restricted to small-amplitude disturbances. In the latter method, under the constraints of the problem, the total energy of the base flow is found to be a local minimum among admissible flows, therefore preventing small disturbances from growing without limit. Taking (3.1) here to represent the addition of finite perturbations to the base state defined in Sec. II, then the perturbations satisfy

$$\frac{\partial \tilde{u}}{\partial t} + (\tilde{u} \cdot \nabla)\tilde{u} + (\tilde{u} \cdot \nabla)\tilde{U} + (\tilde{U} \cdot \nabla)\tilde{u} = -\nabla \tilde{p} + \frac{1}{R} (\tilde{j} \wedge \tilde{B} + \nabla^2 \tilde{u}), \quad \nabla \cdot \tilde{u} = 0, \quad (4.1)$$

Taking the scalar product of the momentum equation in (4.1) with $\tilde{u}$ and integrating over any finite volume with no net addition of energy, leads to the following energy equation:

$$\frac{d}{dt} \|\tilde{u}\|^2 = -\int_{\Omega} \tilde{u} \cdot (\nabla \tilde{U}) \tilde{u} \, dx - \frac{1}{R} \|\tilde{j}\|^2 - \frac{1}{R} \|\nabla \tilde{u}\|^2, \quad (4.3)$$

where the $L^2$ norm is denoted by $\| \cdot \|_2$. It can be shown\(^{15}\) from Eq. (4.3) that the slowest possible decay rate of a perturbation is given by the following infimum over all divergence-free vector fields that satisfy the boundary conditions:

$$\inf \left( \frac{1}{R} (\|\nabla \tilde{u}\|^2_2 + \|\tilde{j}\|^2_2) + \int_{\Omega} \tilde{u} \cdot (\nabla \tilde{U}) \tilde{u} \, dx \right), \quad (4.4)$$

which can be calculated using variational calculus. The minimizing field is given by a field satisfying the Euler–Lagrange equations and therefore is a solution of the following eigenvalue problem:

$$i \omega \tilde{u} = \tilde{u} \cdot D - \frac{1}{R} (\tilde{j} \wedge \tilde{B} + \nabla^2 \tilde{u}) + \nabla \tilde{p}, \quad \nabla \cdot \tilde{u} = 0, \quad (4.5)$$

where $\tilde{j}$ is given by (4.2) and $D_{ij} = (\partial U_i/\partial x_j + \partial U_j/\partial x_i)/2$ is the deformation tensor, which for $\tilde{U}$ defined in (2.3) is given by $D_{13} = D_{31} = (\partial U(z)/\partial z)/2$ with all other terms zero. The boundary conditions on the perturbations are the same as for the linear stability problem; see Sec. III A. Whereas the eigenvalue problem for the linear stability analysis is generally not self-adjoint, the nonlinear eigenvalue problem does result in a self-adjoint operator and therefore to a real spectrum of $i \omega$ or, equivalently, to an imaginary spectrum of $\omega$. If $\omega$ is negative then perturbations decay, and if $\omega$ is positive then they grow at least initially. We are interested in neutral values, i.e., $\omega = 0$, and specifically in the critical Reynolds number below which no perturbation grows.

This eigenvalue problem is solved in an analogous way to the linear stability analysis. We recast (4.5) as eight first-order ordinary differential equations in the transform variables of (3.3), which for $B = e_2$ gives

FIG. 6. Magnitude of all nonzero eigenfunctions normalized by the maximum in $\hat{u}$ for $R=50,000$ on the upper branch of the marginal curve for a wall-normal imposed magnetic field, for an insulating boundary and for $k_\rho = \pm 0.01$: $-|\hat{u}|; -|\hat{w}|; -|\hat{v}|; -|\hat{e}|; -|\hat{v}|; -|\hat{p}|; -|\hat{\varphi}|; -|\phi|.$
where the notation is the same as in Sec. III, except that here the magnitudes of the perturbation quantities are no longer necessarily infinitesimal. This system is solved in the same way as (3.4). As before, the system has eight independent solutions \( \phi_i(z,k_x,k_y,R) \) (\( i = 1, 2, 3, \ldots, 8 \)), where the subscript \( i \) indicates one of the eight transformed variables and the superscript \( j \) indicates one of the eight solutions, which have the following exact closed-form solutions in the limit \( z \to \infty \):

\[
\phi_i(z \to \infty, k_x, k_y, R) = c_i e^{\kappa_i z}, \quad i = 1, 2, 3, \ldots, 8, \tag{4.7}
\]

where the \( c_i \) and \( \kappa_i \) are the eigenvectors and eigenvalues, respectively, of the \( 8 \times 8 \) matrix in (4.6) in the limit \( z \to \infty \). The values of \( \kappa_i \) are given by

\[
\kappa_{1,2} = \kappa_{5,6} = (1/2) \pm (1/2)(1 + 4k^2)^{1/2},
\]

\[
\kappa_{3,4} = \kappa_{7,8} = - (1/2) \pm (1/2)(1 + 4k^2)^{1/2}.
\tag{4.8}
\]

Again, in order that all perturbations decay at \( z \to \infty \), \( C_2 = C_4 = C_6 = C_8 = 0 \), which leaves the components of the final solution vector as

\[
\phi_i(z, k_x, k_y, R) = \sum_{j=1}^{8} C_j(z, k_x, k_y, R) \phi_i(z, k_x, k_y, R),
\]

\[
i = 1, 3, 5, 7. \tag{4.9}
\]

The wall boundary conditions are the same as those given in Sec. III A and allow the values of \( C_{1,3,5,7} \) to be determined as nontrivial solutions of (3.8), i.e., for zeros of \( \Delta(k_x, k_y, R) \) = 0. Note that the differences between the solution of the linear stability analysis and the energetic analysis are that the \( 8 \times 8 \) matrices in (3.4) and (4.6) differ and that there is no \( \omega \) dependence. As discussed in Sec. III A, in the linear stability analysis only the top left \( 4 \times 4 \) block of the \( 8 \times 8 \) matrix in (3.4) needs to be solved. However, here an equivalent reduction of (4.6) is possible if \( k_y = 0 \), otherwise the full eighth-order system must be solved. Indeed, it can be shown (see Sec. IV C) that the critical Reynolds number for energetic stability (below which there is no amplification of any disturbance) for a Hartmann layer with purely wall-normal imposed magnetic field is given by a two-dimensional disturbance with \( k_x = 0 \), i.e., streamwise vortices, and not \( k_y = 0 \).

**B. Non-normal magnetic field**

As with the linear stability analysis, formulation of the energetic stability problem when the imposed magnetic field is inclined in the \( x \) or \( y \) direction is similar to that discussed in Sec. III A with appropriately modified forms of (4.6) and (4.8). We have restricted the analyses by considering only the effects of \( B_x \) or \( B_y \) individually, and we use the same notation for the inclined fields as described in Sec. III B.

**C. Energetic stability results**

Figure 7 shows marginal curves for energetic stability for a selection of cases. For \( k_x = 0 \) (and \( k_y \neq 0 \)) the curves are distinct for insulating and conducting walls but, as with the linear stability analysis, for \( k_y = 0 \) (and \( k_x \neq 0 \)), the insulating and conducting wall boundary conditions result in identical curves. Further, for \( k_x = 0 \) the addition of a component of magnetic field in the \( x \) direction has no effect on the energetic stability of the flow; similarly, for \( k_y = 0 \) the addition of a component of magnetic field in the \( y \) direction has no effect. However, for \( k_x = 0 \) the addition of a component of magnetic field in the \( y \) direction is stabilizing, as is the addition of a component of magnetic field in the \( x \) direction for \( k_y = 0 \).

Joseph\(^{14}\) gives a proof, following Busse,\(^{16}\) that for an odd velocity profile without electromagnetic forces (e.g., plane Couette flow) the critical Reynolds number for energetic stability is determined by considering only the cases

![FIG. 7. Marginal curves for energetic stability: — insulating boundary; - - - conducting boundary; --- both insulating and conducting boundary.](image)
Figure 7 does not conclusively show whether these results also apply to the Hartmann layer. Although we can see that \( k_x = 0 \) is more critical than \( k_y = 0 \) for any (zero or nonzero) \( B_z \), we do not know from Fig. 7 whether some combination of \( k_x \neq 0 \) and \( k_y \neq 0 \) would give a lower critical Reynolds number. Moreover, Fig. 7 suggests that for sufficiently large \( B_z \), the marginal curve for \( k_y = 0 \) becomes more critical than that for \( k_x = 0 \), but again it may be that some combination of \( k_x \neq 0 \) and \( k_y \neq 0 \) is most critical. To clarify these issues we have calculated marginal curves for energetic stability in the \((k_x, k_y)\) plane for fixed values of \( R \). Figure 8 shows the results for a purely normal imposed field. The points on the \( k_x \) axis and \( k_y \) axis are already given in Fig. 7. Here only the first quadrant is shown, but there is symmetry about both the \( k_x \) axis and \( k_y \) axis. The fact that the constant-\( R \) lines at the smaller values of \( R \) are ellipses with a principle axis lying on the \( k_y \) axis implies that as \( R \) is reduced the “island” of instability does indeed shrink to the \( k_y \) axis, i.e., \( k_x = 0 \). Similarly, for \( B_z = 1 \) and \( B_y = 1 \) and an insulating boundary, Figs. 9 and 10, respectively, show that \( k_x = 0 \) again gives the critical Reynolds number for energetic stability. However, for increased \( B_y \), e.g., \( B_y = 2.75 \ (\theta_y = 70^\circ) \) in Fig. 11, \( k_y = 0 \) gives the critical Reynolds number. The results for a perfectly conducting pipe are qualitatively similar.

The energetic stability results for \( B_y 
eq 0 \) (see Fig. 7) can be applied to the flow in a circular pipe with a magnetic field imposed in the \( z \) direction, i.e., normal to the axis of the pipe, which is in the \( x \) direction. This field gives a local wall-normal component that varies as \( \cos \theta_y \). At high Hartmann number layer that forms at the pipe wall approaches the Hartmann-layer solution for a flat plate. Around the circumference of the pipe, the thickness of the layer varies inversely with the local normal component of the magnetic field, i.e., as sec \( \theta_y \), and the local free-stream velocity varies as \( \cos \theta_y \). Therefore, the local Reynolds number is constant. Figure 12 shows the variation in critical Reynolds number for energetic stability with \( \theta_y \) for an insulating boundary. (The results for a perfectly conducting pipe are qualitatively similar.)
insulating and conducting boundary). The difference between our result and Takashima’s is small (approximately 1.5%) and is probably due to differences in calculation method. We have also briefly considered the effects of inclining the magnetic field in the $x$ and $y$ directions. Despite the fact that Squire’s theorem has not been proven in these cases, we restricted the analyses by considering only two-dimensional perturbations with $k_z = 0$. In this way, we found that inclination of the field in the $y$ direction resulted in the same marginal curve for linear stability as for a purely wall-normal field and that inclination in the $x$ direction has a small stabilizing effect. It may be that three-dimensional perturbations give a more critical Reynolds number for instability than two-dimensional perturbations when the magnetic field is inclined, but we feel that given that the critical values were so much larger than the observations of “transition” between turbulent and laminar flow in ducts at high Hartmann number that there is little insight to be gained from a linear stability analysis of three-dimensional perturbations. We believe that this discrepancy between early linear stability results and experimental observations of laminarization has led to the widespread feeling that the stability characteristics of the Hartmann layer have no bearing on the state (laminar or turbulent) of bounded MHD flows. However, our suggestion is that instability of the Hartmann layer does determine the state but that it is instability of finite, and not infinitesimal, perturbations that is fundamentally important. We base our belief that the state of a wide range of bounded (or partially bounded) MHD flows at high Hartmann number is due to the stability or instability of the Hartmann layers, rather than of the global flow, on the fact that experiments have shown that transition (in fact, laminarization) is controlled by the value of the ratio $Re/Ha$, rather than $Re$ alone. If, as commonly believed, it were the global flow that controls this transition process, $Re$ and $Ha$ would be the two independent determining factors. Apart from the apparent irrelevance of duct cross section and aspect ratio, there is, unfortunately, no conclusive evidence to support our claim. (Even in the case of rectangular cavities with the long side parallel to the magnetic field, there are Hartmann layers along the short sides, defined by the same parameter $R$. For an infinite aspect ratio, the laminar flow would be Poiseuille flow unaffected by the magnetic field and linear stability would depend on $Re$ only. This is not observed in experiments, probably because the aspect ratios are not sufficiently large. We claim that the Hartmann layers still govern the stability of all the finite aspect-ratio duct flows studied in experiments.) This is because experiments that have detected laminarization have largely done so through measurements of pressure drop along a section of ducted flow, rather than through detailed measurements that would determine the state, i.e., laminar or turbulent, of the Hartmann layer and global flow. There is, however, limited experimental evidence, reported by Bravnerov, Gelfgat and Tsinober, that, for Reynolds numbers slightly higher than the threshold value, (electric potential) fluctuations are found only in the vicinity of the boundaries. Undoubtedly, there is a need for more detailed experiments to determine the state of the Hartmann layers.

Our energetic stability analysis for finite perturbations results in a critical Reynolds number of approximately 26 for a wall-normal field and shows the stabilizing effect of inclining the field in both the $x$ and $y$ directions. Although the critical Reynolds number is now much closer to experimental observed threshold values than that given by linear stability analysis, there is still an order of magnitude difference. This difference is, at least in part, due to the fact that the critical Reynolds number resulting from the energetic stability analysis must be viewed as a lower bound; the critical Reynolds number is the Reynolds number below which all (divergence-free) perturbation decay monotonically to zero and above which at least one perturbation does not decay monotonically. Monotonic decay of all disturbances is a very stringent condition, whereas allowing transient growth with ultimate decay is likely to result in a more realistic critical Reynolds number. Figure 13, which is adapted from Joseph, shows a schematic representation of the stability
bounds, where $R_E$ is the critical Reynolds number derived from an energetic stability analysis, such as ours described in Sec. IV A, $R_L$ is the critical Reynolds number derived from a linear stability analysis, such as that described in Sec. III A, and $R_G$ is the Reynolds number below which all disturbances eventually decay. Here, $A(t)$ denotes the time-dependent amplitude of a perturbation and $A_0$ is the initial perturbation amplitude. Between $R_E$ and $R_G$, perturbations of infinitesimal or finite initial amplitude may grow transiently but they ultimately decay. This is also true below $A_c(R)$ between $R_G$ and $R_L$. We believe that the experimentally observed value for laminarization of $R \approx 200$ is a good approximation for $R_G$. To the right of $A_c(R)$, perturbations do not ultimately decay to zero, although the amplitude may saturate at some finite level. We have calculated $R_E$ as a lower bound approximation of $R_G$, which is likely to be a better indicator of the laminarization Reynolds number. Kreiss, Lundbladh, and Henningson have developed a method to calculate an estimate for $R_G$ (still a lower bound approximation, but better than $R_E$), however straightforward application of the procedure is precluded when the flow is semi-infinite, e.g., a boundary layer. Nevertheless, as for the Hartmann layer, the transition Reynolds number for plane Poiseuille flow and no magnetic field ($\approx 1000$) is an order of magnitude greater than $R_G$ ($\approx 50$), which gives some support to our claim that instability of finite perturbation triggers transition. Further, Nagata has recently given interesting results from a nonlinear analysis on steady three-dimensional finite-amplitude solutions of plane Couette flow with a transverse magnetic field. He considers a range of Hartmann numbers, with the largest value being 10 for which he shows that the critical Reynolds number $R$ is about 3280 for the appearance of steady nonlinear solutions. The value of Hartmann number $R$ is not sufficiently large for the laminar Hartmann layers to be closely exponential, as considered here, but if we nevertheless consider these results, Nagata shows that steady three-dimensional finite-amplitude disturbances exist for approximately $R > 328$. This is in fair agreement with the experimental results for laminarization ($150 < R < 250$). To make a real comparison, however, we would need to apply Nagata’s analysis in the limit of high Hartmann number and consider unsteady, as well as steady, finite-amplitude solutions.

For high-Hartmann-number ducted flows, as well as Hartmann layers, there are parallel layers along boundaries parallel to the magnetic field. These parallel layers are thicker ($\delta^* / H^* \approx H^{-1/2}$) than the Hartmann layers ($\delta^* / H^* \approx H^{-1}$) and therefore for constant magnetic field intensity and free-stream velocity the Reynolds number based on the layer thickness is greater for the parallel layers than the Hartmann layers. This may suggest that the parallel layers are more unstable and therefore that they, not the Hartmann layers, control the “transition” process in ducted MHD flows. Although we could not find any reference to stability of parallel layers in the literature, it is true to say that parallel layers are stabilized by the friction due to the presence of Hartmann layers at their ends. Moreover, because the parallel-layer thickness is large, the contribution to the total wall shear stress from the parallel layers is negligible compared with that from the Hartmann layers. Whether the parallel layers are more or less unstable, it is therefore unlikely that laminarization (transition) of the parallel layers alone—assuming that with decreasing (increasing) Reynolds number it occurs before that of Hartmann layers — would be detected as a decreased (an increased) pressure drop along the duct, nor is it likely that laminarization (transition) of the parallel layers would globally change the flow. Furthermore, in circular-pipe flows under a magnetic field there are no parallel layers and these flows are observed experimentally to behave in the same way as flows in rectangular cross-section ducts, where there are parallel layers. The results of the energetic stability analysis (see Sec. IV C) favor the hypothesis that the Hartmann layers control “transition” because they show that the most unstable part of the circumferential layer is at zero inclination to the imposed field, i.e., where the field is purely normal to the wall, and the associated critical energetic Reynolds number ($25.6$) is the same as for the Hartmann layers in a duct with rectangular cross section, which is consistent with the experimentally observed similarity. In summary, we believe that the parallel layers play a passive role.

There are obvious similarities between the asymptotic-suction boundary layer and the Hartmann layer; both have exponential mean velocity profiles and both therefore have similarly high critical Reynolds numbers for instability of infinitesimal disturbances. (The shape of the exponential velocity profile is the dominant factor in determining the stability, not the electromagnetic damping of disturbances.) However, in the case of the asymptotic-suction boundary layer, experiments have shown the strongly stabilizing effect of introducing suction at the wall to a flat-plate hydrodynamical boundary layer; see Libby, Kaufmann, and Harrington. It seems that the laminar asymptotic-suction boundary layer conforms to the predictions from a linear stability analysis, provided the level of extraneous excitation from sources such as free-stream turbulence and wall roughness are small. This suggests that the same may be true for
an initially laminar Hartmann layer in a low-disturbance environment, i.e., that it may be possible for the boundary layer to remain laminar up to the very large Reynolds numbers predicted by a linear analysis for instability. Thus far, experiments on high-Hartmann-number MHD flows have not investigated the transition from laminar to turbulent flow, instead they have considered the reverse process of laminarization. It is likely that there is a large degree of hysteresis between these processes and that the true transition Reynolds number in a “clean” environment is higher than the laminarization Reynolds number.9 This is simply because the finite-amplitude disturbances in the initially turbulent flow are unstable to much lower Reynolds numbers than infinitesimal disturbances and therefore the Reynolds number must be small to stabilize the Hartmann layer to the excitation of the finite-amplitude turbulent fluctuations. Clearly, despite the practical difficulties of creating the appropriate conditions, further experiments are needed in order to investigate the transition from laminar to turbulent flow of the Hartmann layer. It would also be interesting to compare the existing experimental results for laminarization of the Hartmann layer with laminarization of an initially turbulent asymptotic-suction boundary layer, in parallel with an energetic stability analysis.

ACKNOWLEDGMENT

R.J.L. acknowledges the support provided by a Dorothy Hodgkin Royal Society Fellowship.