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ABSTRACT: Compound sections formed by aer channel and floodplains, are used ver channels desic

to provide additional conveyance capacity duringhhdischarge periods. When the overbank flow o¢dbes
flow in the river channel is affected by the momnttransfer between the main channel and floodplain
which modifies water levels and velocity distritlauts given by traditional methods. One-dimensioddl)(
models using the Single Channel Method (SCM) aedOivided Channel method (DCM) have been proven
to be not accurate enough in compound channel flbless more advanced models have been developed in
order to accurately estimate discharge flows aqdhdaveraged velocity distributions. The quasi-tlumen-
sional model Conveyance Estimation System (CESinasts discharges and velocities in a cross-section
based on the Lateral Distribution Method (LDM). Tdimensional (2D) modelling solves the depth-avedag
Navier-Stokes equations in a discretized reach fex. In this work, published field measuremeotghe
River Main (UK) are analyzed via 1D, CES and 2D eitidg, in order to find a practical solution tovgi
good predictions of water levels and velocity dmttions in overbank flows in river channels witbdd-
plains. The results show that 1D modelling combiméth CES gives reasonable accurate values and is a
complementary tool for advanced 2D models in readdions.

1 INTRODUCTION and water surface level of rivers during overbank
flow.
World population growth has gradually resulted in
increased human settlements, developments and ac-Previous work in compound open channels has
tivities around the floodplains of rivers whichde  been mainly focused on modelling uniform flow
disastrous effects during flooding of natural razer conditions and compared with experimental data in
River floods result in huge losses in human lives a laboratory flumes. Shiono and Knight (1991) devel-
economic losses. A third of the world’s losses ttue oped a quasi-two dimensional model (based on lat-
natural disasters is caused by flood disastersdflo eral distribution method) to model conveyance in
ing also accounts for half the loss of life withakn compound cross sections. This approach has been
yses of the trend showing that this figures hage si used in the Environment Agency’'s Conveyance Es-
nificantly increased (Berz, 2000). Accuratetimation System (CES). Mc Gahey et al (2008)
estimation of flow rate in channels is of enormousdemonstrated the ability of CES to accurately esti-
significance for flood prevention. Flooding occursmate lateral velocity distribution and discharges a
when the quantity of water flowing along a channelsuming uniform conditions in real rivers.
is higher than its carrying capacity. Hence thednee
for accurate prediction of river discharges during The aim of this work is to validate the application
flood conditions to mitigate the impact, thereby-sa of one-dimensional Lateral Distribution Method
ing lives and properties has drawn greater attentio(LDM) via the use of Conveyance Estimation Sys-
of researchers and engineers in recent times. Thetem (CES) which is a commercial software for the
are numerous methods and approaches that haestimation of discharge/conveyance capacity of
been employed in recent times to facilitate aceuratcompound channels and compare the results to that
estimation and prediction of discharge, conveyancef the traditional one-dimensional methods, Single
Channel Method (SCM) and Divided Channel



Method (DCM) using Hydrological Engineering into areas of different flow characteristics, swsh
Centre River Analysis System (HEC-RAS) software the main channel and floodplains. Wormleaton et al.
The two-dimensional SRH-2D (Sedimentation and1982) demonstrated that the SCM underestimates
River Hydraulics 2 Dimensional) model is also usedhe conveyance capacity and the DCM overestimates
for comparison of velocity distributions. compound channel. In the following years, several
researchers presented some improved methods for
The data that were utilized for successfully carrycompound channel flow estimation, Wormleaton
ing out the simulation in this research work webe o and Merret (1990) proposed a simple modification
tained from the previous work of Martin and Myersthat improves the DCM estimation and the DCM
(1991), Myers and Lyness (1994); Lyness and Myersvas empirically corrected by Ackers (1992). An al-
(1994a) and Lyness and Myers (1994b), conductetérnative and more advanced method was developed
on river Main, Northern Ireland. The aim of the pro in those years, the lateral distribution method N)D
ject was achieved by simulation of the study rezfch formulated by Wark et al. (1990) and the method by
river Main (which is a reconstructed prototype rive Shiono and Knight (1991). These two methods are
reach in Northern Ireland, United Kingdom) on bothbased on the same equations and calculate thallater
CES and HEC-RAS computational modelling soft-velocity distribution in the cross section, likejaa-
ware and the two-dimensional code SRH2D. Thesi-2D model.
three codes have been applied by using the same
boundary conditions, cross-section data and flow pa This paper aims to discuss refinements in 1D
rameters in order to have the same criteria for-conmodelling that are able to cope with such complexi-
parison and validation. Finally the water surfa@e | ties in a straightforward way. The research focuses
el and velocity distribution results obtained frtims  on the prediction of the velocity distribution asso
software were analysed and compared with availablée river. While the free surface profile is comgalit
field data to validate and verify the results. reasonably well by 1D numerical models, the same
does not hold for the velocities unless the appropr
A great effort has been made over the last decadese term at the interface is used. The methodology
to improve calculation of water levels and vel@sti presented herein uses the HEC-RAS and the CES in
in real rivers by the use of 2D and 3D modelling.order to improve 1D numerical modelling. The in-
However some important uncertainties are still unteraction between the main channel and the flood-
solved. In this context, an accurate 1D model éasy plain is modelled by using the lateral distributiain
calibrate and with the support of the CES can be awelocities given by CES. This method is applied to

improved tool for comparison. previously published field data from River Main.
Moreover, the results given by widely used 2D mod-
2 LITERATURE REVIEW els (SRH2D), will be used for comparison.

In compound channels, the velocity gradient be3 RIVER MAIN FIELD DATASET
tween the main channel and floodplain flows gener-
ates shear forces in the main channel-floodplain in The river data under study consist of a reachef th
terfaces. Sellin (1964) presented photographi¢iver Main, in Northern Ireland, which has some
evidence of the bank horizontal vortices actingiglo length of its reach reconstructed and realigned (be
the interface and together with Zheleznyakov (1971jween 1982 and 1986). This reach of the river com-
demonstrated a decrease in the main channel diprises a trapezoidal compound channel with a cen-
charge after overbank flow occurs, only partiallytralised deep main channel bordered by one or two
compensated by some discharge increase on tiségde berms. Numerous number of research works
floodplain. The physics of flood hydraulics has iee have been carried out on this river reach (Mantid a
widely studied during the last 30 years (Knight andMyers, 1991; Myers and Lyness, 1994; Lyness and
Shiono, 1996; Sellin, 1996 and Wormleaton et aMyers, 1994; Defra /Environmental Agency, 2003),
2004), concluding in a deep knowledge and undemwith the aim of having a better understanding ef th
standing of the phenomenon involved. hydraulic behaviour of two-stage waterways. The

measured study reach is found to have a longitidina

Commercial models, such as HEC-RAS andength of 800 meters from upstream (section 14) to
MIKE 11, use calculation methods like SCM anddownstream (section 6) with an average longitudinal
DCM. The SCM considers the same velocity for theded of 0.003 or 1:520 with flood plains slope to-
whole section. The DCM separates the cross-sectiomards the main channel having a gradient of 125. |



is divided into nine cross sections, situated ataéq view of the compound river channel and the bed ma-
intervals of 100 meters apart. The plan view, upierials in floodplains and river banks.

stream and the downstream cross sections of the riv

er Main reach under investigation are shown in FigTable 1. Main geometric and hydraulic parameters

ures 1 and 2.
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Figure 1. River Main plan view. !.Location of crosegons
from upstream (s14) to downstream (s6).
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Figure 2. Upstream (doted) and downstream (fuk)lioross
sections, numbers 14 and 6 respectively, of RivainMeach
of study.

in the River Main study reach.
Upstream sl14 Downstream s06

Long.. Bed slope 0.0052 0.0019
Bankfull flow 20.1 11-12
Manning n (m.c.) 0.39 0.39
Manning n (f.p.) 0.40 0.40
Bed width 12.2 11.1
Lateral slope (f.p.) 1:25 1:20

Figure 3. River Main: river channel and fIdeairMin
channel is covered by cobbles, with medium rip-stgmes for
the bank slopes and floodplains with natural grass.

Some typical water surface profiles measurements
obtained using steady flow computation for the dis-
charges of 10.5, 20.1 and 51.3 m3/s were shown by
Myers and Lyness 1994 and reproduced in figures 5
and 6 in the next section. The 10.5 m3/s discharge
corresponds to an inbank flow and the two higher
discharges (20.1 and 51.3 m3/s) are overbank flows,
the lower under the top floodplain level and the
higher full covering the floodplains. Martin and My
ers (1991), Lyness and Myers (1994b) and Lyness et
al (1987) indicate that SCM underestimate discharg-
es, while that of DCM overestimates it, revealing
there is an exchange of momentum between flood-
plains and main channel, in overbank flow situation

Table 2. Geometry in River Main sections.

Upstream S14 Downstream S06

The river bed material comprises of a very coarse

gravel with aDsq size ranging between 100 and 200
mm. Quarried stones of up to 0.5 tonne in weight
and having a size up to 1 m in diameter are used as
rip-rap to protect the side slopes of the main ehan
nel. The grass and weed that cover the berms are
maintained regularly by keeping them short (Martin
and Myers 1991). Figure 3 shows a cross-sectional

Y(m)  Z(m) Y(m  Z(m)

0.0 40.40 0.0 38.00
5.3 37.81 7.1 35.32
135 37.32 13.6 34.82
14.4 36.40 14.9 34.00
26.6 36.40 26.0 34.00
27.6 37.38 27.3 34.87
35.7 37.78 34.4 35.37
40.8 40.40 39.5 38.00



Roughness Manning'sr coefficients were esti- model (USACE, 2008), the CES model (Environ-
mated by using uniform flow conditions in upstreamment Agency, 2004), and the SRH2D (Lai, 2008)
cross-section 14 by Martin and Myers (1991) and
Myers and Lyness (1994a). These studies found that
using Manning’s formula the inbank roughness dej%"1 HEC-RAS 1D Model
creased between = 0.050 for low depths and = The results obtained with 1D modelling based on
0.039 for bankfull. However the Manningisfor the  the energy or Bernoulli equation (HEC-RAS) are
gravels/cobbles in the bed varies betwren0.025- compared here with the field measurements in terms
0.039, and the Manning'a for the riprap on the of free surface profile and velocity distributioi$he
bank is higher than = 0.040. This means that as theDCM and SCM were used by applying the HEC-
water depth increases the main channel mean rougRAS model, as well as CES in backwater computa-
ness should be greater, which does not fit thenesti tion mode. Under steady conditions, the one dimen-
tion of Manning’s roughness by using the mean bedional hydraulic equations to be solved are the con

slope and field rating curves. servation of mass:

Table 3. Slope and distance between cross-sectiondQ -0 1

Section Distance Bed Level Bed slope oX

14-13 100 36.40 0.0055 and the conservation of energy:

13-12 100 35.85 0.0032

12-11 100 35.53 0.0031

11-10 100 35.22 0.0012 2

10-9 100 35.10 0.0058 0(Q?/A) + gAa—H +gA(S-S1) =0 (2)

9-8 100 34.52 0.0017 0x 0x

?:g 188 gﬁ? 8-8813 whereA = cross-sectional area normal to the flQv;

6-. 0 34.00 0.0030 = dischargep = acceleration due to gravitit = el-
evation of the water surface above a specified da-
tum, also called stag&, = bed slopeS = energy

River Main — slope;x = Iongitudinal coordinate. Equations (_1) and
39 0105 data (2) are solved using the well known four-point im-
e 020.1 data plicit box finite difference scheme (USACE, 2008).
38 | ~%-Q50.3 data HEC-RAS solves these equations using the standard
step method as follows:

€ 37 2 2

3 Yo+ Zp+ T2 oy vz + MMy 3)

8 . 29 29

g whereY; = depth of water at cross-sectiods; ele-

g a5 vation of the bedyV, = average velocities at cross-
sections;a; = velocity weighting coefficientshe =
energy head loss. The energy head loss can be calcu

341 lated multiplying the length between the cross-
sections times the friction slop&, HEC-RAS uses
33 . : : . two methods for computing the value ®f depend-
0 200 400 600 800 ing on whether the cross-section is treated as a
distance (m) unique compound section (SCM) or it is divided in

. , _ , , F sub-sections (DCM). The equations for the SCM
Figure 4. River Main bed profile and water levebfiles meas- are:

ured in fieldworks for inbank (10.5), and overbg@k.1 and

50.3) flows (after Myers and Lyness 1994).
S = (@)
4 NUMERICAL MODELS 2
K = AR (5)
In the next subsections the models used in the pre- n

sent work are briefly described. The 1D HEC-RAS



whereR = hydraulic radius of the whole sectidh=  discharge@;, in the cross section can be calculated
hydraulic conveyance, anch = Manning’'s rough- as sum of unit discharges as:

ness coefficient for the whole section. The DCM di- . _

vides the cross-section into a main channel and tw& =AY = ¥%i4) (10)

lateral floodplains applying eq. (3) for each suvbgli wherey; andy; are the horizontal coordinates in
sion and calculating the friction slope separately:  transverse direction for both sides of the slice.

Q.
St = (6) 4.3 SRH2D Model

A 2% The two dimensional depth-averaged model SRH-
K. = R (7) 2D is a free-use available numerical code developed
n by Yong G. Lai, from U.S. Bureau of Reclamation
where the subscript differentiate the three sub- (L@, 2010). The code is based on the finite-volume
sections. The tot = = K; and the tota = = Q.. approach and it can be assumed that provides an ac-

HEC-RAS software implements ttgow Distribu- ceptable solution of the 2D equations in a varaty

tion Option in order to compute the lateral velocity rive(; T'OWIS (Laﬂ’ ZgOﬁ; and Lai et al, 200}?}2{ The
distribution Vy; by dividing the cross-section into a model solves the shallow water equations of flow:

number of slices and then calculating Yheas:

Continuity equation:

Vg = 2:‘ 8) 0H , 0(HUy) , a(HVy)
ot 0x oy

=0 (11)

whereAy = cross-sectional area for each sliQg;=

discharge for each of the slice. Momentum equations in x and y :

4.2 CESquasi-2D Model d(HU, ), a(HUZ)  a(HU,V,) _
The Environment Agency’s CES model is based 0t ox oy
on the LDM (Wark et al, 1988; Shiono and Knight, a(Hr,) O(Hr ) OH 9z 7 (12)
1991, Ervine et al, 2000), and it combines theieont = X+ VI H(+j—Xb
nuity and momentum depth-averaged equations of X ay ox o0x) p
motion for steady conditions and in the stream-wise
component. The general equation of the model for a
straight river (sinuosity equal 1.0) is obtained: a(HV,) . d(HU,V,) . a(Hv?) _
ot ox ay 13

g9S,Y —iq2 1+ S§ +d{AY\ﬁqa(q/Y)} =9 = 6(H Txy) + a(H TW) -gH oH +a—Zb _ho

8 dy 8 Oy ox dy ady ody) p

where f = Darcy’s friction factor;q = streamwise . : ,
unit flow rate (¥¥M0y); Ugq = depth-averaged veloci- where,x andy are horizontal Cartesian coordinates;

ty; S, = lateral bed slope = non-dimensional Z, is bed elevationt is time; H is_water depthUd_
Boussinesq eddy viscosity:= lateral horizontal co- @nd Vs are depth-averaged velocity componentg in

ordinate; and/” = secondary flow parameter. The @ndy directions, respectivelygw , 7y andz, are
first term in eq. (3) is the hydrostatic pressure depth-averaged stresses due to turbulence as svell a

second is the boundary friction term, the thirdhie ~ diSPersion,o is the water density, ang, , zys , are
turbulence due to lateral shear stress and the Ia§le bed shear stresses. These bed stresses are ob-
term in the right side represents the secondacycir tained using the Manning’s resistance equation as
lations. The recommended values for the differenfollows:

variables and the Finite Element Code for solution

of Equation 3 can be found in Defra/EA 2003. Once

2 2%
the velocity in each slicd)q, is obtained, the total 7} :pCfUd(Uj +Vd2)%[1+(%ij +(%ij } (14a)
X y



guadrilateral elements. The standard conjugate gra-
) 1% dient solver with ILU preconditioning is used (Lali
0z 0z 2000) for spatial integration in an iterative prese
b — 2 2V2 Yo Y
Ty = PCiVy (Ud Vs )%[“( axj +[ ayJ ] (14b) The computational domain is discretized in 15939
nodes and 15680 quadrilateral elements, 99 in cross
stream direction and 160 in streamwise, as it is

shown in Fig. 5.
(14c)

2

n
Ci = s
The boundary conditions are total discharge at the
whereCs is a friction coefficient that is mainly de- upstream section and a uniqgue mean water level for
pending onn, the Manning’s roughness coefficient. the downstream cross-section. SRH2D calculates a
The turbulence stresses are computed with Bouslistribution of the velocity along the upstream con

sinesq equation as: dition in such a way that the total discharge isssa
fied. The approach used in this work is the convey-

B U, 0U, 2 ance distribution, which at the inlet is distribdite
T =plu+o, ax + ox ‘gk across the upstream section following the convey-

U, , oV clemant 1s proportonal to depth and mveraely pro

_ _ d d -

Ty = Iy _p(U+U‘)[ ay * axj (15) portional to Manning’sn. This approach overesti-
mates velocities in the main channel and underesti-
r. = p(U+Ut)(an +anJ_2k mates them in the floodplain. These boundary
» dy oy 3 conditions are the same than the 1D model, so the
differences in results are only dependent on model-

whereu is kinematic viscosity of water ang is ed-  ling equations.

dy viscosity. The eddy viscosity is calculatedhwit
the k- turbulence model (Rodi 1993), and the eddy5 MODELLING APPROACH

viscosity is calculated as: : . , .
y The first step in a river modelling work once the

topography and geometry is defined is to identify t
(10) hydraulic variables involved. The most important

one is the hydraulic resistance to flow, defined in

terms of Manning’s roughness coefficient in this
with two additional equations for the turbulentéin  work. In order to reduce the uncertainty explaiired
ic energy k, and its dissipation rate, Launder and previous sections about the Manning'value, this
Spalding (1974) added two transport equations ts calibrated with the 800 m longitudinal waterdev
solve the new two unknown variables. profile in the 10.5 m3/s inbank discharge. The HEC-
RAS 1D model is used for iterating different Man-
ning’s n and to obtain the bankfull by fitting the
computed water profiles with the field profilesgFi
ure 6 shows the computed profile obtained with a
mean Manning’sn = 0.041 in the main channel,
which is the roughness that best fits the fieldadat
According to the variation of roughness with depth,
the Manning’sn in the bed should be 0.045 and
0.030 in the banks. These values will be used@as th
main channel roughness coefficients in the overbank
discharges.

v, =C

k2
“g

The water levels obtained with HEC-RAS for the
Figure 5. River Main, mesh discretization (15686nents). two overbank discharges (20.1 and 51.3 m3/s) are
The mesh is denser in the main channel banksnettlbed, shown in Fig. 7. The bank stations are locatechen t
and less dense where the bed is flat. top of the main channel (DCM) or on the top of the
floodplain walls (SCM) and two separated solutions
The numerical solution of the SRH2D equationsare obtained. The results illustrate the main diffe
is implemented in a finite-volume method with ences between both methods. The DCM gives lower




water levels than the SCM for the same discharge. |
general the water levels measured in the field sork
are found between the two numerical solutions
(DCM and SCM). Some small discrepancies appea
probably due to roughness variation with deptt
and/or local changes in slope or section area.

River Main ——bed

-+=--DCM-nEST
DCM-nCAL
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Figure 6. Field (9 full dots) and computed waterfaste pro-

files by using HEC-RAS with the estimated (DCM-nB%ihd

calibrated Manning coefficients (Manual) for theamk flow.
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Figure 7. Computed water surface profiles by usiligC-RAS

(DCM and SCM) for the two overbank discharges. Carigon

with field data (Myers and Lyness, 1994).

200

Previous studies in compound channel flows
demonstrated that DCM and SCM are not providing
good results under uniform flow conditions. In this
paper, Fig. 7 demonstrates that for gradually éia
flow conditions DCM and SCM maintain discrepan-
cies in water levels with real data and give défer
results. In terms of velocity distribution acro$e t
section, the SCM gives a uniform velocity for the
whole section and the DCM is not providing a real
distribution. For overbank flow the velocities give
by HEC-RAS are different to the real distribution,
especially in the main channel. Fig. 8 shows the ve
locity distribution obtained with HEC-RAS for the
inbank flow Q10.5 and for the overbank flow Q51.3,

DCM vel Q10.5

- water level Q10.5
DCM vel Q51.3
water level Q51.3
---vel data Q10.5
Veldata Q51.3
bed

Velocity Distribution for Q10.5and Q51.3 (s14)

/

eloci

10 15 20 30

Cross Chainages (m)
Figure 8. Field measured and 1D computed veloditisgction
s14 for inbank and overbank discharges, Q10.5 &1d3)

25 35 40 45

In order to understand the flow behaviour in this
gradually varied flow river, the SRH2D was applied
to the computational domain in Figure 5. The way
the 2D model estimates total energy is a combinatio
of bed friction (through a roughness coefficientjla
turbulence stresses (through a dissipation coeffi-
cient). This is an important advantage with respect
1D modelling that only includes bed friction losses
and the velocity distribution only depends on water
depth and Manning’s coefficient. The results ob-
tained with SRH2D model are shown in Figs 9 and
10. The water level profiles obtained with 2D mod-
elling (k-¢ turbulence model) are lower than those
obtained with the DCM for all the discharges. The
Manning’s coefficients are the same in both models,
as well as the boundary conditions. The differance
water levels between 2D and 1D solution are smaller
for overbank flows than for the inbank one. This re
sult confirms the conclusions by Moreta (2014) who
demonstrated that for uniform flow in straight com-
pound channels, 2D modelling gives lower water
levels than 1D modelling if the roughness and
boundary conditions are the same.

River Main

A Ql0.5data
— Q10.5-DCM
— — Q10.5-SRH2D
—bed

37.5
37 4
36.5
36 -
35.5

35

water level (m)

34.5 -

34

335

400 600 800
distance (m)

Figure 9. Water level field data and 2D computetewaurface

0 200

together with the values measured for Q51.3. ThéVN.S) compared with 1D values (DCM). Inbank discharge

model overestimates velocities in main river banks.

010.5.



water profiles obtained by 1D model are better than

River Main s Q201 daa the 2D model. However, the distribution of depth-
38 - -~~~ Q201.DCM averaged velocity can be obviously improved. The
s | e CES is applied to section 14, using the same bed
TR Qs1.300M slope and Manning’s coefficient of roughness than
379 S~ . s —— QSL.3SRH2D in 1D modelling. CES precise a water level to esti-
= 365 | o~ e mate the velocity distribution and total discharge.
§ The water depth used for estimating the velocity is
g %7 that obtained from the 1D modelling. Figures 11 and
§ 355 | 12 show that the velocity distribution obtainedhwit
a5 | CES fit better with the data than the distributgw
ais | en by 2D model.
34 1 Velocity Distribution for Q51.3 (s14) ~ ——bed
335 : . i . ;i o \éilnj avtea\ %ig

——SRH2Dvel Q51.3
—CESvel Q51.3

0 200 400 600 800 2.2
distance (m) 2

Figure 10. Water level field data and 2D computedew sur- E 16
face W.S) compared with 1D values (DCM). Overbank dis- =z **
charges Q20.1 and Q51.3.

However 2D modelling has some advantages ove or
1D modelling. First, the changes in main channe °; Ll
and floodplain sinuosity are taken into account, se ~ ° ° @m0 m w08
cond, it considers internal energy losses dueaw fl Figure 12. Velocities of field data (Martin and Mge 1991)
turbulence and third, consequently the velocity di-and computed with 1D (DCM), 2D (SRH) and CES foelv
rection and distribution must be better simulatad. Pank discharge Q51.3.

Figures 11 and 12 the velocity distribution obtdine

with 1D (DCM) and 2D model_s for the inbank, 7 coNcCLUSIONS

Q10.5, and overbank, Q51.3, discharges are com-

pared with field measurements. The velocities given The numerical analysis of this work is based on
by SRH2D improve slightly the velocities obtained previously published field data and illustrates som

by DCM. of the problems that affect common 1D numerical
Velocity Distribution for Q10.5 (514) <+ vel data Q105 model in reproducing overbank flow. HEC-RAS
g N Y A oveer  model is not able to yield an accurate velocityrdis
2 —cesvel a0 bution across the section of a straight compound

—bed channel. Secondly, the comparison between the field
data and the SRH2D model shows the need to take
into account that the Manning’'s coefficients valid
for 1D modelling are not enough accurate for 2D
simulations. Therefore, some uncertainties rising

1 from the use of 2D models can provide uncertain re-

o s 1w 15 m s w  » w0 s sults respect to better predictable estimations ob-

s chanaees ) tained by 1D modelling.

Figure 11. Velocities of field data (Martin and Mge1991)
and computed with 1D (DCM), 2D (SRH) and CES foemv . . "
bank discharge Q51.3. The analysis and comparison of flow velocities

measured in field works and computed by numerical
models has shown that the prediction of accurate ve
6 IMPROVING 1D MODELLING locity distributions in compound channel flow is a
major challenge in numerical modelling. Typical 2D
In order to improve 1D modelling (with DCM), finite volume codes based d®re turbulence model
the results obtained with CES are discussed in thigend to under predict main channel and floodplain
paragraph. The first step is that for straight mive interaction. These 2D models slightly improve the
channels with moderate roughened floodplains, théepth-averaged velocities obtained with 1D model



for the straight river case analysed herein. Ireotd ~ Sellin, R.H.J. (1964). “A laboratory investigatiomo the inter-
better simulate velocities, the CES based on Liatera action between the flow in the channel of a rived ghat
s trilg it : : over its flood plain”La Houille Blanche. 7, pp 793-802.

Dlstrlbutlon_ Method is proposed f_or COmpanson'Shiono, K., Knight, D.W. (1991). “Turbulent open actmel
The CES gives a better representation of momentum “q4,s with variable depth across the channdl.Fluid Me-
interaction between main channel and floodplains chanics, 222, pp. 617-646.

and of the velocity distribution across the sectionus Army Corps of Engineers, “HEC-RAS, Hydraulic Ref
This methodology has been contrasted with field ence Manual,” Hydrologic Engineering Center, Daves-
river data under gradually varied conditions, con- _ Sion 4.0, 2008.

firming the results of some previously publishedV'Onnet’ C., Tassi, P., Martin-Vide, J.P. (2004 stimates of

works on the topic under differente conditions (We-

ber and Menendez, 2004, and Vionnet et al, 2004).
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