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Abstract 

This thesis introduces different mechanisms for energy efficiency in Wireless Sensor 

Networks (WSNs) along with maintaining high levels of Network Performance (N.P) 

with reduced complexity.  

Firstly, a Machine-to-Machine (M2M) WSN is arranged hierarchically in a fixed 

infrastructure to support a routing protocol for energy-efficient data transmission 

among terminal nodes and sink nodes via cluster heads (CHs). A Multi-Level 

Clustering Multiple Sinks (MLCMS) routing protocol with the IPv6 protocol over 

Low Wireless Personal Area Networks (6LoWPAN) is proposed to prolong network 

lifetime. The simulation results show 93% and 147% enhancement in energy 

efficiency and system lifespan compared to M-LEACH and LEACH, respectively. By 

utilising 6LoWPAN in the proposed system, the number of packets delivered 

increases by 7%, with higher accessibility to the M2M nodes and a substantial 

extension of the network is enabled. 

Secondly, an adaptive sleep mode with MLCMS for an efficient lifetime of M2M 

WSN is introduced. The time period of the active and asleep modes for the CHs has 

been considered according to a mathematical function. The evaluations of the 

proposed scheme show that the lifetime of the system is doubled and the end-to-end 

delay is reduced by half. 

Thirdly, enhanced N.P is achieved through linear integer-based optimisation. A Self-

Organising Cluster Head to Sink Algorithm (SOCHSA) is proposed, hosting Discrete 

Particle Swarm Optimisation (DPSO) and Genetic Algorithm (GA) as Evolutionary 

Algorithms (EAs) to solve the N.P optimisation problem. N.P is measured based on 

load fairness and average ratio residual network energy. DPSO and GA are compared 

with the Exhaustive Search (ES) algorithm to analyse their performances for each 

benchmark problem. Computational results prove that DPSO outperforms GA 

regarding complexity and convergence, thus it is best suited for a proactive IoT 

network. Both algorithms achieved optimum N.P evaluation values of 0.306287 and 

0.307731 in the benchmark problems P1 and P2, respectively, for two and three sinks. 

The proposed mechanism satisfies different N.P requirements of M2M traffic by 

instant identification and dynamic rerouting to achieve optimum performance. 

Finally, a Power Model (PM) is essential to investigate the power efficiency of a 

system. Hence, a Power Consumption (PC) profile for SDN-WISE, based on IoT is 

developed. The outcomes of the study offer flexibility in managing the structure of an 

M2M system in IoT. They enable controlling the provided Network Quality of Service 

(NQoS), precisely by achieving physical layer throughput. In addition, it provides a 

schematic framework for the Application Quality of Service (AQoS), specifically, the 

IoT data stream payload size (from the PC point of view). It is composed of two 

essential parts, i.e., control signalling and data traffic PCs and the results show a 98% 

PC of the data plane in the total system power, whereas the control plane PC is only 

2%, with a minimum Transmission Time Interval (TTI) (5 sec) and a maximum 

payload size of 92 Bytes.   
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Chapter 1 Introduction  

1.1 Introduction 

 

The Internet of Things (IoT) refers to a network of billions of objects, information and 

people that can send and receive data. Machine-to-Machine (M2M) communication is 

considered to be the core of IoT, whereby it is seen as the key to making it a reality, i.e. 

enhancing the communication of real things in the world, transmitting information and 

executing smart tasks [1] .  

Many solutions have been provided in the M2M domain, and it is anticipated that 

billions of devices will be connected using M2M. Accordingly, M2M networks 

enabling networked nodes (sensors or actuators) to exchange information have been 

intensively studied lately, particularly for sensing and surveillance purposes where 

hundreds or thousands of nodes are densely located over a small or medium area  [2]. 

 Moreover, sensors and communication devices are the essential endpoints for any 

M2M application. However, the endpoints cannot connect directly to the network 

operator or interconnect, unless supported by Wireless Personal Area Network (WPAN) 

technology standards such as IPv6 Low Power WPAN (6LoWPAN), ZigBee, and 

Bluetooth. Recent technological developments, including M2M, smart grids and smart 

environment applications, are having a marked impact on the development of Wireless 

Sensor Networks (WSNs) [3]. Furthermore, most appliances are equipped with the 

capabilities for sensing people’s daily needs. The efficient use of the limited energy 

resources of WSN nodes is crucial to these technological advances, regarding which 

topology control methods are being employed to extend battery lifetime [4]. The vision 

of the future is one, where millions of small sensors, actuators, and other devices can 

form self-organising wireless networks. This is dependent on the IoT concept, whereby 

billions of machines will be able to interact and control one another with no human 

involvement [5] . 

The main task of topology control in wireless M2M networks is to diminish energy 

consumption and hence prolong network lifetime. Because energy efficiency is crucial 

when designing M2M WSN protocols, the sensor nodes need to function in a self-
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governing manner with small batteries that last for several months or even years. Since 

the replacement of the batteries for a large number of devices is virtually impossible in 

distant or unfavourable environments, energy is an essential resource in WSNs [6]. 

Hence, keeping the PC to a minimum is a primary focus for researchers, and this topic 

has been investigated thoroughly. Energy-efficient transmission protocols for M2M 

WSN are categorised into routing and clustering types. This type of protocol 

substantially reduces energy consumption by aggregating multiple sensed data that are 

transmitted to the sink node [7]. However, if this is not associated with the position of 

the sink, the network’s topology will contain clusters with unbalanced residual energy 

and a limited network lifespan [8]. 

In fact, the sink placement becomes an important criterion for network designers with 

regard to increasing the network lifetime and system performance. In a WSN, multiple 

sinks at correct locations can sharply decrease the energy use [9]. In a large-scale M2M 

scenario with a single sink WSN, a heavy traffic load may be experienced for packet 

transmission at the sink, which may lead to heavy packet drops at the sink as well as 

significant network congestion. Nodes not only gather data within their sensing range, 

for they also send them to those nodes remote from the sink, which leads to different 

PCs among them along with unequal connectivity across the network [10].  

Apart from energy consumption efficiency, an important issue is the demand for more 

IPs as M2M is separated from the IoT and needs to communicate a vast number of 

things. This issue can be addressed by using 6LoWPAN, and its application is rapidly 

increasing. In particular, it has been playing an important role in enhancing the 

throughput, which has been somewhat limited, for Institute of Electrical and Electronics 

Engineers (IEEE) 802.15.4. The main reason for designing 6LoWPAN is to pave the 

way for M2M for supporting a broad range of applications [11]. 

However, supporting a wide variety of applications can lead to network overload 

situations. Overload in networks has an adverse impact on performance, which can be 

addressed through effective load balancing algorithms. The general aim is to share the 

load evenly and fairly amongst all of the resources available, with the method pursued 

having a direct impact on Network Performance (N.P) [12] [13]. In sum, the key 

objective of any load balancing algorithm is to improve the computation capability of 

the system by obtaining a fair and balanced use of the available capacity in the system 
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[14]. For instance, in an overload situation at a sink, the task causing overload may be 

reassigned to an under-loaded sink. When compared to traffic in a conventional Human-

to-Human (H2H) arrangement, M2M has different issues and characteristics. To begin 

with, burst traffic generated by an enormous number of devices can lead to a server 

experiencing heavy processing overheads. Also, Quality of Service (QoS) can differ, 

according to the types of traffic from different applications. To deal with heavy network 

loads while keeping high levels of N.P and enhanced energy efficiency, M2M networks 

usually employ a load balancing server [15].  

However, the future IoT will involve an increasing number of devices, which will lead 

to difficulties with achieving an efficient routing protocol for interval sensing, which is 

necessary for providing highly reliable information. Moreover, the WSN lacks the 

flexibility of monitoring a massive number of devices in the network. Hence, being 

based on the Software Defined Network (SDN) concept will support high-quality 

management of the network, applied by the reconfiguration rule at the controller. As a 

result, in order to enhance the Network Quality of Service (NQoS), the network 

elements have the ability to forward rules provided by the central controller by 

integrating the SDN model with WSNs [16]. 

The SDN model with WSNs has been studied in different research investigations, based 

on the characteristics of the latter and it makes essential differences in SDN applications 

compared with wired networks. It enables the monitoring and reconfiguring of the 

routing path and the configuration of the network elements in a stable and more efficient 

manner, by providing a centralised controller.  

A significant number of research studies have been carried out on energy efficiency for 

WSN, looking at how to prolong the lifespan of the system based on clustering 

techniques ([17]; [8]; [18]). Moreover, prior work has been undertaken, focusing on 

load balancing, with most of it being related to the CHs. In addition, a number of 

important studies have considered the significant rise in the expected number of 

machines that each handles a huge number of devices, which will lead to increasing 

demands for traffic management with SDN in different applications. As a result, to cope 

well with the upcoming and current challenges, an efficient M2M WSN system should 

be designed, taking into account all of the important facts. This will serve specific M2M 
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applications based on the IoT as efficiently as possible in the long term. In view of this, 

an efficient clustering M2M routing protocol, with high N.P for clustering M2M has 

been proposed. It also profiles a power model for SDN-WISE for tackling the vast 

network of information, considering the PC aspects in particular the control signalling 

and data traffic for enhancing the NQoS and AQoS [19].  

1.2 Motivation 

There are many challenges leading to the motivation for this study as shown in Figure 

1.1, which are: 

 Recent technology development is based on the deployment of self-organising WSNs 

and their large-scale  of deployment, such as the IoT [20], which increases the 

demand for the use of WSN nodes that have a limited energy capacity for small 

batteries. 

 There is a great need to use WSN in order to provide applications for controlling 

methods related to the updated requirements. This will have an impact on the energy 

efficiency and network lifetime. The most critical part in WSN is the small batteries, 

which provide the power and these require changing or charging after becoming 

exhausted. The critical issue in these batteries is the difficulty of changing them 

when environmental conditions are challenging. 

 The IoT comprises a huge amount of things that provide services to the connected 

society [21]. This escalates the demand for large IP address spaces for M2M WSN, 

as M2M is an essential part of the IoT. 

 One of the matters that needs consideration is the sensor nodes being active all the 

time, even in unnecessary periods, as this will be the main source of energy 

consumption. 

 The critical requisite of considering unbalanced traffic of WSN will impact 

negatively on the N.P correlated to traffic management overload. As the conjunction 

is related to sink overload, it negatively influences the application’s reliability at the 

sink. 
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 It is difficult to manage a vast number of sensors in the network. Furthermore, there 

is a lack of flexibility in the reconfiguration policy for network implementation. 

 Most research on SDN power models has been focused on wired networks rather 

than wireless. Moreover, those few on wireless networking have not considered the 

extra control signalling in power consumption 

 The SDN in WSN has extra control signalling to cope the lack of network 

information, which has an effect on the NQoS.  

Problem 1 

Limited Energy
Problem 3

Network Overloaded

Problem 2 

IP Address Shortage

Problem 4 

Complexity and 

Limited Flexibility

M2M WSN Communication 

Challenges

Profiling PC Model for 
using SDN-WISE 

Develop an Intelligent 
Algorithm for Load 
Balancing (SOCHSA) 

Using 6LoWPAN

Solution

An Adaptive Sleep 
Mode

Solution 1

An Efficient 
Routing Protocol 

(MLCMS)

Solution 2
Solution Solution

 

 

Figure  1.1 M2M WSN problems and solutions 

1.3 Aim and Objectives 

The overall aim of the study is to develop a mechanism of M2M WSN for prolonging 

the lifetime of the system and enhancing network performance with high flexibility. 

This can be achieved by proposing an efficient energy consumption routing protocol, a 

load balancing strategy for M2M communication, for fair and efficient network resource 

utilisation and enabling network flexibility management with high NQoS and AQoS.  

 The research aim is addressed through fulfilling the following objectives:    

1. Review the available substantial efforts that aimed at enhancing energy efficiency in 

different ways, based on the taxonomy formula for cataloguing. A comprehensive 
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study of WSN routing protocol techniques is presented, focusing on energy 

efficiency and extending the system lifetime, which involves three sub-objectives: 

a- Reducing the energy consumption by proposing an M2M energy-efficient 

routing protocol;  

b- Selecting the CHs in a sophisticated way, depending on a mathematical function 

involving most of the important characteristics that should be considered when 

electing a CH, such that they can stay alive as long as possible. That is, this stage 

relates to extending the network lifespan;  

c- Based on 6LoWPAN, overcoming the shortage of IP addresses; 

2. Tackle unnecessary energy consumption by proposing a model for an adaptive sleep 

mode approach. This maximises the lifetime of the system and minimises the delay. 

Furthermore, the trade-off between energy conservation and delay is taken into 

account. 

3. Implementing a load balancing algorithm and a mathematical model for enhancing 

the N.P of the whole network, with the method pursued having a direct impact on 

N.P. In sum, the key objective of any load balancing algorithm is to improve the 

computation capability of the clustered system by obtaining a fair and balanced 

system with high residual energy. The N.P is implemented by using two 

Evolutionary Algorithms (EA)s: 

a- An algorithm is proposed based on Discrete Particle Swarm Optimisation 

(DPSO) to maximise the N.P; 

b- The same algorithm is proposed based on a Genetic Algorithm (GA); 

4. Introducing SDN-WISE as a WSN based on SDN, with the former clearly escalating 

the overall network’s PC owing to the network’s elements and signaling. Hence, 

evaluating the PC of such architecture is essential to assess the power cost caused by 

additions to control signaling. Failure to consider these factors when modelling a PC 

model as an essential part of IoT architecture. The objectives for our investigations 

as follows: 
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a. Profiling the SDN-WISE’s Power Model (PM) to evaluate the PC within WSN 

parts combined with SDN components as a control plane and data plane. This 

work allows the operators and end users to consider the PC effects on each part; 

b. Determining an effective interaction between control signalling with respect to 

Transmission Time Interval (TTI) and data traffic related to packet size as well 

as the data rate to meet applications’ AQoS requirements. Reducing TTI will 

increase the PC that will increase the PC, on the NQoS; 

1.4 Contributions 

 A Multi-Level Clustering Multiple Sink (MLCMS) as a M2M WSN with IPv6 

protocol over Low Wireless Personal Area Networks (6LoWPAN) is promoted on a 

fixed infrastructure network. This has been achieved by using a advanced way of 

dividing the sensing regions with a fixed infrastructure model, and a mathematical 

function for electing cluster heads (CHs) for each level. This is considered to be the 

main way of extending the network lifetime. Furthermore, this contribution is 

published in IEEE Sensor Journal and has been published in IEEE conferences [22].  

 An adaptive sleep mode scheme is presented to enhance the power consumption 

efficiency with respect to a reduction in delay. This approach has the ability to be 

change dynamically according to the structure. Moreover, this part has been 

published as a chapter in book series by Springer and also published in IEEE 

conference. 

 A Self-Organising Cluster Head to Sink Algorithm (SOCHSA) is proposed, which 

considers two important parameters to monitor N.P, based on which, the optimum 

CH-Sink setting can be identified. These parameters are the load fairness index and 

average residual energy. The proposed SOCHSA algorithm hosts two EAs (i.e. GA 

and DPSO) to solve the load balancing optimisation problem in order to enable every 

CH to transmit flexibly to any sink based on the CH-Sink configuration. This 

contribution has been published in the IEEE Sensor Journal [22]. 

 Profiling a Power Model (PM) for SDN in WSN as SDN-WISE architecture and 

evaluating the PC, by considering the effectiveness of extra control signalling in an 

energy efficiency network. This work allows for consideration of the PC effects on 

NQoS with respect to the throughput and TTI as well as the impacts on the AQoS in 
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relation to packet size. This part of work has been submitted to the IEEE Internet of 

Things Journal, in the form of an article. 

1.5 Thesis Outline 

The study in this thesis is organised into six chapters. Each chapter will start with a brief 

introduction providing an overview and highlighting its main contributions, whilst at the 

end of each chapter there will be a brief conclusion. An outline diagram is presented in 

Figure 1.2, which illustrates the structure of the thesis and the relationships between its 

objectives. 

Chapter 2: This chapter presents detailed fundamentals about the WSN and its routing 

protocols, IEEE standards, sleep mode and the SDN in WSN over the years. Moreover, 

it explains the different research studies related to the hierarchal routing protocols based 

on improving energy efficiency. Moreover, it precedes the protocols of IEEE standards 

related to the 6LoWPAN scheme. Then, proposals are made for reducing energy 

consumption by using different sleep mode techniques. In addition, the chapter 

discusses the basic idea of load balancing, and the prior works based on a metaheuristic 

perspective of using EAs (PSO) and (GA) are reviewed. Furthermore, the latest research 

on implementing SDN in WSN is discussed in two parts: one correlated to 

programmable studies and one related to the PC part. Then, the chapter concludes with a 

brief summary of the research gaps and how they are filled by this work. 

Chapter 3: This chapter presents the phases used to propose an efficient M2M routing 

protocol, MLCMS. Also, it details the steps that led to suggesting an adaptive sleep 

mode approach. It explains how to examine and compare the proposed model with other 

routing protocols, then, how the anticipated routing is enhanced by adding an adaptive 

sleep mode technique. The chapter concludes with a discussion of the results. 

Chapter 4: This chapter starts by explaining the optimum steps for enhancing the N.P, 

based on the MLCMS routing protocol. A SOCHSA is proposed, hosting DPSO and 

GA as EAs to solve the N.P optimisation problem. Then, the results are discussed and 

the optimum N.P system model is illustrated. 
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Chapter 5: This chapter introduces the SDN-WISE Power Model (PM) paradigm by 

explaining the phases of the pattern. The chapter also explains how the additional 

control signalling will affect the total PC and the efficient use of the network resources 

within the WSN parts combined with SDN components is evaluated, from the control 

plane signalling and data plane traffic point of views. Then, the results of all of the 

effective control signalling on the power efficiency are discussed in detail. 

Chapter 6: The study outcomes and conclusions are summarised in Chapter 6, along 

with suggestions for future work as well as the research impact. 
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Chapter 1

Research Aim and 

Objectives

Aim:

To develop the M2M WSN energy consumption and prolong the lifetime of the system, by 

an efficient routing protocol, an optimum N.P and reducing the complexity and enhancing 

the network flexibility with high NQoS. 

Objectives:

1- Review the available significant efforts aimed at improving energy efficiency.

2- Proposed an efficient M2M WSN routing protocol.

3- Proposed an adaptive sleep mode for extending the network lifetime.

4- Find an optimum algorithm to improve the N.P.

5- Profiling a PC model for using SDN-WISE and evaluate the effective of extra control 

signalling on the power efficiency.

Chapter 2

Fundamentals and 

Literature Review

-Explains the structure of WSN, routing protocols and its related work to our proposed 

protocol.. 

-Explains the fundamentals of IEEE standards and the correlated studies to the 6LoWPAN 

that based on the suggested routing protocol.

-Details explanation of the sleep mode approaches and the related schemes to our adaptive 

sleep mode scheduling.

-Explains the concept of SDN and SDN-WISE, then reviewed the available works that 

interrelated to our profiling PC. 

Chapter 3

An Architecture for 

M2M MLCMS with 

Adaptive Sleep Mode 

Chapter 4

Network Performance 

Evaluation of M2M 

-Enhance the N.P is achieved through linear integer-based optimisation. 

-A Self-Organising Cluster Head to Sink Algorithm (SOCHSA) is proposed

- Apply DPSO and GA as EAs to solve the N.P optimisation problem.  

-N.P is measured based on Key Performance Indicators (KPIs) for load fairness and 

average residual network energy.

Chapter 5

Profiling Power Model 

for SDN-WISE

-Decomposing of SDN PC components in WSN as a control plane signalling and data 

plane traffic.

-Profiling the SDN-WISE’s PC Model to evaluate the efficient use of the network 

resources within WSN parts combined with SDN components. 

-This work allows the network administrator and end users to consider the PC effectiveness 

of both planes. 

-It evaluates the interaction between control plane signalling header with respect to TTI 

and data plane traffic related to data payload packet size as well as achieved data rate to 

meet IoT application’s QoS requirements.

Chapter 6

Conclusions and Future 

Work

- Conclude the overall work by find an efficient approaches to achieve an effective M2M 

WSN based on SDN-WISE and be applicable for IoT applications.

-Suggests a future work that can improve the whole system model 

Achieves 

Obj.2,3

Achieves 

Obj.1

- Propose an efficient routing protocol MLCMS with fixed infrastructure based on 

6LoWPAN. 

- Prosed an adaptive sleep mode based on MLCMS.

Achieves 

Obj.4

Achieves 

Obj.5

 
Figure  1.2 Thesis outline 
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Chapter 2 Fundamentals and 

Literature Review 

 

2.1 Introduction 

The main aim of topology control in wireless M2M networks is to reduce energy 

consumption and, therefore, extend network lifetime. This efficiency is essential in the 

design of M2M WSN protocols, since the sensor nodes need to maintain autonomy over 

several months or even years while maintained by small size batteries with limited 

lifespan [4]. Therefore, many research groups have dedicated themselves to minimising 

energy consumption. Energy efficient transmission protocols for M2M WSN can be 

logically divided into two types – routing and clustering. The routing is finding an 

effective path between the source and destination. However, clustering in M2M WSN 

refers to grouping sensor nodes, according to the needs of the network. Each cluster has 

a main node, called the cluster head (CH), and a number of ordinary nodes [23]. The 

aggregation of data from multiple sensors into a single data flow that is transmitted by 

the CH to the sink node significantly reduces energy consumption [24]. The clusters can 

be configured to increase the energy efficiency of the network by varying the number of 

nodes included in the cluster. If clusters are not associated with the position of the sink, 

the network may include clusters with unbalanced residual energy and the life of the 

network will be short [25]. 

In addition to the reduction of power consumption, more IPs should be developed, since 

M2M is a part from the IoT and needs to communicate with a large number of sensors 

within the network. This issue can be addressed by using 6LoWPAN, which pertains to 

the use of the IPv6 protocol over Low Wireless Personal Area Networks. 6LoWPAN 

protocol increases network throughput, previously limited by IEEE 802.15.4, allowing 

IoT support of applications with multiple sensor nodes [11].      

 Overload in networks has a negative impact on performance, which can be addressed 

through effective load-balancing algorithms. These have been widely researched over 
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the last 20 years after the innovations of parallel and distributed computing. The main 

target of balancing algorithms is to distribute the load evenly and fairly amongst all the 

available resources, which directly affects network performance [12] [26].  

Recently, the integration of software defined networks (SDN) with WSN such as SDN-

WISE has led to the advantage of centralised control for networked devices in M2M 

WSNs. SDN technology allows the implementation of reconfigurable, scalable, and 

energy-efficient network design [27].  

 

This chapter discusses the fundamentals and previous state of the art related to the 

subject of the thesis. It is structured as follows: Section 2.2 discusses basic information 

related to WSN, routing protocols and discusses different studies of hierarchical routing 

protocols aimed at prolonging the lifespan of the system. Section 2.3 presents what is 

6LoWPAN and discusses the different kinds of standards. Section 2.4 gives the 

fundamentals for the sleep mode types, discusses the classification of the sleep mode 

and considers the available schemes to improve the energy efficiency. Section 2.5 

discusses the concept of M2M network performance. The fundamentals of SDN and 

related work to SDN-WISE are presented in Section 2.6.  The summary of the chapter 

is presented in Section 2.7.  

2.2 Fundamentals for WSN and routing protocols 

Wireless Sensor Networks (WSNs) are made up of numerous sensor nodes that collect 

the information about their environments. The main part of each node is a sensing 

element designed to monitor various physical parameters including temperature, 

pressure, and so on. In addition to sensors, WSNs may also have gateways and clients. 

Arbitrarily positioned nodes located near the surveyed area (sensor field) may 

communicate with each other, forming a self-organised network. During the 

transmission, the structured data flows may be routed by multiple nodes to gain access 

to a sink node after multichip routing [28]. Afterwards, the data can be transmitted to 

the management node via the internet or other communication systems. An operator-

controlled administration node is used to construct and coordinate the WSN, apply 

various monitoring scenarios, and archive the collected data. In line with technological 
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development, WSN’s capital and operational expenditures have been significantly 

reduced, and so these networks are now widely used and have home, industrial, and 

military applications [29]. 

2.2.1 Architecture of Sensor Node  

Typically, a sensor node has four major components: power supply, processing unit, 

sensing unit, and data transceiver.  

 

Figure ‎2.1 Sensor node's architecture 

In general, a sensing unit is made up of sensors and Analogue to Digital Converters 

(ADC), which convert electrical analogue signal to digital data streams. Digitisation of 

the monitored signal allows for data to be processed within the node, which is 

connected to the network by the transceiver. The processing unit has a processor to 

control and manage the sensor node, and a memory device for data storage [30].  

 

2.2.2 Overview of Routing Protocols in WSN 

A routing protocol can be called adaptive if certain system variables can be changed to 

adapt to the present network state and existing power levels. In general, routing in 

WSNs can be grouped into two main types: Routing Processing and Network Structure, 

as shown in the block diagram of Figure 2.2 [31].  

A. Routing Protocols Based on Routing Processing  
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Routing protocols can also be categorised in terms of how the source routes the signal to 

its destination, the categories are reactive, proactive, and hybrid. When all network 

routes are calculated before their use, the protocol is called proactive, in contrast to 

reactive protocols, where routes are calculated when they are actually needed. Hybrid 

protocols combine proactive and reactive strategies [32].  

Routing Protocol for WSN

Routing Processing Network Structure

Proactive

Reactive

Hybrid

Flat

Hierarchic

Location 

based

 

Figure ‎2.2 Routing protocols in WSNs 

 

B. Routing Protocols Based on Network Structure 

In WSNs, the core network structure can be very important in the implementation of the 

routing protocols. This section is dedicated to describing the routing protocols that rely 

on network structure [33].  

• Flat Routing: 

In this type of WSN, all nodes perform the same task in order to collect data and 

communicate with the sink. In other words, any node is interchangeable with any other 

node in the network and the data collected across the sensor field is of the same type or 

duplicated, since the functionality of all nodes within the network is the same. Due to 

the large node count in WSN, nodes typically do not have individual global identifiers. 

During routing, Base Station (BS) or sink transmits queries to the desired area of WSN 

and waits for a reply from sensors within that part of the network. Sensor Protocol for 

Information Via Negotiation  (SPIN) is a matchable example of this type [34][35]. 
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• Hierarchical Routing:  

In hierarchical routing protocol, nodes can be logically divided by their access to power 

into high- and low-energy types. High-energy nodes perform data collection, 

aggregation, processing and transmission to the BS, while low-energy modes perform 

data acquisition and transmission of measurement results to the high-energy nodes. 

Since a high-energy node and a number of low-energy nodes form a cluster, hierarchical 

routing protocols are called cluster-based. These protocols have good scalability and 

allow for the reduction of energy consumption. The formation of clusters with cluster 

heads, and subsequent data aggregation within the cluster head extends the lifespan of 

the WSN and reduces overall power consumption. Low Energy Adaptive Clustering 

Hierarchy (LEACH), Multi-Hop LEACH (M-LEACH), Hybrid Energy-Efficient 

Distributed Clustering approach (HEED) [36] [37] and improved LEACH are typical 

hierarchical routing protocol all these protocols related to this type. 

• Location Based Routing: 

 In location-based routing network, nodes are addressed by means of their positions. 

One way to estimate the distance between nodes is to compare their signal strengths. 

Neighbouring nodes exchange this information between each other to compute relative 

coordinates. Alternatively, the Global Positioning System (GPS) can be used to obtain 

nodes' coordinates by receiving signals from a number of GPS satellites, providing that 

the nodes have small GPS receivers with low power consumption. In order to reduce 

energy use, the sleep mode is activated in some location-based networks during periods 

of inactivity. Some location-based schemes demand that nodes should go to sleep if 

there is no activity to save energy. Clearly, higher energy saving can be achieved by 

increasing the number of sleeping nodes. Scheduling the duration of sleep periods for 

each node in a localised manner was described in [35] .  

2.2.3 Related Work to M2M MLCMS as a Hierarchal Routing Protocol for 

WSN 

In this section, state-of-the-art routing protocols for WSNs has been reviewed. Several 

existing routing protocols attempt to address the issue of providing reliable connectivity 

for clusters of IoT devices. This section reviews cluster based routing protocols.  
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In order to prolong the network lifespan, the LEACH protocol has been developed. 

LEACH was one of earliest protocols in which self-organisation of sensor nodes into 

clusters was realised. Every cluster has one node that plays the role of CH, and a 

number of member nodes of the cluster. CH performs data collection from member 

nodes, aggregation, and transmission of archived data to the BS as shown in Figure 2.3. 

It is important to note that member nodes do not connect to BS directly and use CHs as 

an intermediate router. Due to extra functionality, CHs consume energy faster than 

member nodes and if the CH duty is assigned permanently, CH batteries' discharge will 

limit the lifespan of the entire network. Therefore, a random rotation of the CH 

assignment was incorporated in the LEACH protocol to achieve equal battery discharge 

in all nodes and thus extend lifetime of the network. The LEACH protocol is based on 

rounds, which can be divided into setup and steady state phases. In setup phase the CHs 

are created, while in steady state the data transmission [7] [36]. 

CH

CH

CHCH

CH Cluster Head Node

Normal Node

Sink NodeSink Node

 

Figure ‎2.3 Clustering topology of LEACH 

The drawbacks of LEACH originate from certain assumptions made by LEACH 

designers during the development of the protocol. These disadvantages are described in 

[38] as follows:  

 LEACH supposes that every node can communicate with each other and the BS. 

These conditions can only be achieved in a small-sized network. 
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 The assignment of CH duties is performed randomly, without taking into account the 

conditions of nodes (e.g. remaining battery life) and their ability to communicate 

with other nodes and BS. Therefore, a node with an almost fully discharged battery 

has the same probability to become CH as every other node within the network. This 

will result in a reduction of operating nodes and therefore shorten the lifespan of the 

entire network.  

Since the CH selection is random, their distribution across the network may not be 

uniform, and not guarantee a good elected CH. Therefore, there is a probability that all 

or many CHs will be selected in small network areas, and that some of the nodes will 

not be able to be reached or assigned to clusters if the number of nodes in the cluster is 

limited. An Improved LEACH protocol for application-specific WSN (I-LEACH).In 

this version of LEACH, the reduction of power consumption is achieved by considering 

the remaining energy in selecting the CHs and the position of CH as each node should 

has a CH close to it [39].  

In LEACH protocol the energy consumption increases with the distance between CHs 

and BS. The Multi-hope version of LEACH (or M-LEACH) was proposed to reduce 

distance dependency of power consumption. In M-LEACH, distant CHs send their data 

to BS by forwarding information through the chain of CHs located closer to BS as 

shown in Figure. 2.4. For remotely located clusters, distances between their CHs and 

adjacent CHs are much shorter compared to the distance to the BS. This division of 

transmission distance into several hops can significantly reduce the transmission 

distance and increase the lifespan of the nodes at the edges of network. 

In all other aspects, M-LEACH is similar to LEACH. In other words, the LEACH 

protocol is single hop, while M-LEACH is multi-hop. Moreover, it can be seen as a 

version of M-LEACH where the number of hops is limited to one. This is not based on 

any energy calculations within the network, and produces a situation where far-flung 

clusters may fail much faster than close ones, as nodes within the cluster must all 

communicate individually with the CH node. M-LEACH makes the obvious correction 

to this protocol, allowing for nodes to use multi-hop communication within the cluster 

and between clusters when reaching the base station [40]. 
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Figure ‎2.4 Clustering topology of M-LEACH 

In contrast, in Hybrid Energy-Efficient Distributed Clustering (HEED) [37] is a 

distributed clustering approach, which CHs are reselected periodically depending on the 

scheme parameters. It is unlike LEACH, it doesn’t select random cell-head. In HEED 

protocol, clusters are formed by considering information about remaining energy and 

the density of neighbouring nodes that may be included in a cluster. Unlike in the 

LEACH protocol, the CH assignment is decided after the assessment of residual battery 

life and intra-cluster traffic. The issue of this routing protocol is the nodes in final stage 

if they are not having a CH, then they must announce themselves as a CH. That will 

increase number of CHs, which decrease the lifetime of the system. 

Some of the energy problems noted above, including the energy hole, may be resolved 

using the Hybrid Multi-hop Routing (HYMN) algorithm in [24], which is an attempt to 

avoid the energy hole issues discussed above. The HYMN approach represents a hybrid 

between flat multi-hop routing to allow for efficient transmission and hierarchical multi-

hop routing algorithms to allow for a greater level of data aggregation. The model 

accounts for the importance of the sink node isolation issue, placing greater emphasis on 
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connectivity time as a metric, in contrast to LEACH, which is based on overall energy 

usage. It has been noted that using HYMN, high node density enables sustainable 

connectivity over longer periods without the lag in performance associated with 

hierarchical multi-hop routing protocols. This study also notes the difference in the 

number of nodes acting as cluster heads and the increase in energy consumption when 

longer transmission ranges are introduced.  

More importantly, HYMN further improves power savings by implementing data 

compression. As such, HYMN offers a great deal of benefits over the LEACH family of 

protocols, and represents a possible area of research. However, it is missed the accuracy 

in probabilistic sensing model, this probabilistic sensing model is the minimising 

function of sensing distance for maximising the quality of the WSNs.  

All these approaches suffer somewhat from the issue of sink node isolation as owing to 

many-to-one data traffic that will lead to shorten the lifespan of the WSN. This is 

clearly a risk given the tendency of close nodes to fail and isolate nodes further from the 

base station.  In addition, these algorithms tolerate from lacking in energy efficiency 

earthier in the way of forming CHs or in the parameters that are considered in CHs 

election.  

During the development of the MLCMS protocol, it became clear that the algorithms of 

cluster heads could adapt according to a system’s requirements. It mitigates the isolation 

of sink node and provides a mathematical analysis in modelling CHs election and power 

consumption. Moreover, it has been demonstrated that the MLCMS model is dependent 

on a modification of the energy model used by others, and that its parameters are more 

accurate in selecting an efficient CH as CH’s election factors play an important role in 

energy efficiency, which improves the lifespan of the system. Moreover, the distribution 

of nodes across the network area is also important in improving energy efficiency. 

2.3 What is 6LoWPAN 

IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) has been 

developed to increase the variety of devices that can be connected to the cloud. Support 

for IP-driven low power nodes combined into a large mesh network makes this protocol 

an ideal option for Internet of Things (IoT) applications. 6LoWPAN enables the 
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efficient transmission of IPv6 packets within a small link layer frame; 6LoWPAN is 

another open standard that has been developed by the Internet Engineering Task Force 

(IETF) [11]. 

The main advantage of the IETF-proposed Internet Protocol Version 6 (IPv6) is its 

support of 128 bits addresses compared to IPv4, which only supported 32 bits addresses. 

The 6LoWPAN protocol has been developed to add IPv6 capability to WSNs and has 

become the main standard for IoT realisation. The main idea behind 6LoWPAN is that 

all nodes within the network, including small embedded devices, should communicate 

via IP. To enable the transmission of IPv6 packets over IEEE 802.15.4 based networks, 

IETF implemented an adaptation layer for header compression and packet 

encapsulation. Owing to the limitation of the payload size of the link layer in 

6LoWPAN networks, the adaptation layer in the 6LoWPAN standard covers the 

compression of the packet header, fragmentation and reassembly of the datagram. For 

instance, the IEEE 802.15.4 frame size can go beyond the Maximum Transmission Unit 

(MTU) size of 127 bytes for big application data, whereas that for 6LoWPAN is 1,280 

bytes, in which case fragmentation is needed [41]. In other words, 6LoWPAN can 

guarantee interoperability between WSNs and the Internet, due its support for the IPv6 

protocol [11]. 

2.3.1 6LoWPAN Frame Format  

 

MTU 127 bytes are defined by 802.15.4, while 1280 bytes are necessary for the link 

layer in IPv6. As shown in Figure 2.5, 25 bytes are the maximum overhead for the 

802.15.4 frame; consequential is 102 bytes can Media Access Control (MAC) layer 

frame size can include. 

There are just 81 bytes as a space in IP packets after striking 21 bytes link layer for 

security header. Moreover, for IPv6 header occupied 40 bytes from the IP packets and 

for User Datagram Protocol (UDP) header is 8 bytes. As a result, for upper layer data 

only 33 bytes are available. Furthermore, the fragmentation and header compression for 

the IP packet is essential for 6LoWPAN for addressing header overhead issue and save 

space for upper-layer data. IETF 6LoWPAN working group promoted an adaptation 
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layer between 802.15.4 MAC layer and IPv6 layer for easily transmit data packet 

between IPv6 and 802.15.4 networks [42]. 

 In addition, the compression and decompression packets, fragmentation and reassembly 

as well as mesh multi-hop forwarding are justified by the adaptation layer. For 

achieving fragmentation function, it has defined a fragmentation. Furthermore, for 

providing multi-hop forwarding a mesh header has been with source and destination 

address. The 6LoWPAN header is defined by the first byte as shown in Table 2.1. In 

addition,  the IPv6 can be compressed or not depending on the dispatch value [43]. 

Frame Header AES-128 IPv6 Header UDP Payload

25B 21B 40B 8B

MTU 127B

IPv6 Packet 81B

33B

 

Figure  2.5 IEEE 802.15.4 frame 

As a result, using an adaptation layer as intermediate layer between MAC layer 

(802.15.4) and IPv6 layer for managing IPv6 packet by letting link-layer fragmenting 

and forwarding [44]. By suppressing the unnecessary information that is inferred from 

other layers in the stack communication that will compress the IPv6 header as well as 

the next header [43]. In particular, a stack of headers prefixed all 6LoWPAN 

encapsulated datagrams, which must be transferred across the IEEE 802.15.4 MAC, 

each one identified by a type field. Especially, the types of header are logically grouped 

in four classes, according to the function they process in the strategy of 6LoWPAN 

adaptation, as shown in Table 2.1 and summarized below:  
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Table ‎2.1 6LoWPAN Header Types 

 

First 2 bits 

 

Following bit combinations 

 

No 6LoWPAN 

 

00 

 

xxxxxx  

 

Any combination 

 

 

Dispatch 

 

 

01 

000000  Additional Dispatch byte follows 

000001  Uncompressed IPv6 Addresses 

000010  LOWPAN HC1 compressed IPv6 

010000  LOWPAN BC0 broadcast 

1xxxxx LOWPAN IPHC compressed IPv6 

Mesh Addressing 10 xxxxxx  Any combination 

 

Fragmentation 
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000xxx 

 

First Fragmentation Header 

 

       100xxx 
 

Subsequent Fragmentation Header 

 

 A No 6LoWPAN Header:  Is used for identifying that the packet received is not 

related to 6LoWPAN conditions and it should be neglected. This provides the 

capability to be other routing protocol standard not only 6LoWPAN in same 

network.  

 A Dispatch Header:  This part is used for IPv6 header compression or for 

managing link layer multicast /broadcasting.  

 A Mesh Addressing Header:  The forwarding of IEEE 802.15.4 frames at link 

layer is provided by this header as well as turning single-hop WSNs in multi-hop 

ones. 

 A Fragmentation Header:  In case of not fitting the datagram within the IEEE 

802.15.4 frame then this header will be used. Each header it can be presented or 

not depending on the requirements.  
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2.3.2 Related Work to 6LoWPAN In IEEE Standards  

Today, there are many wireless communication standards used for WSN design. 

Standardisation of protocols is essential to achieving interoperability, not only between 

networks built by different companies, but also on domain, application, and solution 

levels. To create a novel cross-domain environment, it is very important for IoT and 

WSN to enable common access to different actors, devices, and sensors from various 

applications. 

The IEEE 802.15.4 standard defines low-power wireless radio techniques better known 

as Low Power Wireless Personal Area Networks (LoWPAN). Today, IEEE 802.15.4 is 

a widely popular radio communication standard aimed to provide low cost and power, 

relaxed throughput requirements, and short-range ubiquitous communications for 

embedded devices. IEEE 802.15.4 has been used to specify wireless communication 

standards, like ZigBee or 6LoWPAN, on Physical (PHY) and Data Link layer (DLL) by 

adding various network and application layer protocols [45]. 

ZigBee is a standard proposed by the industry as an answer to the problem of designing 

a WSN that achieves all the objectives set by the requirements of such a network. 

ZigBee is a low cost and low power consumption two-way wireless communication 

standard. Over the last ten years, a large number of proprietary application layer 

protocols and sensor networks based on the IEE802.15.4 standard have been developed. 

In 2003, ZigBee Alliance developed the widely-used ZigBee specification to support 

network, security, and application layers on top of the IEEE802.15.4 standard. In order 

to perform authentication and ensure message privacy and integrity, ZigBee uses a 128-

bit key Advanced Encryption Standard (AES) algorithm for security characteristic. 

Although ZigBee has been successfully implemented in the agriculture and automation 

industries as well as in numerous health-care projects, there are many IEEE802.15.4 

based research sensor networks that do not use the ZigBee specification, especially 

when customisation of communication protocols is needed to meet specific 

requirements [46].  

This limits interoperability of WSNs on network and application levels, even if they are 

based on the same IEEE802.15.4 chipset. To solve this problem, a 6LoWPAN standard 
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has recently been proposed by IETF. 6LoWPAN is the standard that links together IP 

and IEEE802.15.4 to create wireless IoT in a standardised but easy customisable way. It 

should be noted that while IP technology is well-developed and familiar to the 

engineering community, it has not been optimised for use in low power and low bit rate 

personal area networks. Therefore, an adaptation layer and protocol optimisation has 

been implemented to allow IP communication between low-cost embedded devices. 

Essentially, 6LoWPAN is produced as a competitor with the ZigBee, but it has the 

capability of utilising 802.15.4 better than ZigBee and the comparison between them is 

shown in Table 2.2. As the IP routing over 6LoWPAN links not requiring any extra 

header information and the code size is less than the code size for ZigBee. All these 

features play an important role in reducing the packet overhead and increasing the 

packets rate.  

Table  2.2 Comparison between 6LoWPAN and ZigBee 

Features 6LoWPAN ZigBee 

Interoperability of 

Wireless Protocol 

 

6LoWPAN device interoperate 

with any other IP network link 

ZigBee device 

interoperate with ZigBee 

device only 

Protocol Stack 
Contains Extra Layer 

(Adaptation Layer) 
No Adaptation Layer 

Code Size 30KB 90KB 

Security Built-in AES128 Encryption 
Built-inAES128 

Encryption 

Availability and Cost Free Free 

 

2.4 Sleep Mode  

The goal of sleep mode schemes is to extend wireless network lifespans by reducing 

power consumption. Energy saving measures should not reduce WSN reliability, and 

other network parameters such channel utilisation should not be affected. One well-

known way to reduce energy consumption is to keep nodes in sleep mode as long as 
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possible.  This can be done by switching on sleep mode after operation over a certain 

time period.  

2.4.1 Sleep Mode Approaches 

 

Duty Cycle

Power Management Topology Control

Sleep/Wakeup 

Protocols

MAC Protocols with 

Low Duty-Cycle

On-demand
Scheduled 

rendezvous
Asynchronous

 

Figure  2.6 Classification of duty cycle schemes 

The main concept of sleep mode has been focused on duty-cycling – a technique that 

enables wireless transponders only when they are needed for data transfer. This duty-

cycling can be realised using a combination of Power Management (PM) and Topology 

Control (TC) techniques as shown in Figure 2.6 [2] [51].  

TC is maintained in typical WSN, when only a fraction of nodes are required for data 

transmission at any given time, and therefore radio transponders in redundant nodes can 

be temporarily deactivated. The minimum number of active nodes required for reliable 

data transmission is conserved by TC protocols. The implementation of TC can expand  
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WSN lifespan by a factor of 2 or 3. More information about TC protocols can be found 

in [48]. 

Another way to save energy is to reduce the activity period of nodes selected by the TC 

protocol for data transmission. The wireless transponder can be switched on only for the 

short period required for aggregated data transmission, and may remain in sleep mode 

for the rest of time [49].  

The other part of the duty cycle is Power Management (PM); the target of the PM 

protocol is to organise sleep time of a group of adjacent nodes, and to ensure the 

existence of communication channels (even in the case of extremely low duty cycle) 

while minimising power consumption. Since the communication period of sensor nodes 

is typically short, PM protocols can achieve a reduction in energy consumption, and 

therefore significantly expand the lifespan of the network. This thesis is dedicated to 

examining PM protocols, due to their major role in the reduction of power consumption 

[47].  

PM protocols can be realised either at the MAC (device) layer or at higher hierarchical 

levels, including at application or network layers as an independent sleep/wakeup 

protocol. The first option offers the designer many options for optimising channel 

performance and controlling power consumption. The downside of duty-cycling MAC 

protocols is their device orientation, which reduces flexibility and prohibits their use in 

mixed-type sensor networks. In contrast, above the MAC layer, sleep/wakeup protocols 

may be adjusted to match the needs of the specific applications and used alongside any 

MAC protocols [50]. 

There are three main types of sleep/wakeup schemes: asynchronous, on demand, and 

scheduled rendezvous. In asynchronous schemes, the decision to commence 

communication is taken within a particular node, which gives the ability to each node to 

wake up independently, provided that transmission will always be supported by adjacent 

nodes [51] [52]. Moreover, it grantee the adjust nodes always have overlapped active 

times with number of other nodes. While asynchronous schemes are quite robust and 

their realisations are relatively straightforward, they typically have high latency and 

may not support network broadcast. In contrast, in on-demand schemes, the receiving 
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nodes can be forcibly awakened before the communication event. This can be realised 

by using two different radios: wakeup radio and data radio [53]. It should be noted that 

the wakeup radio transmission range is much shorter than that of data radio. As a result, 

a main difference between on-demand and asynchronous schemes are that the on-

demand requires that all nodes can be active any time it wants, and can be in 

communication with all of its neighbours constantly. A rendezvous arrangement 

schedules a set of nodes acting synchronously to support data transmission at a given 

time. In other words, the nodes are activated periodically in order to support the 

communication event and then sleep again until the next connection. The main benefit 

of this scheme is that, assuming correct functionality, the establishment of network-

wide communication channels is guaranteed, making network-wide broadcasting 

possible by guaranteeing that messages will be sent to all neighbours that mean all 

neighbours are active with the main node. The scheduled rendezvous network, however, 

necessitates synchronising all nodes to be active at same time, which requires clock 

synchronisation [54].   

2.4.2 Related Work to Adaptive Sleep Mode Scheme 

Over the past years, many WSN sleep mode realisations have been proposed, and the 

overview of this research can be found in [55] [47] . 

Several solutions are proposed to reduce the energy consumption as most of these 

schemes are beyond the scope of the sleep/wakeup protocol. The reader can refer to 

[56][57] for detailed surveys on time synchronisation techniques. The application of 

different protocols varies the sleep/wakeup time of nodes within the network during the 

system's lifetime.  

The most straightforward rendezvous protocol is a Fully Synchronized Pattern where all 

network nodes wake up for a giving time ( 𝑇𝑎𝑐𝑡𝑖𝑣𝑒 ) with a specified periodicity 

(𝑇𝑤𝑎𝑘𝑒𝑢𝑝). Then they will be in sleep mode until the next(𝑇𝑤𝑎𝑘𝑒𝑢𝑝). However, this 

scheme is very simple and is used in different application and in MAC protocols also, 

but it supports a low duty cycle. That because the  𝑇𝑎𝑐𝑡𝑖𝑣𝑒  time is quit less 

than(𝑇𝑤𝑎𝑘𝑒𝑢𝑝) period. For more enhancements for the above scheme by letting the 

nodes with no activity detecting to be switch off in this period [53]. 
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The main disadvantages for the Fully Synchronized Pattern are all nodes are active at 

same period that will lead to a huge amount of collisions, which maximise the latency. 

In addition, this approach is suitable for flat and structured networks only. 

All types of staggered algorithms, which are under a fully synchronised scheme, have 

main issues. These issues are related to collisions between nodes that are active at the 

same time. This leads to an increased latency, and effects negatively on the network 

lifespan.  

As a result, for reducing the latency in [47] the author proposed the Shifted Even and 

Odd Pattern, which is derived from the Fully Synchronised Pattern by changing the 

wakeup times of nodes by (𝑇𝑤𝑎𝑘𝑒𝑢𝑝)/2, which is the wakeup period. This minimised the 

overall latency. 

There are many approaches derived from On-demand scheme, such as Flexible Power 

Scheduling (FPS) [58]. This technique depends on slotted approach, in which the time is 

divided into slotted time(𝑇𝑆). Slots are organised into periodic cycle, each cycle is m 

slots within duration of time(𝑇𝐶 = 𝑚 ∗ 𝑇𝑆). For each node has its own radio to be on 

only, when it has data to send or receive. The FPS is proposed for filling the flexibility 

gap in slotted approach. 

The FPS lacks the synchronisation organisation. As a result, the Twinkle is presented in 

[59] to develop the FPS, by providing broadcasting traffic and sink connection. 

A multi-parent scheme that can be combined with any of the above sleep/wakeup 

patterns as proposed in [54]. The multi-parent scheme assigns multiple parents (with 

potentially different wakeup patterns) to each node in the network. These results in 

significant performance improvements compared to single-parent schemes. 

Our adaptive sleep mode model belongs to the sleep/wakeup scheduling category. 

Currently, most protocols operate under the assumption that activity periods are static, 

which simplifies the network control but results in either an increase in latency or the 

maximising of power consumption. Some models, however, address both latency and 

power consumption but do not consider the structure and the requirements of system 

model, as well as considering the fact that the energy of an active node is related to its 
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mathematical function for decision-making. In this thesis, the dynamic adaptation of 

activity period has been implemented for each node individually to minimise overall 

energy consumption and optimise network performance. As well as, it does not depend 

on MAC protocol as it is a platform can be in any place. The individual dynamic 

adaptation of awake up periods resulted in latency reduction and a significant increase 

in the network lifespan.   

2.5 Network Performance Evaluation of M2M   

M2M WSNs often suffer from the problem of cluster head reconfiguration to multiple 

sinks. The utilisation of sink nodes effects on the network performance, especially on 

the remaining energy for the entire network and the system load. Numerous studies and 

methods on Self-Optimisation Network have suggested addressing the problem of load 

balancing in M2M WSN based on IoT via Self Organising Network (SON). 

Improvements in network performance can be achieved by using Artificial Intelligence 

(AI) algorithms. Moreover, the benefits of AI techniques while designing load balancing 

self-organising algorithms are inevitable. Among numerous AI techniques, the Genetic 

Algorithm (GA) [60] is the most embraced learning algorithm inspired by the process of 

gene evolution. GA mimics crossover and mutation operations of chromosomes to search 

for optimal solutions. GAs are used to solve multi-objective optimisation problems. GAs 

are utilised to solve overloading and power adjustment in WSN. Swarm intelligence is an 

interesting topic in AI which is inspired by the self-organising behaviour of natural 

organisms [61]. For example, the natural actions of swarms or bees, a shoal of fish, a 

flock of birds etc. Many algorithms have been designed to mimic the behaviour of 

natural organisms, however, the Bee Colony Optimisation (BCO)  [62] and Particle 

Swarm Optimisation (PSO) [63] remain the backbone of swarm intelligence on which all 

other algorithms are built. Both BCO and PSO are widely discussed in studies related to 

load management and routing optimisation problems. The main parameters of network 

performance are in sections below. 

2.5.1 Load Balancing  

The load balancing has an important objective for improving the power consumption 

with clustered system and makes the system faster. There are two main polices of 

performing load balancing as shown in Figure 2.7 [64]: 
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1- Static Load Balancing policy 

2- Dynamic Load balancing policy   

StaticDynamic

Load Balancing

 

Figure ‎2.7 Static Load Balancing Policy 

The strategies of this type of load balancing evaluate the status of the system statically 

and consider this information in making decision. The overhead is low in this type of 

load balancing strategy because the decision is made once only, and this is an essential 

advantage of it. However it can’t be adaptive with any changes happening in the system 
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A. Dynamic Load Balancing Policy 

The current event is an essential part of the dynamic load balancing policy. 

Consequently, the workload is allocated between the processors. Depending on the 

information that collected from nodes the allocated of the new process to which 

processor will be. Whenever, one node in the system becomes overloaded, then the task 

should relocated to an under loaded node [65]: 

2.5.2 Related Work to Self-Organising Cluster Head to Sink Algorithm 

(SOCHSA) Mapping  

We anticipate that SON and M2M WSN have become the building blocks for future IoT. 

Since AI is the basis of SON technologies, it can lead to a major paradigm shift by 

driving the ongoing efforts in IoT application. Apart from the below studies on SON, AI 

and Clustering WSN, some closely related works regarding the contributions made in 

this thesis are discussed as follows. Most of the existing research on WSN focuses on 
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mapping between CHs based on CH load, whereas limited work on CH-Sink mapping 

based on sinks’ load is addressed. 

Ways of enhancing the performance of WSN clustering techniques have been widely 

researched [17]; [8]; [18]. Prior work is reviewed based on a metaheuristic perspective. 

The authors considered energy consumption, task execution time and energy distribution 

across the network to find the best task allocation solution.  

In order to maximise the system lifetime, PSO algorithm has also been applied to 

heterogeneous sensor network, followed by heuristic task scheduling in [66].  After 

computing the optimal physical location of sensors, nodes are scheduled to communicate 

using PSO and Artificial Bee Colony (ABC) algorithms. This heuristic algorithm 

performed better compared to random deployment method and allowed to achieve the 

network lifetime close to theoretical upper limit.  

The energy balanced unequal clustering protocol (EBUC) [67] is a centralised clustering 

protocol, designed to resolve the hot-spot problem by creating unequal size clusters using 

centralised particle swarm optimisation (PSO) algorithm at the Base Station (BS). The 

aim of the algorithm is to reduce number of nodes in clusters located near BS. 

Afterwards, a greedy algorithm is deployed to select relay nodes according node’s 

residual energy and the distance between the node and BS.  

A centralised clustering protocol, which involves energy-aware clustering for WSNs 

implementing a PSO algorithm (PSO-C) at the BS, was put forward in  [68]. Available 

node energy and the distances between the CHs and nodes are considered in this 

protocol. The algorithm aims to minimise the maximum average Euclidean distance 

between nodes and CH for all clusters, while seeking to reduce the ratio of the total 

starting energy of all nodes within the network to the summarised energy of the assigned 

CHs. In addition, the protocol ensures that only nodes with enough energy can be 

assigned the CH duty.  

An energy-aware evolutionary routing protocol (EAERP) has been described in  [13]. 

This is a single-hop clustering protocol using the BS-centred evolutionary-based 

optimisation of CH election and the subsequent cluster formation. The objective function 

of the algorithm is the minimisation of the overall dissipated energy across the network. 
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This is calibrated as the total energy expended by the non-CHs in dispatching data 

signals to their CHs, as well as the aggregate energy utilised by the latter to total the 

data signals and to send these signals to the BS.  

In order to balance the load carried by CHs within the network, a GA-based protocol is 

been proposed in [12]. This protocol deliberately varies cluster sizes to minimise the 

peak load for all CHs. The CHs are identified a priori, with the objective of optimising 

the ratio of non-CH nodes to CHs to achieve cluster balance. The objective function of 

the algorithm is to minimise the standard deviation in the load of the CHs, and therefore 

provide an even load sharing for every cluster. 

The proposed algorithm considers the appropriate trade-off between the fitness function 

and the different KPIs, to get the best overall performance. The key difference between 

the proposed work and the previous part is in the application of Evolutionary Algorithms 

(EAs) for CH re-configuration at the level of the network sink, to optimise residual 

energy across the all sensor nodes. Furthermore, to improve WSN task allocation a 

modified version of binary PSO , which has been proposed in [69]. In contrast to the 

previous studies on clustering and optimisation in WSNs, the proposed work considers 

important factors including enhanced clustering and transmission techniques, as well as 

load balancing among multiple sinks (rather than only in CHs), especially for M2M 

technologies and IoT networks. 

2.6 What is Software Defined Network (SDN) 

Software Defined Network (SDN) architecture consists of three layers: (i) the 

Infrastructure Layer (data plane), (ii) the Control Layer (control plane) and (iii) the 

Application Layer [70]. The SDN’s layers can logically be presented as follows: 

 

 

 

The Infrastructure Layer: It is also known as the data plane, and consists of the 

forwarding elements (e.g. switches and routers) of the network. This layer also has the 
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task of monitoring local information and traffic statistics obtained from the switches and 

routers [71].  

The control layer: It is a software logic that provides forwarding rules for the 

infrastructure elements, and defines the network operation and routing. Some refer to 

this logically centralised control unit as the Networking Operating System (NOS) [19]. 

The separation of data and control planes allows a network operator to control the 

network behaviour using a single high-level program.  

The Application Layer: It handles the monitoring applications that can introduce new 

features to the network to improve security, manageability, and forwarding schemes.  

The communication between the SDN layers is called the southbound and northbound 

interfaces. The connection between the Control layer and Infrastructure Layer is the 

southbound interface, which most often uses the OpenFlow standard, the most common 

data network standard today [72]. The task of the southbound interface is to bridge 

control and forwarding elements through a well-defined interface. Other standard used 

in the southbound interface are the Forwarding and Control Element Separation 

(ForCES) framework [73] [74]. The northbound interface is located between the Control 

Layer and Application Layer which is such a centralised coordinator unit and based on 

simple operating system principles. It allows for fine-tuned control over the switches 

and permits the applications and overall management system to program the network 

according to the services required. 

2.6.1 Benefits of SDN Implementation 

 SDN implementation significantly reduces network complexity and improves the 

flexibility of mobility support and scalability. This is mainly due to the separation of the 

data plane from the control plane, and the simplification of implementing new 

applications in the network. Another benefit achieved by using SDN is related to the 

capability of SDN in providing resource management. With SDN implementation, 

different applications can share the same network infrastructure. The control unit 

administrates all applications' access to the forwarding element. This is feasible because 

the controller has a global view of the information carried by the network, and knows 

the requirements of various applications [74]. Therefore, the SDN allows applications to 
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have precedence over the conventional routing policies. This makes policy decisions 

across the network more consistent and effective, and also provides a more flexible way 

to implement new network functionalities. In summary, these benefits simplify 

modification of the network policies. They keep high-level policies intact by using a 

control program which reacts to changes in the network state. Finally, because of the 

centralised controller's knowledge of the network state, the development of networking 

applications, functions, and services are significantly simplified [75].  

2.6.2 What Is SDN-WISE 

To meet all IoT application necessities, most of the studies analyses for WSN are based 

on the SDN.  Most of the proposals that considered for solving the main issues are 

related to the important flow table implementation. However, the devices or network 

issues are most things to focus on. That is why  the main reason for an efficient 

monitoring on network elements is required and is the core objective of IoT [75]. A full 

description of SDN in WSN as a prototype and design was presented in [27]. The 

existing works discussed in this section for SDN in WSN takes different paths. Some 

are related to SDN in WSN as a programmable part and the others are related to the 

power consumption models in SDN. All are based on the concept of implanting SDN in 

WSN.  

A. Related Work to SDN-WISE as a Programmable Part 

SDN design philosophies in WSN can be logically divided into three groups. First 

group is sensor OpenFlow and its extension of SDN-WISE. The sensor OpenFlow is the 

architecture that virtually enables multi-application environments within a single 

physical network infrastructure. This design aims to provide compatibility between 

multiple suppliers and simplifies protocol evolution. This philosophy is focused on 

adaptation of OpenFlow architecture to WSN needs [76].  

However, SDN-WISE is the extended version of Sensor OpenFlow, developed to 

reduce energy consumption by using software-implemented data aggregation and duty-

cycling. The power consumption optimisation and multi-tasking support in the Sensor 

OpenFlow architecture can also be achieved by the implementation of a decoupled 

centralised control plane.  
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Task distribution between control and data planes is employed in the second group of 

architectures to achieve minimal energy consumption without significant performance 

degradation [26].  The second group of architectures includes Software-Defined 

Wireless Networking (SDWN) and its extension of smart sensors based on SDN , 

whose main goal is to optimise energy usage through task distribution between the 

control and data planes [77]. In the third group, data management and interaction 

between data and control planes are realised using hierarchical designs. All the above 

studies in SDN of WSN will be discussed in more detail. 

Several schemes are also proposed in the context of SDN in WSNs, which address 

different challenges involved in the programmable sensor nodes. 

A novel SDN over WSN is named Soft-WSN  architecture, with sensor nodes based on 

programmable transceivers has recently been proposed by [77]. Depending on the 

environmental conditions, the transceiver switches between adequate radio 

communication channels and standards in order to optimise the network performance as 

NQoS. Therefore, this approach is capable to address different WSN communication 

issues in the presence of diverse transmission media.  

 In [78], the authors propose a software defined sensor network, it is based on a 

framework in which each node is embedded with multiple sensor nodes. The scheme 

showed that the energy consumption in sensor nodes can be reduced by embedding each 

node with several nodes, which are controlled by the centralised controller.   

A flow-table implementation mechanism in sensor networks (Sensor OpenFlow) is 

propose in [76], in which the forwarding rule is defined by a centralised controller. The 

SDN concepts are useful to WSN to improve the network performance. The 

implementation of forwarding rules is based on two aspects: compact network-unique 

address and concatenated attribute-value pairs. Depending on the application, either the 

sensor node or IoT service application data, which are compared with the flow table to 

make the decision, such as whether to forward or drop the packet. Thus, based on the 

application-specific requirements, forwarding rules can be deployed in the network. 

In order to reduce information exchange between controller and the sensor nodes, [27] 

proposed a solution concept for Soft-WSN and is called SDN-WISE. In this design, 
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stateful processes are achieved at the sensor nodes, which are therefore able to adopt 

adequate procedures (earlier defined by the controller) without referring the controller 

every time, when needed. Therefore, the proposed scheme reduces the message 

overhead and energy consumption in the network. Furthermore, in this approach the 

sink node acts as a gateway between sensor nodes and the controller. This supports data 

aggregation and radio duty cycling, allowing a periodic radio turn-off to improve energy 

efficiency. It implements a stateful approach by encoding different features within the 

data structure, such as WISE state array, accepted IDs, and WISE flow table. The main 

limitation of SDN-WISE is the necessity to collect data and interact with the controller 

through the same sink node. This results in an increase of collisions of data collecting 

routes, as control channels are sharing the same communication channel. This is related 

to the work described in this thesis where the prototype and constant values are the key 

factors when considering the payload size and Transmission Time Interval for control 

signalling periods in constructing a power model. 

B. Related Work to Power Consumption Model for SDN-WISE  

The energy consumption of transmission equipment represents a significant fraction of 

capital expenditure (CapEx) tackled by service providers and data centre operators. 

SDN is a fresh network philosophy which aims to improve traffic on multiple layers, 

from Ethernet to the top of the network and above. Consequently, SDN is a strong 

platform that can be applied to different networks [78]. Despite this, the problem of 

energy used in devices, sub-systems, and systems used to paradigm SDN networks 

including control signalling, has not been studied in detail and how it effect on the QoS 

network. 

In [79], the author considers the advantage of SDN by allowing the control node to 

collect important information from the sensors, based on hop counting local information 

related to traffic, meaning that decisions regarding the flow path are taken by the 

controller.  

In [80], the authors compared the power consumption of SDN OpenFlow and Open 

vSwitch running on server grade hardware, using numerical modelling and experimental 

results. The effect of traffic and configuration management on power consumption was 
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estimated. The authors presented a numerical model that can be used to evaluate the 

power consumption of various network structures and totals of traffic in wired SDN.   

In this part of the chapter, which is related to SDN, serves the purpose of providing an 

insight into the earlier literature studies and how each related work contributes towards 

shaping WSN in SDN. It also proposes a power model and addresses the problem of 

explaining and outlining the required parts and the extra control signalling and data 

traffic of the WSN design based on SDN (SDN-WISE). It then illustrates the SDN 

approach in WSN (and also in the IoT domain) and shows how a logically centralised 

controller helps to manage a massive amount of data on a large scale. The existing 

literature is concentrated on challenges related either to sensor nodes or to flow table 

implementation, both the device-specific and network-specific problems should be 

manage in an effectual manner, to provide better observation of physical objects and 

improving the NQoS and AQoS to the IoT users.  

2.7 Summary 

Minimising energy consumption is a key focus for researchers, and this has been 

extensively investigated. This chapter has provided an overview for the essential 

fundamentals related to the all thesis work. Moreover, for supporting a clear discussion 

of these techniques in many studies that have worked towards reducing the energy 

consumption as well as the complexity of the system management.  

Some studies concentrated on enhancing the energy efficiency of the system. There are 

many proposed ideas for clustering routing protocol, with different schemes of electing 

CHs. However, these approaches do not consider the most important aspects together 

with sophisticated sensing field. As a result, there is still a need for algorithms to reduce 

the energy consumption and adapt according to a system’s requirements.  

Currently, most protocols operate under the assumption that activity periods are static, 

which simplifies the network control but results in either an increase in latency or 

maximising power consumption. Some models, however, address both latency and 

power consumption but do not consider the structure and the requirements of system 

model, as well as taking into consideration the fact that the energy of an active node is 

related to its mathematical function for decision-making.  
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In addition, minimising the standard deviation of the CH load is the objective function, 

which provides an even sharing of the load for each cluster. Prior works are reviewed 

based on a metaheuristic perspective approaches that concentrate on CHs overloaded or 

on the residual energy without considering the overloaded sinks, which has direct effect 

on the IoT applications.  

In fact, some research scenarios are investigated for SDN in WSN to meet the QoS for 

IoT, but all of them focus on infrastructure networks issues to deal with it 

programmable more than analyse the power consumption effective by adding theses 

extra signalling. In the past a large number of solutions have investigated the topic of 

QoS support in WSNs but none of them investigates a software-defined approach. There 

are two major challenges in previous work. Firstly, earlier power consumption models 

were designed for wired networks and did not consider issues specific to WSNs, which 

use radio communication channels. Secondly, other models covered specific parts of 

SDN in WSN but did not include power consumption calculations for the whole 

network. This thesis is dedicated to SDN-WISE architecture as power consumption 

model for application-aware service provisioning. 
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Chapter 3 An Architecture for 

M2M MLCMS with an Adaptive 

Sleep Mode based on 6LoWPAN
1 

 

3.1 Introduction 

 

M2M wireless communication is the key to implementing sophisticated connections 

between machines. Energy consumption and a shortfall in IP addresses are critical 

issues in M2M based on IoT. 

Minimising energy consumption is a main focus for researchers, and this has been 

extensively investigated. As energy consumption is one of the main obstacles to 

improve the technology especially, when a long lifetime network is required. One 

method for doing so is energy efficient transmission protocols for wireless M2M sensor 

networks, which are categorised into hierarchal routing, based on clustering types [21].  

Consequently, energy efficient hierarchy routing protocol for WSN is presented based 

on clustering, which provides a platform for controlling M2M networks and prolonging 

the lifetime of the system. This clustering protocol form lessens energy consumption by 

aggregating multiple sensed data, which are then transmitted to the sink node [81] . 

Furthermore, multiple sinks allow for more uniform energy consumption traffic 

configurations across the network [82]. In addition, it permits sharing of the 

communication channel of M2M network in a multilevel arrangement and is thus an 

efficient way of reducing energy consumption. Another method is used to reduce the 

energy consumption is minimising the activity of transceiver. To this end, an adaptive 

sleep mode approach is used. As well as, the IPv6 protocol over Low Wireless Personal 

Area Networks (6LoWPAN) is implemented to fill the gaps of IP addresses as the 

proposed model is based on IoT. 

                                                 
1   A part of this Chapter is published in IEEE Sensor Journal [22] and part of it “Adaptive Sleep mode”, is published as a book 

Chapter in Springer. 
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This chapter promotes a M2MWSN energy efficiency routing protocol for fixed 

infrastructure called Multi-Level Clustering Multiple Sink (MLCMS) and an adaptive 

sleep mode based on 6LoWPAN. A part of this work is published in [83], IEEE 

conference and the second part is accepted as a book chapter in Springer. This is 

undertaken in two steps:  

Firstly, a MLCMS with 6LoWPAN is presented in a fixed infrastructure network. The 

proposed (MLCMS) model is presented for enhancing the lifetime of a network through 

a special network structure. The sensor field is divided into quarters with different levels 

of CHs, depending on a formula for electing CHs for each level. Moreover, two 

beneficial location sinks are located in the system model.  

Since, the proposed model is based on IoT concept, so the main reason for designing 

6LoWPAN is to pave the way for IoT. That reasons for constructing 6LoWPAN is to 

fill the IPs shortage gap, improve the quality of the data transmission by reducing 

packet losses and to provide more flexibility. Moreover, it impacts on the performance 

of MLCMS by increasing the packets received. In particular, 6LoWPAN has been 

playing an important role in extending number of packets received. 

Secondly, an adaptive sleep mode scheme is presented, for enhancing the efficiency of 

power consumption with respect to the delay reduction. Subsequently, inefficient energy 

consumption caused by nodes being active all the time is tackled by using an adaptive 

sleep mode solution to maintain high levels of network performance. A sleep mode is 

defined as where some of the nodes go to sleep voluntarily to save power.  This 

approach is based on a CH’s residual energy for managing the active time period and is 

implemented for fixed infrastructure network which have periodic information. The 

performance of the MLCMS protocol is evaluated with and without the adaptive sleep 

mode algorithm.  

This chapter is organised as follows: Section 3.2 presents the problem statement, whilst 

Section 3.3 explains the system model architecture and cluster head electing. It also 

describes the 6LoWPAN standard and the energy model employed. The adaptive sleep 

mode approach is presented in Section 3.4. The results of the proposed model when 
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compared with other protocols are presented and discussed in Section 3.5. Summary 

remarks are provided in Section 3.6. 

 

3.2  Problem Statement 

There are many challenges related to WSN that need to be focused on to find suitable 

solutions, which are summarised in Figure 3.1 and outlined below.  

 Firstly, energy consumption is critical when designing a wireless M2M sensor 

network; the sensor nodes need to be self-governing with small batteries that last for 

several months or even years, since replacing batteries for a large number of devices 

is impractical in distant or unfavourable environments [84]. 

  Secondly, sink node isolation has been noted as a direct result of energy 

consumption imbalances in WSNs, referred to as a hotspot or energy hole problem, 

and energy is the most crucial resource [9].  

 Thirdly, apart from energy efficiency, there is the demand for more IPs address. 

 Finally, power being consumed unnecessarily by nodes being active all the time is 

considered as a critical issue in WSN energy efficiency and main cause of 

minimising the network lifetime of network. 

Problem 1 

Limited Energy

Problems in M2M WSN

An Adaptive Sleep 
Mode

Solution 1

An Efficient 
Routing Protocol 

(MLCMS)

Solution 2

 

 

 

     Figure  3.1 Problem statement and solution in M2M WSN 
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3.3  Proposed Model of MLCMS Routing Protocol Based On 

6LoWPAN  

The proposed M2M routing protocol for WSN is a MLCMS based on 6LoWPAN, for 

enhancing the lifetime of a network through a special structure. The sensor field is 

divided into quarters and levels of (CHs) with two sinks. The performance of the 

MLCMS protocol is evaluated and compared with the LEACH protocol and M-

LEACH. In this section, two schemes for an energy efficient routing protocol in a fixed 

infrastructure are proposed as follows. 

 

 MLCMS with 6LoWPAN is promoted according to a mathematical function for 

selecting CHs, which considers all the important aspects for electing CHs and this 

will help facilitate prolonging the lifespan of those selected. That is, the approach 

and the parameters selected for electing the CHs play important roles in prolonging 

the network lifetime.  

 An adaptive sleep mode scheme as a solution for maintaining high levels of energy 

efficiency and delay reduction.  

 

3.3.1 Network Architecture 

A fixed infrastructure for a network is modelled by a graph G = (𝐍𝐧, 𝐕) , where  𝐍𝐧 is 

the set of sensor nodes and V=  {(𝐮, 𝐧) ⊂ 𝐧 𝐃(𝐮, 𝐧)⁄ ≤ 𝐑}  represents the wireless 

communication between nodes. R is the transmission range, and D(u,n) is the distance 

between node u and n. A hierarchical network, in which a sensor field is logically 

divided into quarters, with levels of CHs in each one. Each CH has a related sink, a CH 

and the remaining components are the ordinary sensor nodes. 

 In the proposed work the sensing is divided by (4) just a prototype to examine the 

proposed routing protocol (MLCMS) on multi-layers network structure and it can be 

divided by 6 or 8 according to size of the network area and number of sinks. 

 

It is assumed that n a sensor node in an (N×N) sensing field, which is considered the 

size of the sensing network used, as shown in Figure 3.2. The proposed network model 

contains the following elements: 
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 The nodes: Distributed randomly such that coordinate (x,y) position for each will 

not provide uniform distribution.  

 Two stationary sinks: One is located in the middle of the left side 

( (1 4) N⁄ , (1 2) N⁄ ) and the other is in the middle of the right side 

((3 4) N⁄ ,(1 2⁄ ) N), as shown in Figure 3.3. 

 The transmission range of the sensing field: Each quarter is divided into three 

levels horizontally. At each level, there is a maximum transmission range (TR), 

which is the diagonal length of the level, as shown in Figure 3.2.  Depending on the 

probability of farthest node in each level as in Equations (3.1), (3.2) and (3.3).  In 

other words, The CHs region, i.e. the transmission range, is based on the longest 

distance between the CH and farthest node in each level.  Nodes that are beyond this 

TR are unable to connect with the CHs, whereas those within this range of the level 

use TR to transmit their parameters (residual energy, number of neighbours and 

distance to sink) so that they might themselves become the new CH, and once 

chosen, the other nodes will send data to it. 

   The maximum T.Rs are formulated below: 

The transmission range of cluster head to node (T.R of CH-to-Node) is: 

𝐇𝐂𝐇−𝐍𝐨𝐝𝐞=√(𝒂)𝟐 + (𝒃)𝟐                                                                             (3.1) 

The TR of CH-to-CH is: 

𝐇𝐂𝐇−𝐂𝐇=√(𝐚)𝟐 + (𝟐 ∗ 𝐛)𝟐                                                                           (3.2) 

The TR of CH or Nodes-to-Sink is: 

𝐇𝐂𝐇−𝐒𝐢𝐧𝐤 = √(𝟎. 𝟓 ∗ 𝐚)𝟐 + (𝟑 ∗ 𝐛)𝟐                                                            (3.3) 
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Figure  3.2 System model 

 

 

Figure ‎3.3 The Network model using the NetAnim animation tool in NS3 

3.3.2 Cluster Head Selection and Formation 

The main objective of forming a CH is enhancing the energy efficiency of the system by 

considering the important parameters that can improve the energy consumption, as well 

as rotating the CHs. The CH selection procedure is based on a mathematical function, as 

shown in Equation (3.4), where the node in each level with maximum weight will be 

          

Normal Node 
Cluster Head Node 
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selected as the CH according to three parameters: residual energy, degree and distance 

to sink.  

Residual Energy: is an essential parameter in WSN, for when a node has low residual 

energy means it does not have the capability of transmitting any data to the destination, 

especially if the distance between the node and the receiver is quite far. Many 

researchers have considered the residual energy parameter during the phase of electing 

the CHs to decrease the probability of them dying fast and thus, impact positively on 

network lifespan performance. In the beginning, all sensor nodes in the system have the 

same amount of energy and this value is known as the initial energy, as entered in table 

3.2 [85]. The residual energy is the battery level and taking into consideration the 

consumed energy in the process. It is measured by taking away the total energy spent by 

each node from its initial energy [86].  

 

Degree: this refers to the number of node’s neighbours, which are defined as one hop 

nodes. Many studies have chosen the degree of the node as one of the parameters in 

selecting CH to enhance the stability of the system, as it will be increased by highest 

number of neighbours to the selected CH.  

 

The distance between nodes and the sink: This characteristic is considered an 

essential part of selecting CHs as the transmission power is influenced by the distance 

between the source and destination. Consequently, when the number of hop is small this 

will minimise the energy consumption [87].  

The operation of MLCMS routing protocol is divided into two parts in each round, 

which are the set-up and steady-state phases. 

 

A. Set-up Phase 

The proposed approach involves building a hierarchical structure with a sophisticated 

CH distribution. The selection of the CHs in each quarter is considered as the set-up 

phase, which involves the central node or that nearest to the centre for each of the three 

levels in each quarter, initially sending a Hello message to all the nodes at the same 

level, as shown in Figure 3.3. Only those within the T.R can receive the message and 

hence, send their information regarding residual energy, number of neighbours and their 
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position (x, y). In this phase, the node with the highest weight is elected as the CH. The 

weight of the node is calculated by Equation (3.4), which takes the residual energy, the 

number of neighbours and the distance to the sink into account. Thus, more balanced 

clusters regarding energy are generated and the position of the two nodes with the 

maximum W(n) are then selected as the CHs of this level. These CHs are uniformly 

distributed to prevent them from being too close to each other, as shown in Figure 3.3. 

Then, the elected CHs broadcast their election to the rest of the nodes by sending an 

INVITE message. The nodes within their transmission range will receive the INVITE 

message and will measure the signal strength to join the CH that has the strongest 

signal. Furthermore, the CH’s energy is checked regularly, and if it is less than 25% of 

its residual energy, it should be changed. Where, 25% of the residual energy is 

considered as a reasonable minimum for a CH to successfully perform operations such 

as information collection from its connected nodes or other CHs, transmission to other 

CHs or sink, and electing a new CH. Moreover, 25% of the CH residual energy is 

selected to allow graceful reduction of network lifetime rather than abrupt fall in 

network lifespan and CH failures.  

 

The new CHs for each level will be selected by the old CH sending a request to all 

related nodes for information required to calculate W(n). The one that has maximum 

will be awarded the role of new CH for that level, depending on Equation (3.4). The CH 

must have the highest residual energy to be able to manage the intra-cluster (the 

communication between the node with its CH) and inter-cluster communications (the 

communication between CH to CH). To minimise the consumed energy in such 

communication, the nearest node to the sink is selected as the CH. 

𝐖(𝐧) = 𝝕𝟏𝐄(𝐧) + 𝝕𝟐𝐃𝐞𝐠(𝐧) − 𝝕𝟑𝐃(𝐧)                                                              (3.4) 

0≤ 𝛡𝟏, 𝛡𝟐, 𝛡𝟑 ≤ 𝟏 

𝛡𝟏 + 𝛡𝟐 + 𝛡𝟑 = 𝟏  

Where W(n) is the ratio weight of each nodes, ϖ1, ϖ2, ϖ3 are the effect factors, E(n) is 

the residual energy of node n,  Deg(n) is the number of neighbours of node n and 

the D(n, s) is the distance between node n and the sink. 

𝐄(𝐧) = 𝐄𝐢𝐧(𝐧) − 𝐄𝐓𝐂(𝒏)                                                                                 (3.5) 
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E(n) is the residual energy, ETC(𝑛) is the total consumed energy of node n and Ein(n) 

is the initial energy of node n. 

𝐃(𝐧, 𝐒) = √(𝐗𝟐 − 𝐗𝟏)𝟐 + (𝐘𝟐 − 𝐘𝟏)𝟐                                                           (3.6) 

where, (X,Y) is the coordinator for the node (n) and the sink (s). 

 

The priority levels or weights selected for Equation (3.4) are based on the Rank Order 

Centroid (ROC) method [88]. The ROC is a simple method of assigning weights to a 

number of functions, ranked according to their priority or importance. The priority of 

each function is taken as an input and converted into its weight. The conversion is made 

by Equation (3.7): 

𝛡𝐢 = (
𝟏

𝐅
) ∑

𝟏

𝐧

𝐅
𝐧=𝐢                                                                                     (3.7)     

Where, F is the number of functions (E(n), Deg(n)and D(n, s)) and ϖi is the weight of 

the ith function. E(n), ranked first, is weighted as (1 1 +⁄ 1 2 + 1 3⁄⁄ ) 3 = 0.6⁄ , Deg(n), 

ranked second, is weighted as (1 2 + 1 3⁄⁄ ) 3 = 0.3⁄  and D(n), ranked third, is 

weighted as (1 3⁄ ) 3 = 0.1⁄  . The CHs selection phase is described in Algorithm 3.1 

based on the parameters in Table 3.1. 

Table  3.1 Parameter Definitions used in Algorithm1 

Parameters Definition 

Nn Number of nodes 

D(n,s) Distance between n and its sink(s) 

Deg(n) Number of neighbours of one hop 

W(n) Ratio wight of node n 

State of n State of n: “CH” or “NN” 

CH Cluster head 

NN Normal node 

Lv Level                     

E(n) Residual energy 

Ein(n) Initial energy 

ETc(n) Total consumed energy 
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Algorithm 3.1  CHs election phase  

Step1. In each Level(Lv) centered node send ’hello’ message to all nodes within T.R. 

 

Step 2. Find the degree of each node  

Deg(n) = Number of one hop neighbors 

 

Step 3. Calculate the residual energy E(n). 

E(n) = Ein(n) − ETC(n)  

 

Step 4. Calculate the distance to the sink. 

D (n) = √(X2 − X1)2 + (Y2 − Y1)2 

 

Step 5. Calculate the weight. 

W(n) = 𝜛1E(n) + 𝜛2Deg(n) − 𝜛3D(n)     

                               

Step 6.  Find the biggest in this Lv. 

W (n) = biggest W (Lv)  

 

Step 7. state(n) = CH  

 

send cluster head_elected 

      OR  

state(n) = NN 

send cluster head_accepted 

 

 

 

B. Steady-State Phase 

The second phase is the steady-state phase when the CHs are formed and each node 

starts to send its sensed data to them. The CHs aggregate the received data and forward 

the information to the sink. One crucial factor of the model is that the CH at level three 

in each quarter cannot connect directly to a sink.  It should be attached to the CH in 

level two, but if there is no CH at this level, it can connect to the nearest CH and if not, 

then it will send directly to a sink. Hence, this is a proposal for a multi-level clustering 

(CH to CH and then to a sink), which involves some CHs being far from a sink, but still 

being able to send their data to a faraway sink, thereby linking CHs on multiple levels 
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without losing excessive amounts of energy. In addition, there is a particular technique 

for sending data from the CHs to the sinks, which depends on the priority of the farthest 

CH. 

The clustering method proposed in the MLCMS protocol has many advantages. An 

important benefit is that the CHs are located in a more uniform way, which leads them 

to comparing favourably with the probabilistic deployment in other routing protocols, 

which is, in fact, more suitable for large-scale networks. Moreover, it can prolong the 

network lifetime. Also, there is the flexibility of scalability in extending the size of the 

network by increasing the number of levels in the same way. 

 

3.3.3 Energy Consumption Model 

The proposed model is based on energy model in [89] [23], but with many changes 

according to the MLCMS algorithm. The model is based on free space (d2) or multi-

path fading (d4 ) channels being employed depending on the distance between the 

sender and receiver. If the distance is less than the threshold ( d°), then the model of free 

space is used, otherwise the adopted model will be the multipath space. In the given 

model,  ETX of energy is consumed by each sensor node to transmit an L-bits packet, 

which is the length of the packet over distance d, this being the distance between the 

transmitter and receiver.  

In this model, the electronic energy  E elec  is the energy dissipated per bit to run the 

transmitter or the receiver circuit, where  εfs and   εmp represent the transmitter 

amplifier’s efficiency of channel conditions. For d ≤  d°, εfs is used to represent the 

free space conditions, while εmp  reflects longer distance affected by multi-path fading 

[90]  [91]. However, in the MLCMS model the values of εfs  and  εmp are changed 

according to the nature of the transmission, which depends on the transmission range of 

the proposed model as in Equations (3.1), (3.2) and (3.3).  The cluster-based network 

can take three forms: inter-cluster transmission (CH-to-CH); intra-cluster transmission 

(cluster member-to-CH); and CH-to-sink transmission, based on [89] with respect to the 

MLCMS infrastructure requirements.  

The energy dissipated for transmission one packet over distance d between nodes is 

formulated by: 
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𝐄𝐓𝐗(𝐋, 𝐝) = {
𝐋 ∗ 𝐄𝐞𝐥𝐞𝐜 + 𝐋 ∗ 𝛆𝐟𝐬 ∗ 𝐝𝟐, 𝐝 ≤  𝐝°

𝐋 ∗ 𝐄𝐞𝐥𝐞𝐜 + 𝐋 ∗ 𝛆𝐦𝐩 ∗ 𝐝𝟒, 𝐝 >  𝐝°




where: 

𝐝𝟎 = √
𝛆𝐟𝐬

𝛆𝐦𝐩


 

The energy that is consumed by the receiving packet is: 

 

𝐄𝐑𝐗(𝐋) =L*𝐄 𝐞𝐥𝐞𝐜



The value of εfs and εmpin the equation is according to the transmission forms and if it 

is CH-to-sink these values will be the same, as shown in Table 3.2 for simulation 

parameters. 

Whereas for transmitting cluster member-to-CH the   εfs1  and εmp1 will be used as 

below: 

𝛆𝐟𝐬𝟏=
𝛆𝐟𝐬

𝐊




𝛆𝐦𝐩𝟏=
𝛆𝐦𝐩

𝐊
                                                                                                                               

 

Where:  

𝐊 =
𝐇𝐂𝐇−𝐒𝐢𝐧𝐤

 𝐇𝐂𝐇−𝐍𝐨𝐝𝐞
                                                                                                                         

While for transmitting CH-to-CH, εfs2 and  εmp2 will be used as below: 

 

𝛆𝐟𝒔𝟐= 
𝛆𝐟𝐬

𝐂




𝛆𝐦𝐩𝟐= 
𝛆𝐦𝐩

𝐂


 

Where: 

𝐂 =  
𝐇𝐂𝐇−𝐒𝐢𝐧𝐤

 𝐇𝐂𝐇−𝐂𝐇
                                                                                                                          

 

In the proposed work, when the transmission between nodes is initiated, then the energy 

equation will be used depending on the conditions above.  
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3.3.4 Construction of 6LoWPAN over MLCMS  

6LoWPAN networks are connected to the Internet through the 6BR (6LoWPAN 

Border Router) [11]. Most hierarchical networks use a routing protocol based on IEEE 

802.15.4, but this lacks the extension of IPs. Low power and short range wireless 

communication technologies have an important role in the efficiency of network 

communication and these technologies are commonly adopted in WSN and M2M 

systems. Given the lack of IP addresses and the need to overcome this, it has been 

demonstrated that 6LoWPAN can lessen power consumption and compress the size of 

the packets [11]. Moreover various IETF Working Groups have been facilitating the 

integration of low-power wireless networks into the Internet and defining a complete IoT 

stack for WSN [41]. The aim of using 6LoWPAN is to overcome the shortage of IP 

addresses. Moreover, it allows for dynamic short addresses capabilities, which involve 

the assumption that the routing protocol occurs in the adaptation layer.  In addition, using 

6LoWPAN provides more opportunities for M2M services, with better packet 

transmission quality and reduced packet loss. The main advantage of 6LoWPAN is the 

adaptation layer, which involves using stacking of headers, as well as adding the 

definition of encapsulation header stack in front of IPv6 datagram. 

 

3.4  Proposed MLCMS with an Adaptive Sleep Mode Scheme 

Based on the same structure and energy model that have been described in the previous 

sections, a method to enhance the lifetime of an M2M WSN by improving its energy 

efficiency is proposed. To prolong the network lifespan, some sleep scheduling methods 

are always employed in WSNs. There are many ways to meet the requirements of an 

effective sleep mode in terms of how and when the nodes are scheduled to be active or 

sleep. The main aim is to maximise the energy efficiency by controlling the supply 

power according to the requirements. In this section, an adaptive sleep mode based on 

an independent sleep/awakeup protocol for scheduling the scheme is proposed. 

 

The scheme is aimed at scenarios where sensor nodes, which have periodic information, 

are monitoring the state of the environment.  That is, the proposed hierarchy clustering 

topology architecture MLCMS with 6LoWPAN includes the addition of an adaptive 

sleep mode to extend the lifetime of the system. During the entire functional cycle after 
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electing the CHs, the MLCMS model divides the time period for time active (𝐓𝐚𝐜𝐭𝐢𝐯𝐞), 

which is the active time period of each level according to the multi-level clustering. 

This makes the CHs at each level active for specific periods of time 𝐓𝐚𝐜𝐭𝐢𝐯𝐞, and the 

overlapping in 𝐓𝐚𝐜𝐭𝐢𝐯𝐞 between the levels of CHs is such that on one or two levels their 

CHs are awake at the same, as shown in Figure 3.4. This adaptive sleep method extends 

the lifetime of the system as well as minimising the delay in transmission. Energy 

conservation is generally addressed in two ways: 

(1) Alternating the nodes between sleep and active modes in an optimal manner. 

(2) Efficient trade-off between energy consumption and connectivity through effective 

control of transmission power. 

The CHs sleep along with its nodes for some duration of time, to reduce the level of 

contention among the nodes. Hence, the probability of collision (which is usually 

associated with wasted power as the node needs to retransmit the collided packet again) 

is reduced and is reflected into a significant reduction in the end to end delay. An 

effective process of adaptive scheduling to maximise energy saving is the use of sleep 

and active modes amongst the sensor nodes. Scheduling of these two modes is initiated 

immediately after CHs have been created (one or two CHs in each level). 

  

Setting 𝐓𝐚𝐜𝐭𝐢𝐯𝐞 for each level and the length of active period for each CH in this level 

depends on a mathematical function that considers the CHs’ residual energy. For 

instance, the CH with the greatest residual energy will be active for more time than 

those with less energy, while if there is just one CH in the level then the active time for 

this CH will be same as the 𝐓𝐚𝐜𝐭𝐢𝐯𝐞, as the active time of the level. This CH is kept 

active with its nodes until the period of activation is finished, it will fall into a sleep 

mode. Any active CH needs to identify the nodes related to it to be active at particular 

time. This will be communicated through a WORK message from the CH to its nodes. 

Also, the CH sends a SLEEP message to all the other nodes, telling them to be inactive 

in the next period scheduled in the adaptive sleep mode scheme.  

The protocol is aimed at data collection applications (e.g. for monitoring purposes, 

where the sensor nodes need to report to a sink node periodically same information) and 

compared to others, it has two distinct advantages. First, because it is not linked to a 

specific MAC protocol, it is applicable to a range of sensor platforms. Second, it can 
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quickly adjust the sleep/active patterns to suit variations in network conditions, e.g. 

changes in traffic demand, network congestion etc.), thus leading to improvement in 

energy resources deployment. Thorough simulation analysis, the outcomes show that 

owing to the injected flexibility, adaptive sleep mode performs better than the original 

scheme of MLCMS without it in relation to energy efficiency, message latency and 

prolonging system lifespan. Moreover, the adaptive sleep mode approach has several 

other strengths. Based on the CH location in the clustering routing protocol it suggests 

the schedules of the nodes. This helps to minimise the latency also when the nodes are 

sleeping for most of the time and thus, reduces energy consumption. In the promoted 

algorithm, the active period of each CH with its nodes is adjusted to keep the idea of 

multi-level clustering by considered the overlapping in time between CH levels and the 

operating conditions experienced by those nodes. The adaptive sleep mode is capable of 

adjusting the network topology and external conditions.  

Consequently, the sleep adapted protocol emerges as offering a substantial 

improvement in monitoring, thereby making the long-term deployment of WSNs more 

likely. This adaptive sleep approach not only maximises the energy efficiency, but also 

minimises the latency with respect to the fixed structure of the algorithm scheme. In 

addition, providing different lengths of active period for CHs in same level based on 

their residual energy, impacts positively on the lifetime of the network. A CH with high 

residual energy will have a longer active period time as one at the same level with less 

energy. Moreover, these CHs will be active with their nodes such that those on same 

level will be active at different times, which will decrease the number of collisions.  

The adaptive sleep mode scheme depends on mathematical formulas to decide the active 

time for each CH in each level, these formulas are following: 

𝛂 =
𝐄(𝐧)

∑ 𝐄(𝐧)𝐂𝐇
𝐧=𝟏

∗  %𝟏𝟎𝟎‎‎‎‎                                                                                (3.17) 

Where  𝛂 is the percentage value from 𝐓𝐚𝐜𝐭𝐢𝐯𝐞 to find the active time for each CH (𝐓𝐂𝐇).  

In addition, this formula is used to find the active time for the CH (𝐓𝐂𝐇)‎given as; 

𝐓𝐂𝐇= 𝛂 * 𝐓𝐚𝐜𝐭𝐢𝐯𝐞                                                                                             (3.18) 

 

 

 

The steps for summarising the adaptive sleep mode are in algorithm 3.2. 
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Algorithm 3.2  Adaptive Sleep Mode approach 

Step1.  Initialise the parameters, including time Tactive (which is the active time of 

each level) the number of CHs (n), the number of levels (Lv) and E(n) is the residual 

energy of node n according to Equation (3.5). 

 

Step 2. The sink will receive information from the CHs regarding their residual 

energy, and in some situations *( when there are two CHs in the same level), it will 

perform some computations as in Equation (3.18) to get the percentage of active time 

for each CH in same level from the total active time period Tactive regarding this 

level. However, if there is just one CH in this level then the active time for this CH 

will be equal to the Tactive, which is the active period for the level. 

 

Step 3. Calculate α, which is the percentage value of active time for each CH based 

on the formula: 

 α =
𝐄(𝐧)

∑ 𝐄(𝐧)𝐂𝐇
𝐧=𝟏

∗  %100         

                                                                                   

Step 4. Calculate the activation time for each CH at each level according to the 

formula:  

𝐓𝐂𝐇= α * 𝐓𝐚𝐜𝐭𝐢𝐯𝐞 

                                                                                              

Step 5. Sink informs each CH with their scheduling time. 

 

Step‎6. CHs broadcast the active time command to its nodes and then enter an active 

mode according to the scheduling setting.  

 

Step 7. CH informs the CHs in the level beyond and should update its scheduling 

time, if any change in CH has happened.  Moreover, the CHs exchange their time 

periodically to avoid any clock drift.  

 

Step‎ 8. When CH is changed the new elected CH should inform the sink with its 

information regarding its residual energy in order to get new scheduling settings. 

 

 

 

 

Obviously, the active CHs in each layer of each quarter in the sensing field must be 

partially overlapped to allow CHs to communicate with each other. Finally, even under 

the assumption of static nodes, changing of the network topology and traffic 

modification is still considered. The active period of the CHs and their nodes should 

thus adapt dynamically to such variations. 
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Figure  3.4 Scheduling time for an adaptive sleep mode 

  

3.5 Results and Discussion 

The NS3 is a Network Simulator for modelling different WSNs. It has been used to 

simulate the proposed M2M MLCMS algorithm by specifying its characteristics, and 

depends on the simulation parameters shown in Table 3.2. In this section, the proposed 

algorithm is compared with LEACH and M-LEACH, commonly deployed algorithms, 

in terms of their performance. Our proposal outperforms both of the latter algorithms 

regarding energy conservation and hence prolongs network life time. In addition, 

simulations are undertaken for MLCMS over 6LoWPAN with and without the adaptive 

sleep mode algorithm, thereby also addressing the efficiency of the method proposed. 

The performance indicators are network lifetime, residual energy at the end of each 

round and the total number of packets received by a sink. It should be noted that the 

sensor nodes arrangement for the model is randomly chosen, also their positioning in 

the square area, which implies that the results are independent of node location. All the 

parameters pertaining to the LEACH and M-LEACH algorithms are the same as those 

employed in Table 3.2, which also describes the parameters of the scenarios.  

 

 

 

 

 



 

56 

 

Table  3.2 Simulation Parameters and Values 

Parameter Name Value 

Number of sensor nodes (Nn) 100 

Base station locations (s) (25, 50), (75, 50) 

Length of the packet (L) 4,000 bits 

Initial energy of the sensor nodes (Ein) 0.5 J 

Energy consumption on the circuit (Eelect) 50nJ/bit 

Free space model of transmitter amplifier (Efs) 10 pJ/bit/m2 

Multi-path model of transmitter amplifier (Emp) 0.0013 pJ/bit/m4 

Network size (N*N) 100 m ×100 m 

 

The efficiency of the M2M MLCMS routing protocol and the performance of using 

6LoWPAN as well as the proposed adaptive sleep mode are considered according to the 

following characteristics. 

 

 Life time of the System  

This is the time from the beginning of the network processing until the last node is dead 

in the network. It should be noted that recharging the nodes’ batteries is impossible 

therefore, the lifetime needs to be as long as possible [15] [23]. 

 Stability  

This refers to the time interval from the beginning of the network operation until the 

first node is dead [23]. 

 Scalability  

The scalability of the system is measured according to the degree to which increasing 

the number of nodes on the same size of sensing field will decrease system 

performance.  

 End-to-End Delay  

This is the difference between the time of sending a packet from a node to the sink and 

the time that it is received at the sink.  

𝐄𝐄𝐃 = 𝐓𝐑𝐞𝐜𝐢𝐯𝐞𝐝 − 𝐓𝐓𝐫𝐚𝐧𝐬𝐦𝐢𝐭𝐭𝐞𝐝                                                                                      (3.19) 
  

In Equation (3.19),  TRecived  is the time of receiving a packet by the sink from the 

sensor node, while the time for transmitting it is represented by TTransmitted. 
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3.5.1 Performance Evaluation of MLCMS Based on the 6LoWPAN Model 

Drawing on the definition of the stability, it is clear from Figure 3.5 that for M-LEACH 

and LEACH their first node is dead before that of MLCMS, hence it has superior 

performance in terms of stability. Specifically, it shows that the first dead node of 

MLCMS is in round 1,231, whereas those for M-LEACH and LEACH die in rounds 

1,025 and 455, respectively.  MLCMS has an overwhelmingly superior performance in 

terms of extending life of the first dead node, the time when half the nodes are dead and 

the last node dying, as shown in Table 3.3.  

 

Table  3.3 Comparison of Routing Protocol Stability 

  

First Node Dead 

(Round) 

 

Half Node Dead 

(Round) 

 

Last Node Dead 

(Round) 

MLCMS 1,231 2,319 3,716 

M-LEACH 1,025 1,309 1,917 

LEACH 455 1,009 1,447 

 

Moreover, in Figure 3.5 the number of “alive” nodes across the rounds is illustrated. It 

can be seen that MLCMS lasted for 3,716 rounds, whilst LEACH and M-LEACH 

achieved 1,500 and 1,900 rounds, respectively. This is observed in the shape of the 

graphs, where a steep decrease in LEACH and M-LEACH shows where energy 

equalisation is attained.  When last node is reached, that means all nodes are depleted of 

their energy resources, leading to this quick decline. On the other hand, MLCMS shows 

a gradual decrease in the number of alive nodes, which is due to the fact that energy 

equalisation is not coordinated and some nodes run out of battery energy much more 

quickly than others. Furthermore, an early jump for LEACH and M-LEACH in number 

of active nodes is observed and sharp decrease as shown in Figure 3.5. The jump is 

because of many sensors having depleted of their energy resources.  
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                            Figure  3.5 Number of active nodes 

 

In addition, the performance of the proposed model improves the lifetime of the system 

over that of the LEACH and M-LEACH architecture, as given by percentage difference 

from the following equation: 

W =
PA−PB

PB
× 100%                                                                                      (3.20)                                                                                      

where, PA is the performance of MLCMS, and PB is the performance of the M-LEACH 

and LEACH architectures. From Equation (3.20), the improvement of the MLCMS 

model in extending the lifespan of the system over the LEACH and M-LEACH 

architecture is 147% and 93%, respectively. Clearly, the number of active nodes in 

MLCMS can extend the lifetime of the system more than the other two algorithms. A 

noticeable difference between MLCMS and both LEACH and M-LEACH is that when 

the latter two lose all their nodes, MLCMS still has some node that are functioning. To 

address the question as to which protocol is best for collecting data, the total number of 

messages each delivers throughout the lifetime of the system is calculated.  
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Another essential criterion in the routing protocol for WSN is the total number of 

packets received by a sink and this is measured for LEACH, M-LEACH and the 

proposed scheme MLCMS. In Figure 3.6, it can clearly be seen that the total number of 

packets received for MLCMS is more than the LEACH and M-LEACH protocols, 

which demonstrates that it provides the best performance in this regard.  

 

 

 

 

 

In Figure 3.7 the scalability of MLCMS with respect to same network size, namely 

100, 200, 300 nodes. This effect is illustrated for increasing number of nodes 

differently, plotting the active nodes corresponding to the rounds. It is observed that 

MLCMS have a consistently longer lifetime by increasing the number of nodes. As 

expected, lifetime decreases for algorithm since the number of nodes has been increased 

in the network because the need for forwarding more data due to increase in the number 

of nodes on each region, especially at locations closer to the sink. That means the 

scalability and stability of MLCMS algorithm. In addition, a sophisticated way of 

constructing the network model is by dividing the network into four regions that 

provides more scalability for the system as we can extend the region size symmetrically. 

Figure  3.6 Number of total packet received by sink 
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Figure ‎3.7 Number of active nodes 

The amount of data received by the base station is an important factor for quality 

analysis of any routing protocol. Figure 3.8 shows that the number of packets received 

by the sink has improved by 7% using 6LoWPAN than without using it in the data rate 

of the system. MLCMS with 6LoWPAN is marginally better than without 6LoWPAN, 

because 6LoWPAN deploys header compression, which increases the packet rate at the 

destination. 

This is achieved by installing the 6LoWPAN structure model in each sensor node of an 

M2M system and testing how this enhances performance. The aim of performance 

evaluation for the packets received is to test the basic operations and features in the 

MLCMS model when using 6LoWPAN.  
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Figure ‎3.8 Number of packets received by the sink 

 

3.5.2 Performance Evaluation of MLCMS Based on the 6LoWPAN Model with 

an Adaptive Sleep Mode  

The active time period in the proposed scheme depends on the application. Comparative 

performance is assessed when using an adaptive sleep mode with the MLCMS with 

6LoWPAN routing protocol and without using it. Clearly (see Figure 3.9 and Figure 

3.10), the results obtained from using the sleep mode technique show that it enhances 

the lifetime of the system. Furthermore, implementing the adaptive sleep mode leads an 

increase in the number of alive nodes and in the residual energy. In all aspects, the 

proposed adaptive sleep mode increases the performance of the MLCMS when 

compared to without using it. 

It is evident from these figures that the lifetime of the network is extended further and 

the network energy consumption is greatly reduced when adding the adaptive sleep 

mode rather than the alternative. Specifically, the extension of the lifetime for the 

proposed model is approximately doubled.  In Figure 3.9, the coefficient of variation of 

active node levels is plotted with respect to the round time. It shows the active nodes in 
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both models and reveals that the lifetime of the proposed model with adaptive sleep 

mode ends in round 6,100, whereas without it results in no active nodes by round 3,716.  

 

In addition, Figure 3.10 shows the residual energy levels of the sensor nodes for the 

MLCMS with adaptive sleep mode and without in terms of the length of time for the 

network. It indicates that the sensor nodes in MLCMS with adaptive sleep are used for 

improving the residual energy level. As can be clearly observed, it achieves energy 

equalisation by using adaptive sleep mode and provides better performance regarding 

energy conservation. Furthermore, after 1,500 rounds, MLCMS with the adaptive sleep 

mode nodes has significantly higher residual energy stocks compared to the sensors in 

MLCMS without it. The proposed architecture can extend the lifetime of wireless 

sensor nodes, because the MLCMS with the adaptive sleep mode is a sophisticated 

algorithm that can reduce the incidence of node death during transmission and 

reception.  

 

Figure  3.9 Number of active nodes 
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Figure  3.10 Residual energy 
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Figure  3.11 End-to-End delay 
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Furthermore, Figure 3.11 shows the expected end-to-end delay according to the rounds. 

As can be seen, the end-to-end delay decreases as the traffic load of the system is 

minimised, by considering the sleep mode periods for the CHs with their nodes in an 

adaptive way. The delay is linearly proportional to the traffic load, which means that as 

the traffic between the source and destination of consecutive forwarders increases, the 

end-to-end delay increases. This means that, the more congestion there is, the more the 

end-to-end delay.  

 

3.6 Summary  

In this chapter, a globally-converged M2M MLCMS model system is proposed using 

sensors based on the 6LoWPAN protocol. Moreover, deployment of the sink nodes with 

an optimal multiple number has been introduced based on a number of experiments. An 

energy efficient MLCMS of the M2M routing protocol has been proposed. The 

evaluation demonstrates that the energy consumption, when applying the MLCMS 

protocol is reduced compared to LEACH and M-LEACH algorithms. Simulation results 

show that the approach consumes less energy than M-LEACH and LEACH, increase 

the energy efficiency of 93% and 147%, respectively. Moreover, it not only enhances 

energy efficiency, but also the stability. By combining 6LoWPAN and an IP network 

using IPv6 addresses, the system’s data rate is increased by 7%, and higher accessibility 

to the M2M nodes and a substantial extension of the network are realised. 

Furthermore, an adaptive sleep mode for the efficient lifetime of the implemented M2M 

WSN with periodic data acquisition is introduced.  The time period of active and asleep 

CHs has been considered by adding the adaptive sleep mode scheme to the MLCMS 

algorithm. Moreover, using MLCMS with 6LoWPAN and the proposed adaptive sleep 

mode in relation to the residual energy when scheduling the timing of the sleep mode, 

doubles the lifetime of the system and increases the reduction of end-to-end delay by 

half. 
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Chapter 4 Network Performance 

Evaluation of M2M
2
 

4.1 Introduction  

Machine-to-Machine (M2M) networks are arranged hierarchically to support an energy-

efficient routing protocol for data transmission from terminal nodes to a sink node via 

cluster heads in a Wireless Sensor Network (WSN). Network congestion caused by 

heavy M2M traffic is tackled using load balancing solutions to maintain high levels of 

Network Performance (N.P). Enhancing the N.P based on MLCMS routing protocol 

(described in chapter three) is achieved through linear integer-based optimisation.  A 

Self-Organising Cluster Head to Sink Algorithm (SOCHSA) is proposed, hosting 

Discrete Particle Swarm Optimisation (DPSO) [92] and Genetic Algorithm (GA) [60] as 

Evolutionary Algorithms (EAs) to solve the N.P optimisation problem. N.P is measured 

based on Key Performance Indicators (KPIs) for load fairness and average ratio residual 

network energy. The SOCHSA algorithm is tested by two benchmark problems with 

two and three sinks. DPSO and GA are compared with the Exhaustive Search (ES) 

algorithm to analyse their performances for each benchmark problem. 

The objective of this chapter is to improve N.P by applying a load balancing technique 

for M2M networks with the aim to achieve a high average residual energy amongst the 

nodes. In order to meet the N.P. requirements of M2M, we introduce an optimal 

reconfiguration of the network solution that involves a traffic-aware load balancing 

mechanism, thereby improving energy efficiency. 

 The main contribution of this chapter is to present an efficient model for proper CH to 

sinks mapping as an approach to achieve an optimal network structure by solving a load 

balancing and residual energy problem, which in  turn

                                                 
2 This Chapter is published in IEEE Sensor Journal, Aug 2017 [22]. 
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maximise the N.P. In addition, an MLCMS protocol is presented to control CH-Sink 

and Node-CH transmission techniques so as to enhance network lifetime. The 

transmission between the CHs and sinks is dynamically adjusted by proper CH 

assignment to sinks via an intelligent algorithm. Enhancement of the N.P. in terms of 

reliability and lifetime can be achieved by the CH selecting a sink through applying an 

optimisation algorithm rather than the nearest sink to communicate. CH-sink allocation 

is achieved by formulating a linear integer-based optimisation problem with 

constraints. Two evolutionary algorithms, i.e. GA and DPSO, are considered for 

solving the optimisation problem. 

 

A self-organised network (SON) is proposed and is formulated as a linear integer-based 

constrained optimisation problem, which tries to balance the load among multiple 

sinks. The load balancing strategy identifies optimum sink for each CH to transmit to in 

a multi-sink environment, while the MLCMS protocol defines the transmission strategy 

between nodes i.e., CH-Sink, Node-CH, and CH-CH.  

 

The MLCMS is also responsible for CH selection satisfying a particular criterion which 

has a positive impact on network lifetime enhancement. The main contributions of this 

work are published in IEEE Journal [83] highlighted as follows: 

Firstly, based on same proposed algorithm of MLCMS that explained in chapter three, 

which supports multiple sinks and layers, making it suitable for seamless integration in 

future cloud communication networks for IoT support.  

Secondly, since the MLCMS protocol is responsible for CH selection and transmission 

strategies, the load balancer proposed in the architecture is responsible for identifying 

optimum CH-Sink configuration by solving an integer-based optimisation problem.  

Thirdly, optimum CH-Sink re-configuration is obtained by the load balancer via an 

algorithm called SOCHSA. Once the load on any sink reaches an alarming threshold 

the load balancer triggers SOCHSA algorithm. Two important KPIs are considered to 

monitor N.P, based on which the optimum CH-Sink setting can be identified. These 

KPIs are load fairness index and average ratio residual energy. 

Also, the proposed SOCHSA algorithm hosts two evolutionary algorithms, i.e., GA and 

DPSO to solve the load balancing optimisation problem. Since the standard GA and 

PSO cannot be applied directly to the integer-based optimisation problem in this work, 
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a DPSO and real-valued GA are developed to provide optimum CH-Sink setting. 

Moreover, both GA and DPSO maximises an objective function, which is defined as 

N.P in this chapter and is a weighted combination of the two major KPIs discussed later 

in this chapter. 

Finally, in order to enable every CH with the ability of flexible transmission to any 

sink based on the CH-Sink configuration, a sharing node with unlimited energy is 

employed in the architecture as shown in Figure 4.1 and Figure 4.2. The sharing nodes 

make the co-operative operation of MLCMS protocol and SOCHSA possible, without 

affecting the transmission ranges defined by the MLCMS protocol. 

The remainder of the chapter is organised as follows. Section 4.2 presents the problem 

statement whilst Section 4.3 discusses the proposed work scheme. The computational 

results when compared different algorithms are covered in Section 4.4. Concluding 

remarks are provided in Section 4.5. 

 

4.2  Problem Statement 

Firstly, As M2M is an important part of IoT, this has led to much emphasis in 

research being placed on how to achieve fairness of the load for the whole system.  

The CPU workload of the sink will increase due to the processing of the data coming 

from the CHs sensors. Such algorithms, where the nodes are arranged as clusters in the 

network according to the transfer of data, are termed cluster-based methods. 

The hot spot problem is the critical issue in WSNs with static sink node, because the 

nodes near to the sink might have a high traffic when transmitting data to the sink. 

Efficient sink has a positive effective on the network performance, for instance high 

load balancing fairness, prolong the lifetime of the system [67].  

Secondly, recently it has a clear view point according experimental sensor networks 

and applications, which suffers from high packet loss and traffic. That leads to the 

critical requirement of high network performance with respect to high load balancing 

and energy efficiency in the network. This has a direct impact on the reliability 

measured at the sink node. 

 Thirdly, most of the congestion control approaches are effective regarding packet 

drop rather than the overload on the sinks, which is the main measure of fidelity at the 

sinks.  
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Finally, an essential issue in the sensor networks is the lack of an advanced design to 

deal with the high network traffic and congestion is maximised. This leads to a 

negative impact on the energy and bandwidth.  

4.3  Proposed Work 

 

4.3.1 System Architecture and the Energy Model 

A. The Network Model and Cluster Generation Model 

A hierarchical network in which a sensing field is logically divided into N sections, as 

shown in Figure 4.1 and Figure 4.2, depending on the number sinks to be used. For 

example, for two sinks the sensing field is divided into four sections, as shown in 

Figure 4.1, while when using three sinks the sensing field is divided into six sections, as 

shown in Figure 4.2, with three levels of CHs in each section. Each CH has a related 

sink, a CH and a number of normal/ordinary sensor nodes.  The sensing field size is 

assumed to be NxN. The proposed network model contains the following elements. 

 The nodes: Distributed randomly in the sensing field such that different nodes 

are selected as CHs (depending on certain requirements) or can remain as 

normal nodes. 

 The centralised server: It is responsible for collecting the network information 

(e.g. network topology, number of CHs, Sink-CH configuration, residual energy 

and number of active nodes) and to identify optimum CH- Sink configuration so 

as to maximise N.P. The centralised server hosts an intelligent algorithm to 

identify optimum CH-Sink configuration, which is triggered when the load on 

the sinks reaches an alarming threshold. The optimum CH-Sink setting is then 

realised via server commands to the sink nodes. 

 The sharing sensor nodes: The sharing unlimited sensor nodes are used to 

transmit data between the sections of the sensing field so as to avoid exceeding 

the Transmission Range (T.R) boundaries. 

 The transmission ranges of the sensing field: Each section is divided into 

three levels horizontally. At each level, there is a maximum T.R, which is the 

diagonal length of the level, as shown in Figure 4.1 and depends on the 

probability of farthest node in each level. Nodes that are beyond this are unable 
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to connect with the CHs, whereas those within the range transmit their 

parameters to the CH for new CH election or to the centralised node of each 

level initially. Using sharing sensor nodes between sections helps to provide a 

flexible network reconfiguring. Moreover, the T.Rs between a CH and the 

closest sharing node is considered equal to that of CHs and CH in the sensing 

field, as shown in Figure 4.2.  The T.Rs are formulated same as in Equations 

(3.1), (3.2) and (3.3) in MLCMS in chapter three. Moreover, the T.R of (CH-to-

CH) and (CH-to-Sharing sensor node) are same. 

The steps and the parameters of selection cluster heads are same as in chapter three 

in section 3.3.2 and is shown in Figure 4.3. 
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Figure  4.1 System model of two sinks 

                                                

 

Figure  4.2 System model of two sinks 
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Figure ‎4.3 CH selection procedure flow diagram 

 

B. Energy Consumption Model 

The energy model used is based on the same structure and formula that described in 

section 3.3.3 of power model in chapter three. The energy consumption model 

described in [15] was designed to calculate the energy consumed during transmission 

and reception of data. 

 

 

 

 

 

Fig.2.4 The System Model by using three sinks 

 



 

72 

 

Table ‎4.1 Simulation Parameters and Values 

Parameter Name Value 

Number of sensor nodes (n) 1000 

Base station locations for two sinks (25,50),(75,50) 

Base station locations for three sinks (50,100),(100,100),(150,100) 

Length of the packet (L) 4,000 bits 

Initial energy of the sensor nodes (Ein) 0.5 J 

Energy consumption in the circuit (Eelect) 50 nJ/bit 

Free space model of transmitter amplifier (Efs) 10 pJ/bit/m2 

Multi-path model of transmitter amplifier (Emp) 0.0013 pJ/bit/m4 

Network Size (N*N) for two sinks 100 m ×100 m 

Network Size (N*N) for three sinks 200 m× 200 m 

 

4.3.2 Dynamic Network Reconfiguration 

Network performance can be measured by utilising multiple KPIs. These KPIs help the 

network to react proactively against events that threaten network performance and 

services availability. A different set of objectives can be employed to evaluate N.P, 

which can then be mapped to predefined performance metrics. A (SON) algorithm is 

presented in section 4.3.3, which is performed at the load balancing medium (also 

referred to as server Unit). In the SON algorithms, the expected N.P, which consists of 

network objectives in the form of KPIs, is used to perform optimum CH-Sink 

configuration. Note that, a weighted normalised function is required when considering 

different sets of objectives. This chapter presents KPIs that define N.P. The medium 

load balancer (centralised server) is responsible for manipulating the route of the 

request nodes and allowing the system to scale so as to service more requests by just 

adding nodes. When the CPU workload attains a certain threshold level, an alarm is 

sent by the aggregator to the server, which triggers the load balance algorithm. 

The CHs in the network at a particular time are re-configured optimally for sink 

transmission, based on the KPIs’ information to achieve a balanced load and high 

residual energy in the network. If the CH-Sink configuration is known at time t, then 

finding the optimum CH-Sink configuration at time t+1 is the main challenge. Let H 

be the number of CHs in the network and M be the number of sinks. Then, the CH-

Sink association at time t can be represented by a vectorC𝒕 = {C1
𝑡 , C2

𝑡 , … , Cℎ
𝑡 }, where 
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Cℎ
𝑡 ∈ {1,2, … , 𝐻}. Cℎ

𝑡 = 𝑚 shows that CHℎ is transmitting to Sink𝑚. Then, finding the 

optimum CH-Sink configuration vector at time t+1 i.e., C𝒕+𝟏 = {C1
𝑡+1, C2

𝑡+1, … , Cℎ
𝑡+1} 

is the main objective. The following KPIs are considered for the CH-Sink association 

problem. 

 

A. KPI for Average Ratio Residual Energy (𝑲𝑷𝑰𝑨𝑹𝑬) 

The KPI for the average ratio residual energy of the network is given as: 

KPI𝐴𝑅𝐸 =
1

N𝑛
∑ E𝑖

𝑁𝑛

𝑖=1

(t) 

 

     (4.1) 

where, E𝑖(t) is the ratio residual energy of Node𝑖 at time t and  N𝑛 represents the total 

number of active sensor nodes in the network. Furthermore, the ratio residual energy  

E𝑖(t) is defined as the ratio of remaining energy R𝑖(t) of Node𝑖 (at time t) to the initial 

energy Ê of each node, i.e. E𝑖(t) = R𝑖(t) Ê⁄   [85]. The initial energy Ê is same for all 

nodes in the network. 

 

B. KPI for the load fairness index (𝑲𝑷𝑰𝑳𝑭𝑰) 

In order to monitor the level of load balancing in the network, this chapter considers 

Jain’s fairness index it means be sure that all data received by sink in fairness manner, 

which at a particular time, t, can be defined as: 

 

KPI𝐿𝐹𝐼 =
1

𝑀
∗

(∑ η𝑖(t)𝑀
𝑖=1 )2

∑ (η𝑖(t))2𝑀
𝑖=1

 
 

      (4.2) 

 

where, η𝑖(t) defines the load on Sink𝑖 at time t. The load η𝑖(t)  on Sink𝑖 is measured 

by taking the ratio of the number of packets received at Sink𝑖  (ɸ ) from all its 

associated CHs at time t, to the maximum packet handling capability (ɸ𝑚𝑎𝑥) of Sink𝑖, 

i.e.  

η𝑖(t) =
∑ Iℎ,𝑖

𝐻
ℎ=1 ɸℎ(t)

ɸ𝑚𝑎𝑥
 

   (4.3) 

where, Iℎ,𝑖 is a binary indicator, i.e. Iℎ,𝑖 = 1, if CHℎ transmits packets (ɸℎ) to Sink𝑖 at 

time t otherwise Iℎ,𝑖 = 0  
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To maximise the performance of the network, the weighted normalised sum of the 

above mentioned KPIs is taken in order to define a new objective function, which is 

given as: 

 

Max N. P (t) = 𝛼KPI𝐴𝑅𝐸 + 𝛽KPI𝐿𝐹𝐼 

 

(4.4) 

where, N.P is the network performance fitness function and α and β are the weights 

assigned to each KPI, which represent the priority level of each KPI in the objective 

function. In this chapter, the values for α and β are 0.8 and 0.2, respectively, based on 

the condition that satisfies α+β=1 (explained in the later section). A higher priority is 

given to the average ratio residual energy since enhancing the lifetime of the network 

remains the first priority during the solving of the CH-Sink configuration problem. 

Maximising the N.P function is the main objective.  

 In order to find the optimal CH-Sink configuration an exhaustive search for all 

possible CH-Sink combinations is required. This makes the search space size equal to 

MH, where M is the number of sinks and H is the number of active CHs in the network 

at a particular time t. Since number of possible CH-Sink configurations exponentially 

increases with the number of CHs and sinks in the network, the algorithm execution 

time also increases exponentially. Therefore, evolutionary algorithms are proposed in 

the following section to resolve the CH-Sink configuration as an optimisation problem. 

 

4.3.3 Self-Optimised Cluster Head to Sink Association (SOCHSA) Algorithm 

In this section, a centralised SOCHSA algorithm is proposed, which depends on the 

above intuitive analysis to execute proper CH-Sink configuration. Figure 4.4 presents 

a block diagram of the SOCHSA algorithm, where network information is utilised to 

analyse the KPIs and measure the overall network performance of the current CH-Sink 

configuration in the initial step. Network information involves the load on each sink, 

number of cluster heads, packets transmitted by each cluster head at a particular time 

and the residual energy of the nodes in the network.  For optimisation, the same 

network information is utilised for KPI and network performance analysis of other 

candidate CH-Sink configurations. The SOCHSA algorithm adjusts the CH-Sink 

configuration after the optimisation step by comparing the network performance of 

current and optimised CH-Sink configurations. The KPIs defined are maximised by 
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SOCHSA algorithm to maximise the N.P by utilising evolutionary algorithms. Two 

evolutionary algorithms, i.e., Genetic Algorithm (GA) and Discrete Particle Swarm 

Optimisation (DPSO) [92] [60] are examined in this chapter to solve the CH-Sink 

configuration as an optimisation problem. The GA and DPSO search algorithms are 

based on population, where population means a group of possible solutions (i.e. CH-

Sink configuration solutions) for an optimisation problem. In GA, the population is 

referred to as a group of chromosomes, since it is a bio-inspired search algorithm, 

where the genes of the fittest available chromosomes are utilised to make new ones 

(new CH-Sink configuration solutions) via processes called crossover and mutation.  

 However, in standard PSO the population of possible solutions is referred to as a 

swarm of particles. PSO is inspired from the concept of birds flocking, whereby a 

swarm of birds in search of food probe the search space with different velocities [61]. 

The velocity of each particle is then changed stochastically (to generate new particles). 

Thus, regarding the algorithms, each individual particle in PSO and each individual 

chromosome in GA is considered as a candidate solution for the CH-Sink 

configuration problem. 
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Figure  4.4 SOCHSA algorithm block diagram 
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In PSO the velocity is updated for each particle depending on the historic best position 

experienced (pbest) by the particle itself and the best position experienced by the 

neighbouring particles, i.e. the global best position (gbest). Standard PSO cannot be 

applied to the discrete CH-Sink configuration optimisation problem. Therefore, for a 

real valued CH-Sink configuration, a Discrete PSO is proposed in this chapter to solve 

the network performance maximisation problem defined in Equation (4.4). Both GA 

and DPSO, as presented in Figure 4.4, are explained by the following steps: 

 

Step 1: Initiate random population R0 with a population size of |Δ|. Each candidate 

solution in the population has B components, where the number of components is 

taken according to the number of CHs in the network at a particular time t. For DPSO, 

initiate the best position for each particle, i.e. pbestj
0 = rj

0, where 1 ≤ j ≤ |∆| with a 

random velocity of vj
I for each particle. 

 

Step 2: Determine the fitness value of each chromosome in GA and each particle in 

DPSO in the initial population using the objective function F (i.e. the N.P function 

defined in Equation (4.4)).  For DPSO, identify the global best position in the 

swarm/population, i.e. gbest0 == F(pbestj
I)1≤j≤|∆|

argmax
. 

 

Step 3:  In the case of GA, if the convergence criterion is satisfied, i.e. if the best 

candidate solution is achieved or the maximum number of generations has passed, 

then end, or else go to Step 4. However, in the case of DPSO, update the velocity of all 

the particles in the current population. The velocity update equation is given as: 

 

vj
I = iwvj

I−1 + c1ε1(pbestj
I − xj

I) + c2ε2(gbestj
I − xj

I)                                      (4.5) 

 

    1≤ j ≤ |∆| 
 

where,  xj
I  shows particle j’s current position at iteration number I. ε1  and ε2  are 

random numbers chosen within the 0-1 range, whereas c1 and c2 are considered to be 

the acceleration constants that are required to pull the particles towards the best 

position.  The values chosen for c1and c2 lie within the range 0-5. iw shows the effect 

of inertia of the preceding particle velocity over the updated particle velocity. The value 
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of iw  is altered to achieve global exploration or to expedite local search. Optimum 

value selection for iw can assist in both global and local exploration of the search space. 

Typical values for iw are selected in the range 0-1 [61][63] and in this chapter the value 

selected is 0.9 [93] . Moreover, the updated positions of all particles for the next 

iteration (I+1) are given as: 

 

xj
I+1 =   (xj

I + vj
I)  

  1≤ j ≤ |∆| 

 

 

 

  (4.6) 

Step 4: In the case of GA, extract a set of | γ | best chromosomes from current 

population, i.e. RI with a chromosome selection probability of Ps. In the case of DPSO, 

update the iteration number, i.e. I=I+1. 

 

Step 5: For GA, perform crossover and mutation operations on set γ. The unfeasible 

solutions (RI −  γ) are replaced with newly generated chromosomes μ (i.e. γ + μ). For 

DPSO, if the convergence criterion is satisfied, then end, or else go to Step 6. 

 

Step 6: In the case of GA, repeat all steps from Step 2, whereas, for DPSO, update each 

particle’s personal best position, i.e. 

 

pbestj
I = {

pbestj
I−1  if F(rj

I) ≤ F(pbestj
I−1)

rj
I               if F(rj

I) > F(pbestj
I−1) 

  
   (4.7) 

 

Step 7: For DPSO, Update the global best position achieved. 

 

gbestj
I = {

 F(pbestj
I)1≤j≤|Δ|

argmax
  if F(pbestj

I) > F(pbestj
I−1)

gbestj
I−1                                          otherise

 

 

  (4.8) 

Step 8: For DPSO, repeat all steps from Step 1. 
 

4.4 Computational Results and Complexity 

Two benchmark problems P1 and P2 are considered in this chapter, in order to 

analyse, verify and demonstrate the performance of the SOCHSA algorithm. Both 

benchmark problems consist of 1,000 sensor nodes randomly distributed in the sensing 
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field. In this work we considered DPSO and GA, which have been popular in 

academic and industry for solving complex optimization problems. These facts are 

based on many research’s comparisons in [63] [94]. 

 

Table  4.2 GA and DPSO Computational Results 

 

 

 

 

 

 

 

Both P1 and P2 are tested at a particular time instance, where 270 CHs are selected in 

the network. The only difference between the two benchmark problems is that P1 has 

two sinks, whereas P2 has three. The selection of a different number of sinks in the 

two problems helps to differentiate between the lifetimes of the network in terms of 

average ratio residual energy. An exhaustive search for the optimum CH-Sink 

configuration is made in order to compare with the results of SOCHSA algorithm. The 

Exhaustive Search (ES) algorithm is used to find the optimum CH-Sink configuration. 

The 𝛼 and 𝛽 parameters for Equation (4.4) are chosen according to a constraint such 

that 𝛼 + 𝛽 ≤ 1 . Selecting proper weights for the optimisation function itself is 

challenging and necessary for proper tuning of evolutionary algorithms. Therefore, an 

ES for optimum CH-Sink configuration is performed on P1 with different α and β 

settings and the overall packet drop is analysed, as shown in Figure 4.5. The α and β 

parameters are changed orderly i.e., 0, 0.1,…, 1 subject to the constraint 𝛼 + 𝛽 ≤ 1. 

The much lower packet drop is observed when  the α=0.8 and β=0.2, giving a higher 

priority to average ratio residual energy over load fairness index maximization as 

shown in Figure 4.5.  

 

ES performs MH possible CH-Sink configuration solutions for both P1 and P2, where 

M is the number of sinks and H is the number of CHs in the network, i.e. 2270 and 

3270 for P1 and P2, respectively. Note that the initial CH-Sink configuration for both 

P1 and P2 allows the CHs to transmit to the sinks just above or below their current 

 

 

2 sinks 

Network 
Performance 

value 

Convergence Rate 
Number of 

iterations 
CPU time (sec) 

GA/DPSO GA DPSO GA DPSO GA DPSO 

 

0.306287 

 

0.895 0.935 21 13 0.10 0.09 

3 Sinks 

 

0.307731 

 

0.86 0.9 28 20 0.48 0.32 
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position, i.e. each sink handles the area above and below it, as the coverage area is 

divided into four quarters and six sections for P1 and P2, respectively. Figures 4.6-4.8 

show the network performance (fitness function), the average ratio residual energy, and 

the network load fairness index over 200 generations or iterations for both P1 and P2. 

The optimum values shown in the figure are achieved by the ES algorithm. Note that, 

ES does not depend on generations or iterations. The optimum values are used to 

demonstrate the improvement achieved by both GA and DPSO at each generation or 

iteration. 

The optimum results achieved from ES are presented in Table 4.2, where the 

convergence rate for both GA and DPSO is also given. This is defined as the number of 

times an optimum solution (or the optimum CH-Sink configuration solution) is 

achieved over the entire number of generations or iterations.   

 

 

 
 

Figure ‎4.5 Packets drop with different α and β  

In P1 for two sinks, GA converges to the optimum CH-Sink configuration solution 

after the 21st generation, with a network performance evaluation value of 0.30628 

(which is the optimum), whereas DPSO achieves the optimum network performance 

value after the 13th iteration.  179 optimum CH-Sink configuration solutions are 

achieved by GA over 200 generations with a convergence rate of 0.895, whilst the 

optimum CH-Sink configuration solutions by DPSO are 187 over 200 iterations with a 

convergence rate of 0.935. The DPSO converges faster to the optimum CH-Sink 
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configuration solution compared to GA, as shown in Figure 4.6 and Table 4.2. The 

optimum network performance value is achieved after 21x500 (i.e., 21x|Δ|) and 13x500 

(i.e. 13x|Δ|) fitness evaluations by GA and DPSO, respectively. However, the ES has to 

evaluate 2270 possible CH-Sink configuration solutions to find the optimum network 

performance value, which is too enormous.  

For P2 for three sinks, the optimum network performance value achieved by GA and 

DPSO is after 28th and 20th generations or iterations, respectively. The convergence 

rates for GA and DPSO are 0.86 and 0.9, respectively, with 172 optimum CH-Sink 

configurations solutions achieved over 200 generations for GA and 180 for DPSO. 

Figure 4.7 and Figure 4.8 show that the average ratio residual energy and the network 

load fairness index (for both benchmark problems) increase as the GA and DPSO 

converge to the optimum CH-Sink configuration solution. The average ratio residual 

energy is improved by 2% when 3 sinks are used compared to 2 sinks. This shows that 

the use of multiple sinks with the proposed MLCMS protocol for large networks can 

enhance network lifetime. Since the DPSO outperforms GA. in both the benchmark 

problems, it is best suitable for the proposed SOCHSA. 

This is because both algorithms operate differently. In DPSO, each particle acts as an 

agent, which updates its velocity in the search space based on social information (i.e. 

best particle position in the current population or swarm) and global information (i.e. 

best particle position for all iterations). However, the chromosomes in GA do not act 

like agents and have no information of other chromosomes in a population. In fact, GA 

relies on crossover and mutation operations, which could disturb the convergence of 

the algorithm. Hence, DPSO is suitable for global exploration of the search space.  

 

This study further demonstrates the performance of MLCMS with and without 

SOCHSA over 100 nodes as shown in Figure 4.9. It is evident from the figures that the 

lifetime of the network is extended further and the network energy consumption is 

greatly reduced when the proposed algorithm (SOCHSA) works in tandem with 

MLCMS protocol. 

 

In Figure 4.9 coefficient of residual energy for MLCMS with and without SOCHSA is 

plotted with respect to round time. MLCMS with SOCHSA shows minimal variation 

in energy levels, while without SOCHSA, large fluctuations are observed. This 
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indicates that the sensor nodes residual energy level in MLCMS with SOCHSA is 

significantly improved.  

 
 

Figure ‎4.6 Network performance measurements for GA and DPSO in benchmark problems P1 

and P2 

 
 

Figure ‎4.7 Average ratio residual energy for GA and DPSO in benchmark problems P1 and P2 
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Figure  4.8 Load fairness index for GA and DPSO in benchmark problems P1 &P2 

 

This reveals that the lifetime of MLCMS with SOCHSA ends in 4,500 rounds, and 

after 3,716 rounds without SOCHSA. The proposed architecture can extend the 

lifetime of wireless sensor nodes, because the MLCMS with SOCHSA provides a 

sophisticated algorithm aimed to improve the N.P by maximising the load balancing 

fairness as well as the overall residual energy. 

 

 

 
Figure ‎4.9 Residual energy for MLCMS with SOCHSA and without SOCHSA 
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4.5  Summary 

 

In this chapter, an MLCMS protocol to enhance network lifetime along with load 

balancing solutions is presented with the aim of improving the N.P of  M2M wireless 

sensor networks. A dynamic CH to sink allocation technique has been investigated. 

Practical CH-Sink mapping solutions that deliver balanced traffic in the network with 

high ratio residual energy have been probed. To this end, a self-optimising M2M-WSN 

algorithm that efficiently deploys network resources has been proposed. The CH-Sink 

allocation arrangement maximises N.P. by balancing the load across multiple sinks to 

avoid over-utilisation of the network.  Maximising the load fairness index and the 

average ratio residual energy for the whole M2M network is solved as an optimisation 

problem. The CH distribution problem is tackled by obtaining an optimal solution with 

two evolutionary algorithms, namely, GA and DPSO, hosted by the SOCHSA 

algorithm. The performances of both GA and DPSO have been tested and compared 

using two benchmark scenarios. The MLCMS with SOCHSA algorithm provides 

significant network benefits regarding network lifetime when compared to MLCMS 

without SOCHSA. DPSO converged notably quicker than GA and also outperformed it 

in large network scenarios. It is observed that both GA and DPSO achieve optimum 

N.P evaluation values 0.306287 and 0.307731 were achieved in the benchmark 

problems P1 and P2, respectively by both two and three sinks for GA and DPSO. It is 

found the average ratio residual energy is improved by 2% when using three sinks 

under the same simulation settings, compared to a two sinks setting. Based on 

computational results, the DPSO is observed to outperform GA in terms of complexity 

and convergence, thus being considered best suited for a proactive IoT network. The 

proposed mechanism can satisfy different N.P requirements of M2M traffic by instant 

traffic identification and dynamic traffic rerouting. 
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Chapter 5  

Profiling Power Model for SDN-

WISE
3
 

5.1 Introduction 

Over recent years, real elements collaborating with each other define the Internet of 

Things (IoT). As the development of the Internet continues in large strides, it is 

forecasted that ultimately billions of appliances will be linked using this technology. 

Countless applications, such as the employment of IoT for environmental condition 

monitoring, will rise in popularity. Due to the quick high-tech expansion of sensors, 

WSNs will become a crucial technology in the IoT industry [29].  

Recently, SDN solutions for WIreless SEnsor networks such as SDN-WISE have 

merged to allow the complexity of massive networks to be reduced. This makes SDN-

WISE a suitable approach for a huge number of applications and a solution for the 

previous issue [19]. However, little is known about the Power Consumption (PC) of 

SDN-WISE, especially when enabling it to control signalling. 

Modelling the usage and integration of the SDN with WSNs has been studied in 

different research studies; they have considered various categories of WSNs and their 

essential differences in comparison with SDN in wired network. This integration of 

WSN and SDN enables ease usage of real time network resources monitoring, with 

reconfigurable routing path as an adaptive routing. All these fashion the network 

elements communication in a more stable and efficient manner, which is achieved by 

having a centralised controller [76] [26]. Thus, it provides a dynamic support to 

maintain Network Quality of Service (NQoS), which positively affects the power 

efficiency. 

The requirements for utilising the SDN architecture in WSNs have already been 

analysed in [16]. Since, the WSN is characterised to have low capability in terms of 

                                                 
3 This chapter is submitted to IEEE Internet of Things Journal, in the form of an article.   
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energy, processing, and memory, compared to wired network. However, the SDN-

WISE can support an efficient use of network resources, specifically in sensors, but 

this efficiency can impact negatively on the data rate.  

The main efforts of this work is investigating and modelling the impact of the 

integration between SDN and WSN, among control plane signalling streams and data 

plane traffic streams in wireless SDN system. From PC point of view, the effects of 

the offered Network Quality of Service (NQoS) such as achieved physical layer 

throughput, as well as Application Quality of Service (AQoS) such as IoT application 

data stream payload packet size need to be investigated. This could be done by 

profiling a PC model for wireless SDN platform. This is essential and required to 

evaluate the overall cost and figure out any extra demand caused by extra control 

signalling.  Having a clear view of these contributed factors when modelling a PC 

model is an essential part of the IoT system architecture. The proposed Power Model 

(PM) provides a clear perspective about additional control signalling which can 

support SDN in WSN as SDN-WISE scheme, and the effects of this on the system 

model. This shapes the objectives of this study as follows:  

Firstly, decomposing SDN-WISE PC components as a data plane traffic PC and 

control plane signalling PC with their triggered interaction effort in order to tackle 

with its complexity in a simplified manner. 

Secondly, profiling of the SDN PC in order to assess the efficient use of network 

resources, when WSN is integrated with SDN, i.e., firstly from data plane traffic point 

of view and secondly from control plane signalling point of view. This work will 

allow the network administrators and end users to consider the PC effectiveness in 

both planes. Furthermore, the proposed model can provide one of the important 

building blocks to introduce an optimised energy-saving approach in IoT application 

based SDN. 

Thirdly, it estimates the interaction among the control plane signalling header with 

respect to Transmission Time Interval (TTI) and data plane traffic related to data 

payload packet size as well as achieving a data rate to meet the IoT application’s QoS 

requirements. 



 

87 

 

Moreover, in this chapter the discussion is supported through a case study of power 

demands, based on an infrastructure that can be used for evaluating the SDN-WISE 

and its control signalling for creating a generic power model. This investigation takes 

into consideration PC, performance and the effects of extra control signalling on the 

total energy consumption for the whole system.   

The rest of the chapter is organized as follows. Section 5.2 presents the problem 

statement whilst Section 5.3 provides an overview of SDN-WISE, SDN-WISE 

Supportive and the SDN-WISE layers. The power model of the proposed system with 

the SDN-WISE is presented in Section 5.4. The results and discussion are provided in 

Section 5.5. The chapter’s conclusion is presented in Section 5.6. 

5.2 Problem Statement  

A huge amount of data for a distributed setting is created with large number of 

entities in dynamic IoT environment. This vast amount of information leads to 

following main challenges in the administration and utilisation of data [21],  

 The requirements for modern WSN usage need to change the approach, 

while keeping in mind the end goal to meet these prerequisites. 

Furthermore, it is necessary to take optimal decisions in order to control 

the vast amount of data from the sensor nodes in WSN [16]. 

 Hence, the level of intelligence at the terminal nodes plays an important 

role in the control paradigm, as well as in implementing policy on 

sensor nodes in a sophisticated manner. However, node doesn’t have 

intelligent level for making decision, is considered as stateless node. 

 Most of the solutions for SDN in WSN focus on the architecture 

programmable field of WSN. As well as, lacking the mathematical 

investigation regarding the extra signalling in SDN based on WSN. 

 The complexity of managing the WSN is the main issue. 

 The importance of the power efficient system in WSN based on IoT and 

all issues in WSN are related to how to minimise the energy 

consumption. 
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5.3  SDN-WISE Overview  

In this section we provide an overview of the SDN-WISE solution. More specifically, 

we will first briefly outline the supportive solution provided by the SDN-WISE 

design. Then will provide an overview of the SDN-WISE technical approach and the 

layers to justify the benefit of using SDN-WISE. 

 

5.3.1 SDN-WISE Supportive  

The essential solutions provided by SDN in WSN will be characterised according to 

different applications. Therefore, there is not a signal solution for WSN problems. So 

in an attempt to find a solution for WSN problems, many research studies have been 

conducted. One of these solutions is the SDN-WISE, which is considered an efficient 

way of using the sensors’ resources. The benefits of using SDN-WISE can be 

summarised as follows: 

 The main objective of using SDN architecture in WSN is minimising the node sate 

information exchange among the Sensor Nodes (SNs), the proxy controller and the 

operation sensor node programmable mechanism. Finite State Machines (FSM) 

enable them to run operations that cannot be supported by stateless solutions [27]. 

The main concept behind the SDN-WISE is that it gives permission for each node 

to make decisions regarding incoming packets by taking into account the value of 

the recent state (stateful) [27].  

 It provides flexibility for managing packet forwarding rules that fit WSN current 

topology. For instance, the report messages are used for updating the controller 

regarding the link state between nodes as well as the battery level information. The 

essential purpose of SDN-WISE is introducing simple network management by 

enhancing a novel application and investigating solutions for WSNs as a new type 

of networking [95].  

 Duty cycles – switching off the radio is the most important technique for energy 

consumption reduction [26]. 

 Data aggregation technique is an initial part in SDN-WISE network. Removing the 

redundancy from the data in the network can reduce the energy that is used by 

adding a data aggregation technique. Consequently, that is made more possible by 
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minimising the number of transmission packets in the network, as this  has a 

positive effect on the power efficiency [96]. 

 Data centric service is provided to make credentials for sensor nodes, particularly 

concerning their data as an alternative for their address. SDN-WISE has invented 

this solution to specify the rules from the controller for packets with changed 

features [26][27]. 

  

5.3.2 SDN-WISE Protocol Architecture 

This section describes the details of the major features of the SDN-WISE protocols 

stack. It explains all the architecture of the layers and the responsibility of each one as 

shown in Figure 5.1. Additionally, it will describe the SDN-WISE layers and their 

packets in details. 

 

A. Topology Discovery (TD)  

Topology Discovery (TD) describes as a protocol layer, which is based on processing 

and exchanging of packets named TD packets, which are Beacon and Report packets 

as well as Configuration packet, received by controller. The beacon packet contains 

information about node’s battery level, the Received Signal Strength Indication (RSSI) 

and the number of hops that the node has developed to the nearest sink (gateway). 

The main responsibility of this protocol is generating information about the topology 

from the node and sending it to the WISE-VISOR, these information are transmitted 

by Report packet  to the WISE-VISOR [27].  This information is collected by 

broadcasting the Beacon periodically according to the TTI. The reason behind the 

broadcasting is to keep a clear view and update map of the network elements by 

sending Report packet to the controller. At the same time, the Beacon is received by 

the sensor node to clear its list of neighbours; due to the fact the SN will receive a 

fully updated list later from the controller by Configuration packet based TTI. 

Whenever the sensor node receives a packet, it will compare it with the previous 

information that has acquired then updates the old information, particularly with 

regards to the number of hops to the sink (SNK). This also shows how the sensors 

(SNs) populate their neighbours’ list, which contains the neighbouring nodes in the 

network. Moreover, the operation of each node undergoes is as follows: [26] [97] 
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1. The SN will send the Beacon to its neighbours that are included in its list in order to 

ask about their battery level and RSSI. The list of neighbours in the SN is built by 

inserting the SN that sent the Beacon signalling. If the neighbour already exists then it 

will only update the information about the battery level and RSSI.  

2. The SN will check the distance as a number of hops between the SN and the SNK 

that recently received a Beacon from it. If it has a number of hops different than the 

current, then it will update to the new value and consider it.  

3. The Beacon packet is retransmitted in order to update the SN state. The TD layer is 

the only layer that has the capability to access all the other layers. This provides the 

TD layer with the possibility of collecting the information and assessing the SN at 

each layer and how it behaves.  

4. Transmitting the information by using a Report packet to the WISE-VISOR. 

5. The WISE-VISOR will receive the Report packets and update the network map by 

sending a Configuration packet the network map. 

 

B. Topology Management (TM)  

The TM is a protocol layer and an essential part of the WISE-VISOR controller in the 

control plane. It supports the ability of different controllers with different policy using 

same physical network elements in the same system[27]. Moreover, it produces an up 

to date map of all network’s elements after receiving the Report packets and then 

sending the updated information to the network elements by the Configuration 

packets. This layer is paired with TD protocol to collect and update the information of 

the network elements and configure network status by building the flow table. 

 

C. Forwarding (FWD) 

This has the responsibility of executing all of the arrival packets that are specified by 

the WISE-VISOR. It is located on the top of the sensor nodes’s MAC layer. This layer 

is responsible for treating the arriving packets from MAC layer and updates the flow 

table to meet the aim of dealing all of the arrived packets. Keeping up with the SDN 

scheme, the flow table entries are defined in three parts, which are rule, action and 

statistic information. A rule figures out the features of the packet that belong to the 

flow, which must be treated by the node simultaneously. The other part of the flow 
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table entry is the action, which is executed by all packets satisfying the above rule. 

Lastly, the statistic information states the number of packets received in the table flow 

entry that have satisfied the rule. Moreover, the packets arriving at the forwarding 

layer are provided by the MAC layer. Depending on this, the packet type will be 

identified. However, if it is a control packet then it will be sent to the In-Network 

Packet Processing (INPP) layer. Otherwise, if the packet is a data packet then it will be 

sent to the forwarding layer where is checked with the rules in the flow table, to see 

whether it is a match or mismatch. If the packet is a match then it is dealt with the 

action that is included in the flow table and is related to this packet. Otherwise it is 

forwarded to the INPP layer [26] [27].  

This layer has the ability to process all of the packets arriving at the sensor node based 

on the information provided by the WISE Flow Table. The information of the table is 

updated periodically by FWD layer according to the comments received from the 

controller  [27]. 

D. In-Network Packet Processing (INPP)  

This layer is applied over the Forwarding layer. The responsibility of this layer is to 

implement the important actions needed for aggregating the information by connecting 

small packets that must be sent through similar paths, so as to reduce the overhead on 

the whole network [26].  In addition, it is considered as Network Operating System 

(NOS) for sensor nodes and responsible of processing data, providing the node the 

capability of making decisions.   

 

E. Adaptation  

This layer is included in the WISE-VISOR controller and the sink nodes; it has the 

ability to interface between WSN platform, which is based on 802.15.4 and the WISE-

VISOR controller, which is based on TCP/IP and Ethernet 802.3. Consequently, it 

modifies the TCP/IP address to the network ID and vice versa, to make an adaptation, 

which is considered in SDN for WSN [26] [98]. As the main responsibility is 

formatting the received message from sink in such a way, which can be treated by the 

WISE- VISOR and vice versa. 
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F. Network Operating System (NOS) layer  

This layer on the top of the whole SDN network and managing the SDN configuration 

policies [19]. 

5.3.3 SDN-WISE Packet Description  

The packet of SDN-WISE has 10 Bytes in the header; the packet is divided into eight 

different parts [26]:  

The packet size (payload) is given by Packet Length 7 bits. The controllers included 

in the packet, which are identified by Scope 7 bits, 14 bits for the source address and 

another 14 bits for destination. The packet is marked by using a flag U 0 bits that is 

essential for sending this packet to the nearest sink. In addition, the recognition of the 

message type of the packet is delivered from others is known in Type of Packet 7 bits 

is Time To Live (TTL) takes 7 bits.  

5.4 Proposed Model for Profiling PC model for SDN-WISE 

To address the previous issues, the PM is considered in WSN based on SDN 

architecture of IoT applications and services as the main part for solving the 

complexity problem in management of the WSNs. In addition, measuring the 

efficiency of PC in SDN-WISE, is considered a crucial factor for fulfilling the 

requirements of the IoT regarding resource usage with improved NQoS. The problem 

is tackled by profiling a model for the SDN-WISE PC. 

5.4.1 System Model and Network Components 

This section describes the components of the proposed system model regarding 

sensors, sinks, and WISE-VISOR, with all of the data stream that are contributing to 

the system data plane traffic and control plane signalling. In addition, this work 

proposes an observation of PC modelling in the SDN-WISE based on the prototype 

parameters in [27]. 

A sensing field is logically divided into N sections, depending on the number of sinks, 

as shown in Figure 5.2. In addition, the SDN-WISE protocol stacks as shown in Figure 

5.1 is based on the SDN-WISE architecture proposed in [27],  with complete layers 

related to the proposed architecture. The introduced network model is based on the 

power model parameters definitions and the simulation parameters, which are listed in 
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table 5.1and table 5.2 respectively. The sensing field size is assumed as NxN. In 

consequence, the proposed network model would contain the following elements: 

 

 Sensor Nodes (SNs):  The sensors contain the following layers: 

 

1. IoT Application layer 

2. SDN-WISE layers 

 Topology Discovery (TD) layer 

 In-Network Packet Processing (INPP) layer  

 Forwarding layer (FWD)  

3. MAC layer 

4. Physical layer 

  Sinks Nodes (SNKs):  Are an aggregation point for sensors with short-

range interfaces and the gateway between sensor nodes, which are running 

the data plane and the elements of control plane of the proposed network. It 

is a bidirectional protocol convertor. It is the same as a sensor node but with 

unlimited energy. This sink roots the same layers in sensor nodes in addition 

to extra layers, which are the adaptation layer, as well as TCP/IP protocol 

with external network interface as Ethernet 802.3. This sink has two ports 

one deals with 802.15.4 for connecting with WSN (network elements) and 

the other corresponds to the Ethernet 802.3 for connecting with external 

network as well as SDN-WISE controller.  

 WISE-VISOR: Is a controller device, which is a proxy between the SDN-

WISE network components and other networks. Moreover, the WISE-

VISOR is responsible for creating and managing the SDN-WISE flow 

table. Furthermore, it has the Adaptation Layer and the Topology 

Management (TM) layer. 

 NOS : This layer is runs beyond the application layer. 
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Figure  5.1 SDN-WISE protocol stack 

 

Figure  5.2 Architecture SDN-WISE system model 

 

5.4.2 POWER MODEL COMPONENTS  

The proposed PM model introduces all SDN-WISE architecture network components 

such as terminal SDN-WISE data plane network elements represented by SNs and 

SNKs, as well as external SDN-WISE elements such as WISE-VISOR and NOS as 

shown in the following equation. 
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PM = 𝐏𝐂𝐒𝐃𝐍−𝐖𝐈𝐒𝐄                                                                                          (5.1) 

𝐏𝐂𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 =  ∑ (𝐌
𝐍𝐞𝐭=𝟏 ∑ 𝐏𝐂𝐒𝐍 (𝐂𝐓𝐑+𝐃𝐀𝐓) + ∑ 𝐏𝐂𝐒𝐍𝐊(𝐂𝐓𝐑+𝐃𝐀𝐓)

𝐉𝑵𝒆𝒕
𝐒𝐍𝐊=𝟏

𝐊𝑵𝒆𝒕
𝐒𝐍=𝟏 )𝐍𝐞𝐭    +

𝐏𝐂(𝐖𝐈𝐒𝐄−𝐕𝐢𝐬𝐨𝐫) + 𝐏𝐂𝐍𝐎𝐒                                                                                            (5.2) 

Where, M is the number of terminal Networks (WSNs) (Nets), K_Net and J_Net are 

the numbers of SNs & SNKs in each Net respectively. 

The SDN-WISE’s PC Model components are defined in Table 5.1. 

The first part of the Equation (5.2) is composed of the power consumed by each SN 

(PCSN)  and SNK (PCSNK) related to DATA plane traffic (DAT) PC and other for 

CONTROL plane signalling (CTR) PC. The second part is the power consumed by the 

WISE-VISOR controller, which is considered as part of the control plane signalling 

PC. Moreover, the last part is according to SDN architecture, which represents the 

NOS layer PC that has included as part of the total SDN-WISE related functions and 

applications PCs.  

Table  5.1 Parameter Definitions 

Parameters Definition 

SN Sensor Node 

SNK Sink Node 

CTR CONTROL Plane Signalling 

DAT DATA Plane Traffic 

PCSN Power Consumption in SN 

PCSNK Power Consumption in SNK 

PC(WISE−Visor) Power Consumption in WISE-VISOR Controller 

PCNOS Power Consumption in NOS 

PCTM Power Consumption in Topology Management 

 PCAdapt Power Consumption in Adaptation Processing 

 

5.4.2.1 Power Consumption for Sensor Nodes (𝑷𝑪𝑺𝑵) 

 

    𝐏𝐂𝐒𝐍 = 𝐏𝐂𝐒𝐍 (𝐃𝐀𝐓) + 𝐏𝐂𝐒𝐍 (𝐂𝐓𝐑) + 𝐏𝐂𝐒𝐍 (𝐢𝐝𝐥𝐞)                                               (5.3) 
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In this section, the 𝐏𝐂𝐒𝐍  is related to DATA and CONTROL planes PC, which are 

𝐏𝐂𝐒𝐍 (𝐃𝐀𝐓)  and 𝐏𝐂𝐒𝐍 (𝐂𝐓𝐑) as well as,  𝐏𝐂𝐒𝐍 (𝐢𝐝𝐥𝐞) , which is related to the power 

dissipated in idle mode. The measured PC of the idle part is considered according to 

wireless module device developed by embit for LR-WPAN applications. The module 

associates high performance to small dimensions and low cost to support easy and 

simple integrator for the system enabling IEEE 802.15.4 / ZigBee low range wireless 

connectivity and multi-hop networking into existing products. This device is organised 

as an embedded micro system or simple data modem for low power applications in the 

2.4 GHz. It is based on a Texas Instruments EMB-Z2530PA [102] based on [27] as 

shown in table 5.2. 

Table ‎5.2 Simulation Parameters 

Parameter Name Value  

PC (Idle) 
24mW [102] 

Energy consumption of circuit 

(Eelect) 
50 nJ/bit 

Channel Parameter of free space 

model(Efs) 

 

10 pJ/bit/𝑚2 

Energy consumption for INPP 5 nJ/bit/signal/process.packet [99] 

Energy consumption for  FWD 5 nJ/bit/signal/process.packet [99] 

Energy consumption for TD 5 nJ/bit/signal/process.packet [99] 

PC (SDN controller) 0.3909 W [100] 

Energy consumption for Adaptation 

process 
197.208 nJ [101] 

Network Size (N*N) 350 m ×350 m 

Transmission Range 155 m 

Number of SNs 2000  

Number of SNKs 
16 

 

Number of Terminal WSNs 16 WSNs 

Number of SNs per Terminal WSN 125 SNs 
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The first two parts of PC in SN in Equation (5.3) are related to the data plane and 

control plane in SN respectively. Each part in the Equation (5.3) is described in detail 

in the following sections: 

A.  Power Consumption for Data Plane Traffic in SNs (𝑷𝑪𝑺𝑵 (𝑫𝑨𝑻) ) 

This section of the PC model is based on single-hop, the PC in any SN is related to the 

power required to transmit and receive data from source to destination. This PC model 

is based on the energy consumption model used in chapter three and also in [99]. 

Moreover, in the SDN-WISE layer, this is related to three processes sub-layers (INPP, 

TD and FWD). 

The PC of data plane traffic in SN is a composite of transmission and reception 

processes PC. 

𝐏𝐂𝐒𝐍(𝐃𝐀𝐓) = 𝐏𝐂𝐒𝐍(𝐃𝐀𝐓)(𝐓𝐱) + 𝐏𝐂𝐒𝐍(𝐃𝐀𝐓)(𝐑𝐱)                                                                 (5.4) 

where PCSN(DAT)(Tx) and PCSN(DAT)(Rx) represents the PC for transmission and reception  

processes respectively. 

The transmission PC of the transmitted data plane traffic for single SN is described as 

𝐏𝐂𝐒𝐍(𝐃𝐀𝐓)(𝐓𝐱) = 𝐄𝐓𝐱 ∗ 𝐑𝐝𝐚𝐭𝐚𝐓𝐱 + 𝐄𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) ∗ 𝐑𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)              (5.4a) 

where RdataTx and ETx are the bit rate of data traffic stream and consumed energy per 

bit in 802.15.4 layers, respectively. In addition, 𝐑𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) is the bit rate of 

transmitted data streams in SDN-WISE layers. 

The PC for the reception process in a single SN as  

𝐏𝐂𝐒𝐍(𝐃𝐀𝐓)(𝐑𝐱) = 𝐄𝐑𝐱 ∗ 𝐑𝐝𝐚𝐭𝐚𝐑𝐱 + 𝐄𝐑𝐱 (𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) ∗ 𝐑𝐑𝐱(𝐬𝐝𝐧−𝐰𝐢𝐬𝐞 𝐋𝐚𝐲𝐞𝐫)                   (5.4b) 

Where RdataRx and RRx(sdn-wise Layer) are the bit rates of received data streams in 

802.15.4 and SDN-WISE layers, respectively, as well as ERx and ERx(SDN-WISE Layer)  

are the energy consumption rates of 802.15.4 reception process and SDN-WISE  

layers streaming process , respectively. Therefore, the total PC of transmitted data 

plane traffic in a single terminal WSN contains k SNs (the sum of each individual SN 

that sends data plane traffic).   

𝐏𝐂𝐒𝐍(𝐓𝐱) = ∑ [𝐄𝐓𝐱(𝐧)
𝐊
𝐧=𝟏 ∗ 𝐑𝐝𝐚𝐭𝐚𝐓𝐱(𝐧) + 𝐄𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)(𝐧) ∗ 𝐑𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)(𝐧)] (5.5)   
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Where n represents the SN and K is the total number of SNs. 

Moreover, the total PC of received data plane traffic in a single terminal WSN 

contains k SNs will be the sum of each individual SN that receives data plane traffic.   

𝐏𝐂𝐒𝐍 (𝐑𝐗) = ∑ [𝐄𝐑𝐱(𝐧) ∗ 𝐑𝐝𝐚𝐭𝐚𝐑𝐱(𝐧) +𝐊
𝐧=𝟏 𝐄𝐑𝐱 (𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)(𝐧)  ∗ 𝐑𝐑𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)(𝐧)]       

where                                                                                                                       (5.6) 

 

𝐄𝐓𝐱(𝐋,𝐝) = 𝐋 ∗ 𝐄𝐞𝐥𝐞𝐜 + 𝐋 ∗ 𝛆𝐟𝐬 ∗ 𝐝𝟐                    , 𝐝 ≤  𝐝°                                          (5.7)                

 𝐄𝐑𝐱(𝐋) =  𝐋 ∗ 𝐄𝐞𝐥𝐞𝐜                                                                                                           (5.8) 

where,

 𝐝° = √
𝛆𝐟𝐬

𝛆𝐦𝐩




𝐄𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) = 𝐄𝐑𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) = 𝐄𝐈𝐍𝐏𝐏 + 𝐄𝐓𝐃 + 𝐄𝐅𝐖𝐃                       (5.10) 

 

In the given model,  𝐄𝐓𝐱 of energy is consumed by each sensor node to transmit each 

packet length (L in bits to obtain the energy density as Joule/bit over a distance d. 

However, the energy that is consumed by the receiving packet is   𝐄𝐑𝐱(𝐋). In this 

model, the energy consumed per bit is 𝐄 𝐞𝐥𝐞𝐜 and it is used to run the transmitter or 

receiver circuit, whereεfs represents the transmitter amplifier’s efficiency of channel 

conditions [99] [23].The model is based on free space (power loss) (d2). A free space 

model is calculated based on the distance between a transmitter and receiver.                                                                                              

where, 𝐏𝐂𝐒𝐍 (𝐓𝐗) is the power consumption for transmitting information related to data 

plane for SN, 𝐏𝐂𝐒𝐍 (𝐑𝐗)  is the power deplaced when the sensor node receives data 

related to the data plane part and  𝐑𝐝𝐚𝐭𝐚  is the achieved data rate in PHY layer 

presented by the wireless link between transmitter node and receiver node as proposed 

in the model of single hop transmission. Moreover,  𝐑𝐓𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)  and 

𝐑𝐑𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)  are the data rate in SDN-WISE layer for transmitting and 

receiving data streams respectively. Furthermore, ETx(SDN-WISE Layer) and ERx(SDN-WISE 
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Layer) are the consumption energy densities per bit of data streams in SDN-WISE layer, 

they are a 𝐄𝐈𝐍𝐏𝐏, 𝐄𝐓𝐃 and 𝐄𝐅𝐖𝐃 as aggregation layers [99][27][70]. 

 

 

 

 

B.  Power Consumption for Control Plane Signalling in SNs  (𝑷𝑪𝑺𝑵 (𝑪𝑻𝑹)) 

The PC of control plane signalling in SN (PCSN(CTR)) is the same as of PC of data 

plane traffic, it is also a composite of transmission and reception processes PCs as in 

equation (5.11): 

𝐏𝐂𝐒𝐍(𝐂𝐓𝐑) = 𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐓𝐱) + 𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐑𝐗)                                                              (5.11) 

where PCSN(CTR)(Tx) and PCSN(CTR)(Rx) representing the PC of transmission and 

reception  processes in the SN of control signalling respectively. The PC of 

transmission process of control plane signalling in a single SN can be described as: 

𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐓𝐱) = 𝐏𝐂(𝐑𝐄𝐏)(𝐓𝐱) +  𝐏𝐂(𝐑𝐄𝐐)(𝐓𝐱) + 𝐏𝐂(𝐁𝐄𝐂)(𝐓𝐗)                                       (5.11a) 

 

𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐑𝐱) = 𝐏𝐂(𝐎𝐏𝐄𝐍)(𝐑𝐱) +  𝐏𝐂(𝐂𝐨𝐧𝐟𝐢𝐠)(𝐑𝐱) + 𝐏𝐂(𝐁𝐄𝐂)(𝐑𝐱) + 𝐏𝐂(𝐑𝐄𝐒)(𝐑𝐱)             (5.11b) 

and the total PC of transmission and receiving processes of control plane signalling of k 

SNs as: 

𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐓𝐱) = ∑ [𝐤
𝐧=𝟏 𝐏𝐂(𝐑𝐄𝐏)(𝐓𝐱) +  𝐏𝐂(𝐑𝐄𝐐)(𝐓𝐱) + 𝐏𝐂(𝐁𝐄𝐂)(𝐓𝐗)](𝐧)                                ( 5.12) 

𝐏𝐂𝐒𝐍(𝐂𝐓𝐑)(𝐑𝐱) = ∑ [𝐤
𝐧=𝟏 𝐏𝐂(𝐎𝐏𝐄𝐍)(𝐑𝐱) + 𝐏𝐂(𝐂𝐨𝐧𝐟𝐢𝐠)(𝐑𝐱) + 𝐏𝐂(𝐁𝐄𝐂)(𝐑𝐗) + 𝐏𝐂(𝐑𝐄𝐒)(𝐑𝐱)](𝐧)  (5.13)  

𝐏𝐂𝐑𝐄𝐏 = 𝐄𝐓𝐱 ∗ 𝐑𝐑𝐄𝐏 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐑𝐄𝐏−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                   (5.14) 

𝐏𝐂𝐑𝐄𝐐 = 𝐄𝐓𝐱 ∗ 𝐑𝐑𝐄𝐐 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐑𝐄𝐐−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                      (5.15)  

𝐏𝐂𝐑𝐄𝐒 = 𝐄𝐑𝐱 ∗ 𝐑𝐑𝐄𝐒 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐑𝐄𝐒−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                             (5.16) 

𝐏𝐂𝐎𝐏𝐄𝐍 = 𝐄𝐑𝐱 ∗ 𝐑𝐎𝐏𝐄𝐍 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐎𝐏𝐄𝐍−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                      (5.17) 

𝐏𝐂𝐂𝐨𝐧𝐟𝐢𝐠 = 𝐄𝐑𝐱 ∗ 𝐑𝐂𝐨𝐧𝐟𝐢𝐠 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐂𝐨𝐧𝐟𝐢𝐠−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                       (5.18) 

𝐏𝐂𝐁𝐄𝐂−𝐑𝐱 = 𝐄𝐑𝐱 ∗ 𝐑𝐁𝐄𝐂(𝐒𝐍−𝐒𝐍𝐬−𝐒𝐍𝐊) + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 ∗ 𝐑𝐁𝐄𝐂−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                                (5.19) 
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𝐏𝐂𝐁𝐄𝐂−𝐓𝐱 = 𝐄𝐓𝐱 ∗ 𝐑𝐁𝐄𝐂(𝐒𝐍−𝐒𝐍) + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐁𝐄𝐂−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫                        (5.20) 

RReport, RRequist and RBeacon are the associated packet rates related to the information 

of the control plane signalling, processed as transmission data from the sensor nodes to 

the controller, and manipulated by sensor nodes. Depending on these data, the 

controller will build the flow table. However, RResponse, ROpenpath and RConfig are bits 

rate received from control plane. In addition, RSDN−WISE Layer  is the bit rate in SDN-

WISE layer. All of them are described in Table 5.3 based on [103]. ETX and ERX are 

same as the Equations (5.7) and (5.8). 

Furthermore, 𝐏𝐂𝐑𝐄𝐏, 𝐏𝐂𝐑𝐄𝐐, 𝐏𝐂𝐁𝐄𝐂−𝐓𝐗, 𝐏𝐂𝐑𝐄𝐒, 𝐏𝐂𝐎𝐏𝐄𝐍, 𝐏𝐂𝐂𝐨𝐧𝐟𝐢𝐠 and 𝐏𝐂𝐁𝐄𝐂−𝐑𝐗 

respectively are power consumed by report, request, beacon for transmitting, response, 

open path, configuration and beacon for receiving, respectively. 

Table ‎5.3 Control Signalling Packet Size 

Control Packet Types 

 

Size/Bytes 

without 

SDN-WISE 

Header 

 

 

Source 

 

Destination 

*Report 18 Sensor, Sink Controller 

Config 3 Controller Sensor, Sink 

**Request 92 Sensor, Sink Controller 

***Open Path 11 Controller Sensor & Sink 

RegProxy 28 Sink Controller 

Beacon 2 Sensor, Sink Sensor, Sink 

Response 6 Controller Sensor, Sink 

 

* This is for 5 neighbour nodes [27] 
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** Max value 

*** This is for window size=2 and nodes=3 [27] 

5.4.2.2 Power Consumption for Sink Node (𝑷𝑪𝑺𝑵𝑲) 

𝐏𝐂𝐒𝐍𝐊 = 𝐏𝐂𝐒𝐍𝐊 (𝐃𝐀𝐓) + 𝐏𝐂𝐒𝐍𝐊 (𝐂𝐓𝐑) + 𝐏𝐂𝐒𝐍𝐊 (𝐢𝐝𝐥𝐞) + 𝐏𝐂𝐒𝐍𝐊 (𝐄𝐭𝐡−𝐏𝐨𝐫𝐭−𝐂𝐨𝐧𝐟𝐢𝐠) +

𝐏𝐂𝐒𝐍𝐊 (𝐀𝐝𝐚𝐩𝐭)                                                                                                                                       (5.21) 

where  PCSNK (DAT), is the power depleted in sink as the part related to the data traffic 

and PCSNK (CTR)  is the PC in the sink node related to the control signalling, these two 

parts presents sink’s PC in 802.15.4 protocol. Whereas, the TCP/IP data plane traffic 

and control plane signalling PCs are represented by 𝐏𝐂𝐒𝐍𝐊 (𝐄𝐭𝐡−𝐏𝐨𝐫𝐭−𝐂𝐨𝐧𝐟𝐢𝐠) as an Ethernet 

port configuration PC of connection interface of the SNK, which depends on the 

achieved 802.3 PHY layer link speed. This configuration is based on the (following 

equations), Table 5.2 and those values depend on the [104]. 

𝐏𝐂𝐒𝐍𝐊(𝐄𝐭𝐡−𝐏𝐨𝐫𝐭−𝐂𝐨𝐧𝐟𝐢𝐠) =

{   
(𝟎. 𝟎𝟏𝟖𝟑 ∗ 𝐋 + 𝟐𝟕𝟕. 𝟗𝟏𝟑)         𝟏𝟎 𝐁𝐚𝐬𝐞𝐝 − 𝐓                                                    (5.22)                                              
(𝟎. 𝟎𝟎𝟐𝟔 ∗ 𝐋 + 𝟐𝟗𝟏. 𝟑𝟐𝟔)          𝟏𝟎𝟎 𝐁𝐚𝐬𝐞 − 𝐓                                                                                                              

  

where L is the size in Bytes of transmitted TCP/IP packet. 

L = SDN − WISE Packet Size + 66                                                                      (5.23) 

The proposed connectivity with the WISE-VISOR and data plane destination end 

devices, such as services and/or end users, is provided via an Ethernet link, in order to 

generalise the PC model, which adapts to the IEEE 802.3. This study investigates the 

demand of PC in two operation modes, 10 Base-T and 100 Base-T, as shown in Figure 

5.3.  
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Figure ‎5.3 Port configuration 

This figure clearly illustrates the effect that the operating conditions, which are 

demonstrated by the achieved Ethernet port traffic. This Port-Config demonstrates one 

of the important parts between PC and QoS, since it contributes to the offered NQoS 

that defines the maximum physical layer link throughput, as well as packet size (L) of 

the transmitted TCP/IP packet as an AQoS metric, and its contribution with total PC. 

Furthermore, the value of L for control signalling will consider the type of the 

specified control signalling and the size of the its packet as listed in Table 5.3 . 

Another component of PC in SNK is the power consumed in the adaptation process 

PCSNK (Adapt), which is dissipated for in the formatting process of the up and down data 

streams of the messages received and/or transmitted from by the sink node. This value 

of adaptation process PC is assumed to be per packet process for up and down data 

streams. PCSNK (Adapt) value is assumed from [101] as it was considered in the 

measurement of PC. 

A.  Power Consumption for Data Plane Traffic in SNKs (𝑷𝑪𝑺𝑵𝑲(𝑫𝑨𝑻)) 

This section is related to the SNK PC of data plane traffic, which is based on the 

upstream traffic from IoT end devices toward destination points. The SNK node will 

act as a gateway and this PCSNK(DAT)  will be a reception process PC of 802.15.4 

interface as PCSNK(DAT)(Rx)  and a transmission process PC of TCP/IP with 802.3 

interfaces or Ethernet interface as𝐏𝐂𝐒𝐍𝐊(𝐄𝐭𝐡−𝐏𝐨𝐫𝐭−𝐂𝐨𝐧𝐟𝐢𝐠). Then, PCSNK(DAT) is written 

as: 
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𝐏𝐂𝐒𝐍𝐊(𝐃𝐀𝐓) = 𝐏𝐂𝐒𝐍𝐊 (𝐑𝐱)                                                                                   (5.24) 

Where 

𝐏𝐂𝐒𝐍𝐊 (𝐃𝐀𝐓)(𝐑𝐱) = 𝐄𝐑𝐱 ∗ 𝐑𝐝𝐚𝐭𝐚𝐑𝐱 + 𝐄𝐑𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) ∗ 𝐑𝐑𝐱(𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)         (5.25)    

This equation is based on the up-link direction; therefore, the flow of traffic will only 

deal with the received up-stream data flow, while the transmission PC of TCP/IP with 

Ethernet port will be processed as 𝐏𝐂𝐒𝐍𝐊(𝐄𝐭𝐡−𝐏𝐨𝐫𝐭−𝐂𝐨𝐧𝐟𝐢𝐠).                                    

B. Power Consumption for Control Plane Signalling in SNKs (𝑷𝑪𝑺𝑵𝑲(𝑪𝑻𝑹)) 

The control plane signalling is directed into two directions (up-link and down-link) and it 

specifies both groups of signalling. 

𝐏𝐂𝐒𝐍𝐊 (𝐂𝐓𝐑) = 𝐏𝐂𝐒𝐍𝐊 (𝐂𝐓𝐑)(𝐓𝐱) + 𝐏𝐂𝐒𝐍𝐊(𝐂𝐓𝐑)(𝐑𝐱)                                                            (5.26) 

for single SNK node the PC for transmission process of 802.15.4 radio and SDN-

WISE processing  PCSNK (CTR)(Tx) is written as: 

𝐏𝐂𝐒𝐍𝐊(𝐂𝐓𝐑)(𝐓𝐗) = (𝐄𝐓𝐱 ∗ 𝐑𝐂𝐨𝐧𝐟𝐢𝐠 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐂𝐨𝐧𝐟𝐢𝐠−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) +

(𝐄𝐓𝐱 ∗ 𝐑𝐎𝐏𝐄𝐍 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐎𝐏𝐄𝐍−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ) + (𝐄𝐓𝐱 ∗ 𝐑𝐁𝐄𝐂 +

𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐁𝐄𝐂−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ) + (𝐄𝐓𝐱 ∗ 𝐑𝐑𝐄𝐒 +

𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗

𝐑𝐑𝐄𝐒−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫)                                                                                                               (5.27) 

and PCSNK (CTR)(Rx) represent the PC for reception process of 802.15.4 radio and SDN-

WISE processing for single SNK node  is written as: 

𝐏𝐂𝐒𝐍𝐊(𝐂𝐓𝐑)(𝐑𝐱) = (𝐄𝐑𝐱 ∗ 𝐑𝐑𝐄𝐏 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐑𝐄𝐏−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) + (𝐄𝐑𝐗 ∗ 𝐑𝐑𝐄𝐐 +

𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗ 𝐑𝐑𝐄𝐐−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫) + (𝐄𝐑𝐗 ∗ 𝐑𝐁𝐄𝐂 + 𝐄𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 ∗

𝐑𝐁𝐄𝐂−𝐒𝐃𝐍−𝐖𝐈𝐒𝐄 𝐋𝐚𝐲𝐞𝐫 )                                                                                                              (5.28) 

 

5.4.2.3 Power Consumption for SDN-WISE Controller  

The power consumption for SDN-WISE controller, which includes the SDN-WISE 

(PCCTR ) as Controller Application PC, TM PC (PCTM) and Adaptation process PC 

as PCAdapt, .The controller application is assumed to have a constant PC value based 

on the controller as an application as described in [100] as shown in Table 5.2.  
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5.4.2.4 Assumptions 

There are some specific assumptions considered in the calculations of total PC of the 

introduced network model. Firstly, the TTI of the control signalling assumed to be the 

same signalling rate for all of them. Secondly, the transmitted data plane traffic and 

the interaction between achieved 802.15.4 radio throughput and IoT application data 

rate as a required AQoS. Thirdly, the single hop transmission between SNs and SNK 

in the 802.15.4 radio is considered, in order to get a fair comparison in the data 

analysis, and to get a fair contrast between data plane traffic and control plane 

signalling streams in end nodes PC with respect to TTI and IoT applications data rates. 

Furthermore, all constant values of PC based on in our profiling PC model are listed in 

Table 5.2 [100]. 

 

Figure ‎5.4 Packet data unit for packet rate with respect to payload size of different link rates 
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In addition, the packet per sec is considered according to the Equation below. As well 

as, Figure 5.4 shows the analysis of packet rate as a function of IoT application 

payload size for different 802.15.4 physical layer link rates between SN and SNK.  

The Uplink packet rate  

𝐏𝐚𝐜𝐤𝐞𝐭 𝐏𝐞𝐫 𝐬𝐞𝐜 (𝐏𝐏𝐬) = [𝐋𝐢𝐧𝐤 𝐑𝐚𝐭𝐞 (𝐛𝐩𝐬)] / [[𝐏𝐚𝐲𝐥𝐨𝐚𝐝 𝐒𝐢𝐳𝐞(𝐁𝐲𝐭𝐞/𝐏𝐚𝐜𝐤𝐞𝐭) +

𝟒𝟏] ∗ 𝟖]                                                                                                                    (5.29) 

The maximum pps = 235 (PPs) with 92 (Bytes) payload packet size when the link rate 

is 250 (kbps) and 612.7 with 10 (Bytes) payload when the link rate is 250 (kbps). In 

the proposed model we considered the packet per sec as 66.667. 

 

5.5  Results and Discussion 

The proposed network model is used to effectively analyse and identify the PC in 

terms of the proposed network nodes setting  as shown in table 5.2, which were chosen 

based on [27] and the scenario of 2000 sensor nodes and 16 sinks., thereby each sink 

node will attached with 125 SNs. In this section the results discussion will be divided 

into two parts, which are control and data planes. 

4.5.1  Control Plane PC 

In control plane, the controllers and WISE-VISOR are determined by the network 

 logics. The power consumed in the control plane is related to the aspects below: 

 

4.5.1.1 Topology Discovery PC 

The first set of the PC model elements to consider here is the topology discovery 

signalling power consumption with respect to the TTI. This is because the construction 

of the network topology initiates at the network elements, which is sink nodes and SNs 

as described in TD (5.3.2 (A)) section [27].  
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Figure ‎5.5 PC Topology Discovery control signaling (a) Beacon, (b) Report, (c) Configuration 

and (d) Total 

Figure 5.5 shows an overview of all the elements of the TD signalling PC in the 

network elements of the proposed network scenario. Figure 5.5 (a) presents the PC of 

the Beacon signalling. The most interesting aspect of this graph is the interaction 

between the PC of the Beacon traffic in the network elements and TTI. Furthermore, 

Figure 5.5 (a) provides the percentage decrease in the Beacon process’s PC with 

respect to TTI. It shows a significant reduction of 50% in the consumed power when 

the TTI is increased to 10 seconds, and 75% at 20 seconds. Surprisingly, only a 20% 

extra reduction in power consumption is achieved when the TTI reaches 90 seconds in 

comparison with 20 seconds (TTI beacon PC). 

Figures 5.5 (b) and (c) demonstrate the PC and percentage decrease of the Report 

signalling and Configuration signalling with respect to TTI. The Report and 

Configuration signalling represent the complementary processes of the network TD 

framework, since they are accompanying with the Beacon signalling process. Report 

signalling is used to send the required information from the terminal devices SNs and 

sink nodes to the WISE-VISOR as well as to the TM application. The Configuration 

signalling is employed to send the related modification/adjustment information from 
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Wise-Visor to the terminal devices. As shown in Figure 5.5 (b), the PC of Report 

signalling decreases with an increase in the TTI. The percentage decrease of Report 

PC gives 33.71% decrease in PC at 10 seconds TTI and achieves 50.56% decrease of 

PC at 20 seconds TTI, whereas the percentage decrease gives 63.67% at 90 seconds 

TTI. 

Figure 5.5 (c) shows a decrease in Configuration PC with the increase in TTI, as the 

percentage decrease of configuration signalling PC achieves 13.15% at 10 seconds 

TTI and 19.73% at 20 seconds, while the percentage decrease only reaches 24.85% at 

90 seconds. Figure 5.5 (d) provides the total PC and percentage decrease of all TD 

signalling PC; the Beacon, Report and Configuration PCs were added together, and the 

PC of the total TD signalling decreased as the TTI increased. The percentage decrease 

of TD PC gives 47.73% and 71.6% at 10 and 20 seconds TTI respectively, whereas it 

achieves 90.16% at 90 seconds of TTI. Table 5.4 lists the PC percentage share of 

Beacon, Report and Configuration of total TD signalling PC. Closer inspection of the 

table shows the Beacon share decreased as the TTI increased. Furthermore, the Report 

and Configuration PCs increased with an increased TTI. 

 

Table ‎5.4 Percentage Share of TD Signaling PC 

TTI (sec) Beacon % Report % Configuration % 

5 89.59 7.842 2.778 

10 85.71 9.677 4.616 

20 78.87 13.28 7.852 

40 68.01 19 12.99 

80 53.33 26.74 19.93 

90 50.6 28.18 21.22 

4.5.1.2 Request and Response PC 
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Figure ‎5.6 (a) Request, (b) Response and (c) Total Request and Response with respect to the 

TTI 

When the received packet passed the accepted ID process, at network element, as soon 

as there is a no match occurrance in the Flow Table or a specific amount of delay is 

experienced in FWD process and the INPP as well cannot state any decision about the 

processed packet, then Request packet will be sent to the WISE-VISOR. 

Consequently, the Response packet containing updated flow rules will be activated 

according to the received Request. Figures 5.6 (a) and (b) provides an overview of the 

PC for Request and Response control signalling in the network elements in the 

proposed model. Assuming that all network elements, excluding the sink nodes, was 

sending Request and receiving Response. Essentially, the transmission of the Request 

packet and the complementary Responses are not carried out on a periodic basis; their 

presence is a  part of the control signalling rules framework, which is set by NOS.  

Figure 5.6 (a) presents the sum of the Request signalling PC and the percentage 

decrease in PC with respect to TTI. The PC decreases as the TTI increases; the 

percentage decrease provides an indication that the decrease will be 36.1% at 10 

seconds and 68.18% at 90 seconds. 
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Figure 5.6 (b) introduces the Response signalling PC and the percentage decrease in 

PC with respect to TTI. It shows a decrease in the PC as the percentage decreases by 

13.25% at 10 seconds TTI and 25.01% at 90 seconds. 

Figure 5.6 (c) gives both the Request and Response processes PC and their percentage 

decrease with TTI. The PC decreases as the TTI increased, which is clear from the 

percentage decrease by 32.56% at 10 seconds, 48.84% at 20 seconds and 61.5% at 90 

seconds. The most interesting aspect of this graph is that the percentage decrease in 

variation rate of PC reduces as the TTI increases. The reduction in PC performance is 

12.66% over 20 seconds. 

   

4.5.1.3 Registry Proxy and Open Path PC 

RegProxy signalling is considered to be a part of the TD signalling of SDN-WISE 

control plane signalling, as its packet is used to send some information about the 

existence of the sink node to the WISE-VISOR in order to prevent the registration of 

the sink node as a switch on the other controllers.  

 

Figure ‎5.7 (a) Registry Proxy and (b) Openpath 

The openpath signalling is initiated at the sink nodes towards the WISE-VISOR. It can 

be classified as a QoS proactive support signalling. As well as, it is considered one of 

the important features of SDN-WISE, because it is a reactive support signalling to the 

data plane traffic, which is used to reduce the control messages transmitted from the 

control plane towards nodes. 
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Figure 5.7 (a) shows the PC and the percentage decrease in PC of RegProxy control 

signalling with respect to the TTI. The PC in the 16 sinks starts with 30.41 mW at 5 

seconds TTI and reduces approximately to 30.4 mW at 90 seconds TTI. The 

percentage decrease in RegProxy PC is 0.0177% at 10 seconds and it increases to 

0.0334% at 90 seconds TTI.  

Figure 5.7 (b) presents the PC in the network elements of Openpath signalling with 

respect to TTI. The PC starts with 35.32 mW at 5 seconds of TTI and reduces 26.14 

mW at 90 seconds TTI. The percentage decrease in PC with respect to the increase in 

TTI shows a decrease of 13.76% at 10 seconds TTI and it decreases further by 26% at 

90 seconds of TTI. 

4.5.1.4 Total Power Consumption for all control Plane 

 

 

Figure ‎5.8 The total Control Plane signaling 

The aforementioned group of control signalling characterises the control plane 

signalling of the SDN-WISE in the network elements, and the total PC of the control 

plane in the network elements. Figure 5.8 represents the total PC of the control plane 

and the percentage decrease of the PC with respect to TTI in the network elements 

such as sensor nodes and sinks in the proposed network scenario configuration. This 

figure shows that the PC decreases as the TTI increases. The percentage decrease is 

43.46% when the TTI is 10 seconds, 65.2% at 20 seconds and 82.1% at 90 seconds 
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TTI. There is a dramatic reduction in the control plane PC in the network elements 

with respect to TTI, specifically in the range between 0 to 40 seconds, where the 

percentage decrease reaches 76.06%. In addition, high QoS requires high control 

signalling for it updating network topology configuration, which needs additional 

power to be consumed. These percentages can be presented in a pie-chart as shown in 

Figure 5.9. The original setting of the proposed scenario of SDN-WISE network by 

[27], where the possibility of having sensor nodes that respond to the incoming 

messages depending on state variables that reduces the number of messages 

exchanged between each sensor node and the controller, thus reducing the number of 

packets sent over the network and the total energy consumption.  

 

Figure  5.9 Pie-chart for the total PC of Control Plane traffic 

 

4.5.2 Data Plane PC 
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Figure ‎5.10 The total PC of Data Plane signaling 

Figure 5.10 shows the PC of data plane traffic and the percentage increase with respect 

to the payload size (Bytes). The payload size starts with 10 Bytes, the same as the 

prototype testbed of the SDN-WISE in [27], and the maximum payload size is set to 

92 Bytes in order to match the maximum allowed packet payload size of 802.15.4 

standard [46][27]. In this figure there is a clear trend of increasing PC with increasing 

payload size. The percentage increase of PC is not only directly related to the payload 

size but also includes the power consumed by the packet headers of SDN-WISE and 

802.15.4. The PC of Idle SNs and SNKs as well as the PC of constant port 

configuration of the Ethernet port in the sinks are not included here, because they are 

just constant values and enables us to emphasise on the dynamic change of PC with 

payload size. 

 

4.5.3 Total Power Consumption 
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Figure ‎5.11 The Total PC in Control Plane and Data Plane 

Figure 5.11 provides the total PC (Data plane and Control plane) of the network 

scenario in the SNs and SNKs without idle and constant port configuration. As, it can 

be seen from Figure 5.11, the total PC reduces when the TTI increases and it increases 

with the payload size. Closer inspection of the above figure shows that there is a 

significant decrease of the total PC when the control plane TTI is increased.   

 

Figure ‎5.12 Total PC in Control Plane and Data Plane 

Figure 5.12 presents the total PC in the network elements, represented by the PC of the 

SNs and the SNKs including data plane and control plane traffic consumption. The PC 

is represented by control signalling of the network scenario with the PC of the 
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controller application with respect to variation in control plane signalling TTI (for 

different payload sizes starting with 10 Bytes and increasing to 90 Bytes).  

Figure 5.12 shows that there is significant change (decrease) in the total PC when the 

TTI of control signalling is between 5 and 40 seconds. The lower TTI means that the 

highly supported QoS network needs to provide more network resources to control 

plane signalling, which in turn is reflected as power consumed in the network element. 

The overall efficiency of the network can be divided into three parts. The first 

concerns is the PC, the second concerns is the ratio of the data plane traffic to the 

control plane signalling, and the third is related to NQoS provided to IoT application.    

 

 

Figure ‎5.13 The total normalized PC of with respect to TTI and payload size 

Furthermore, Figure 5.13 represents a normalized 3D plot of PC with respect to the 

TTI of control signalling and the payload size of data plane traffic. The idle and 

constant port configuration power consumptions are not considered and they are only 

in the SNs and SNKs. This shows that the PC increases with increasing payload size, 

as well as with decreasing TTI.  
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Figure  5.14 The total normalized PC with respect to payload size and data rate 

Figure 5.14 shows the normalized total PC for 2000 nodes and 16 sinks with 5 seconds 

TTI, with respect to payload size (Bytes) and the physical layer link data rate (bps). A 

closer look at this 3D plot shows that the PC increases linearly with the payload size 

and with the achieved physical layer link rate between SNs and SNKs. This figure is 

normalised for the maximum achieved power consumption related to maximum 

payload size and maximum link rate. Here the dominant factor in PC is the achieved 

link rate.  The minimum link rate of 25 kbps gives 18.25% and 18.43% associated 

with 10 Bytes and 90 Bytes payload sizes respectively, while the maximum link rate 

of 250 kbps achieves 98.29% and 100% related to 10 Bytes and 90 Bytes payload 

sizes, respectively. Moreover, the total PC of the Data Plane (DP) from the whole 

system power is 98%, whereas the Control Plane (CP) spends just 2%, with minimum 

TTI (5 sec) and maximum payload size of 92 Bytes as shown in Figure 5.15. 
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Figure ‎5.15 The total PC for DP and CP 

4.6 Summary 

This study performs a deep analysis and tries to model the PC of a SDN based IoT 

system. It decomposes all of the element functions of the SDN-WISE structure, which 

supports the IoT application and services of WSN operated by the SDN. They work 

together but according to assorted margins to sustain the high NQoS.  The architecture 

model of the proposed work is based on [27] for profiling a PM for SDN in WSN. The 

PM is an essential part for both the devices and the network to be managed in flexible 

manner. Consequently, the proposed PM for measuring the PC strongly plays an 

essential role in the offered SDN NQoS for meeting the required AQoS of IoT 

applications. This study casts a mathematical framework in the investigation of the PC 

model. It is subdivided into two important parts: control signalling and data traffic PC. 

This methodology and the associated framework is based on the power-efficient 

802.15.4 in the wireless part and TCP/IP in the wired access technologies for the IoT 

over a range of traffic levels. A range of parameters have been used to construct the 

PC of the IoT applications, this done by introducing the SDN-WISE PC model. The 

propose evaluation processes of the WSN architecture in the SDN-WISE paradigm 

could be modified depending on the control plane signalling parameters and achieved 

data traffic metrics. The results indicate that the effectiveness of the additional control 

signalling results in a power consumption of 98% from the total PC in the Data Plane 

traffic and 2% in the Control Plane signalling. This figure can be steered in order to 

improve the NQoS, such as reducing the TTI of the control signalling in the control 

plane. 
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Chapter 6 Conclusions and 

Future work 

6.1  Conclusions 

The overall aim of this thesis is to address the issues associated with energy efficiency 

for WSN based on IoT, which is summarised in Chapter One. The work started with 

the explanation of fundamentals of research based on the energy efficiency of WSN, 

with the purpose of prolonging the lifespan of the system. The literature review raised 

four main issues, as which are follows.   

Firstly, the fundamentals of WSN routing protocols are examined and a number of 

studies that have addressed energy consumption matters based on clustering routing 

protocols are outlined. Secondly, the basic concepts of sleep mode approaches and 

classification techniques are discussed along with a review of some studies that have 

considered modes for enhancing energy efficiency. Thirdly, the essential ideas behind 

improving network performance are described, focussing on a load balancing strategy 

to introduce new transmission techniques, while attaining a more balanced system. 

Then, prior work is based on evolutionary algorithms for solving optimisation 

problems are considered. The last part of the literature review describes the 

background and related work using SDN, which is deployed to reduce the 

complexities and difficulties in managing the current and future IoT networks.  

 

An M2M MLCMS routing protocol is proposed for the WSN model system, which is 

implemented based on the 6LoWPAN protocol. Moreover, the deployment of sink 

nodes with an optimal number was introduced based on a number of experiments. The 

selection procedure of the CHs plays an essential role in improving the lifetime of the 

system. In the proposed MLCMS model, the CHs election is based on a mathematical 

function, which considers the most effective parameters. The evaluation has 

demonstrated that when applying the MLCMS protocol, energy consumption is 

reduced when compared with the LEACH and M-LEACH algorithms. According to 
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the simulation results, the approach consumes much less energy than M-LEACH and 

LEACH, with 93% and 147% enhancement of energy efficiency, respectively. This 

positively affects the system lifetime and stability. By combining 6LoWPAN, the 

number of packets received by the system increases by 7%, and higher accessibility to 

the M2M nodes as well as substantial extension of the network are realised. By using 

6LoWPAN the IoT paradigm is enabled automatically, as it provides a wise IP. In 

addition, an adaptive sleep mode scheme has been produced for a more efficient 

lifetime of M2M. The time period of active and sleep CHs has been considered by 

adding such a scheme to the MLCMS algorithm. The decision on the length for the 

active period time for a CH is made according to a mathematical function. This 

technique doubles the lifetime of the system and increases the reduction of the end to 

end delay by half, when compared to MLCMS model without the adaptive sleep 

mode.  

 

Furthermore, the Network Performance (N.P) was improved based on the MLCMS 

protocol to prolong the lifetime along with load balancing solutions. Allocating the 

CHs to sinks dynamically is evaluated. In order to provide balanced traffic to the 

network with high residual energy a practical CH-Sink mapping solution is delivered. 

That is, the Self-Optimising Cluster Head to Sink Algorithm (SOCHSA) for M2M-

WSN is proposed to deploy network resources efficiently. This algorithm maximises 

N.P by balancing the load across multiple sinks to avoid over-utilisation of the 

network resources.  Increasing the load fairness index and the average residual energy 

for the whole M2M network is solved as an optimisation problem. The optimal 

solution with two evolutionary algorithms (GA) and (DPSO) is used to tackle the CH 

distribution issue. The performances of both GA and DPSO are tested and compared 

using two benchmark scenarios. MLCMS with the SOCHSA algorithm provides 

significant network benefit in terms of network lifetime when compared to MLCMS 

without SOCHSA. Moreover, DPSO converges notably quicker than GA and also 

outperforms it in large network scenarios. Optimum N.P evolution values of 0.306287 

and 0.307731 are achieved in the benchmark problems P1 and P2, respectively, by 

both two and three sinks for GA and DPSO. In addition, the average residual energy 

improved by 2% when using three sinks compared to two. In terms of the complexity 

and convergence, the computational results show that DPSO is better than GA and it is 
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thus, considered best suited to a proactive IoT network. The proposed scheme can 

fulfil different N.P requirements of M2M traffic by instant traffic identification and 

rerouting dynamic traffic. 

 

In addition, the SDN solution for WIreless SEnsor networks (SDN-WISE) has been 

used to evaluate the power consumption model. This is considered to be key for 

solving the issue of the huge number of devices in the IoT. The services on a massive 

number of physical devices used wirelessly usually have high power consumption. A 

power consumption (PC) model for the SDN-WISE system is analysed deeply. All of 

the element functions for the SDN-WISE system and the effects on the power 

consumption for the whole system are evaluated. The model empowered the services 

of WSN and SDN to work together, according to different constraints, while 

maintaining the stability of the network performance. Furthermore, a mathematical 

framework is employed to examine the PC for the IoT model based on SDN-WISE. 

Two important measures are considered in this study, namely control signalling and 

data traffic with respect to the TTI, throughput, packet size and their effects on NQoS 

and AQoS from a PC point of view. The Power Model (PM) is proposed to profile PC 

in SDN-WISE. The range of parameters is based on constructing the PC model in the 

IoT system to solve important issues when introducing the SDN-WISE PM. The 

assessment processes of the WSN architecture in the SDN-WISE paradigm is 

proposed, which can be modified depending on the control plane signalling and data 

traffic requirements. The PC measurement results indicate the effectiveness of the 

additional control signalling it. That is, it led to a power consumption of 98% from the 

total PC as Data Plane traffic and 2% as a Control Plane signalling, which is a proof of 

its feasibility. 

6.2  Future Work 

To recap, the proposed model for the M2M WSN system performance is evaluated as 

the first contribution and this is optimised to arrive at an improved system as the 

second. Moreover, the PC model was profiled for using an up-to-date paradigm, which 

is SDN-WISE. From all these achievements, it can be concluded that the results are 

encouraging. However, they need to be followed up with a concerted development 
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effort to move this mechanism into reality. In this thesis, the work opens up research 

on different directions.  

For short-term future work, the following issues need to be considered. Firstly, 

regarding the first contribution the network parameters could be extended and 

implemented as a hardware scheme as well as, the proposed routing protocol 

algorithm can be investigated by using mobile sinks. . Secondly, the evolutionary 

algorithms, GA and DPSO, are used in the second contribution for solving the 

optimisation problem, but other AI optimisation techniques can also be employed as a 

future work. For instance, ant colony and honeybee protocols can be deployed and 

compared with the algorithms that have been used.  

Furthermore, in the network performance formula we can consider more than two 

KPIs depending on the requirements of the proposed work for instance , consider the 

delay as one of the KPI as a third one. 

 In the third part of the work, the profiling of the PC model is based on SDN-WISE 

and this model can be implemented in the future for evaluating the power saving 

approaches in SDN-WISE. This can involve implementing different techniques aimed 

at avoiding extra power consumption. Moreover, we can improve the SDN-WISE 

network by involving the optimisation techniques for enhancing the whole network 

performance. 

 Furthermore, as the system model is based on the IoT, then the network could be 

extended by including heterogeneous networks, such as Cloud Radio Access Network 

(CRAN).  Moreover, for long-term future work, experimenting with a real test bed 

together with a workload from different applications is important for continuously 

improving M2M WSN based on SDN-WISE in IoT applications. 

6.3  Research Impact 

Energy waste is a major problem in today’s communication systems. The reasons for 

this are the lack of efficient protocols and techniques to utilise all available network 

resources, mainly in relation to the physical hardware. An idle or non-fully utilised 

device is a reason for energy waste. Another cause of energy waste is the inflexibility 

to apply techniques that arte aimed to make the device utilisation efficient. The 
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contributions made by this research work can prevent adverse impacts of inefficient 

energy and uneven load distributions in M2M WSN based on the IoT and improve the 

overall system performance by maintaining efficient power management of network 

resources. The schemes proposed in this thesis provide the impact of load balancing 

and power saving in M2M applications for the IoT. Moreover, the centralised 

architecture of M2M WSN has been explored to achieve a globally balanced load 

across all network elements. In sum, the proposed work in this thesis effectively 

addresses inefficient energy consumption, the load balancing optimisation problem 

based on a clustering approach and profiling the power consumption when using an 

SDN-WISE technique with the IoT. This research work contributes to the ongoing 

efforts towards the IoT with SDN-WISE by offering solutions based on important key 

network performance indicators. 
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