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ABSTRACT
Vibration induced fatigue is a well-known problem in oil and gas piping systems. However the use of vibration data to detect damage is not an easy task without a priori knowledge of the undamaged condition. In this paper, level 1: Detection and level 2: Localization of damage from structural health monitoring strategies is adapted for damage identification. An experimental trial of acoustic emission monitoring was run to monitor fatigue damage during a full-scale resonance fatigue test of a girth-welded steel pipe from healthy condition until failure. The pipe was excited into the first mode of vibration using a resonance fatigue testing machine in order to determine the high-cycle fatigue strength of the weld. The information provided by acoustic emission monitoring is useful in evaluating the condition of the pipe during the test and the occurrence of cracking before failure. However, the acoustic emission signals are embedded in noise. To overcome this problem, the signals from different combinations of sensors were recursively cross-correlated, which provides for the derivation of a new effective coefficient (EC) parameter for Bayesian estimation. This parameter is useful for evaluating uncertainty arising from the signals that contribute to source localization errors. The estimation finds the most probable parameters corresponding to cracks using prior knowledge derived from standard pencil lead break tests. The proposed method demonstrates a strong relationship between the acoustic emission energy and the estimated coefficients. A high correlation between signals was found to be associated with cracking, and a low correlation between signals was found to be associated with random signals or noise. The method will be useful for monitoring the condition of piping to manage the risk of vibration induced fatigue failure.
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Introduction 
Vibration induced fatigue is a well-known problem in oil and gas piping systems 































[1]. Various vibration-based monitoring techniques have been implemented in the field of condition (CM) and structural health monitoring (SHM). However, the major challenge in monitoring technology is to detect failure with high confidence. In principle, vibration-based techniques evaluate structural condition from physical and dynamic characteristics. This method is useful particularly for damage detection and localization. However, the information obtained may be insufficient for complex problems of detection and localization of cracks, where the scale of damage is relatively small compared to the overall size of piping system. The difficulty arises due to negligible changes in structural stiffness, and thus no observable change in natural frequencies. Unmeasurable local stresses at crack tips further increase the risk of fatigue failure. In this paper, acoustic emission (AE) is used for damage detection and localization in a welded pipe subjected to dynamic loading by resonance fatigue testing. Acoustic emission is a passive non-destructive testing (NDT) technique due to rapid changes of stress state such as during crack extension. The energy is released as elastic waves that travel within material in the form of microscopic displacements and are then converted into electrical signals by AE sensors. The acoustic emission method is very sensitive to crack evolution. However, the signals are also susceptible to extraneous noise. Therefore Bayesian estimation, which uses a probabilistic approach to estimate the unknown parameters for damage evaluation, is proposed. The estimation was carried out using a signal-based method where the parameter used for Bayesian estimation is derived directly from the signals.  
Experimental Setup
A 15 inch diameter carbon steel pipe with a 50mm wall thickness was installed and tested in a resonance fatigue testing machine 







































[2]. The pipe was 7.2m long and contained a girth weld at mid-length. The pipe was filled with water, which has the effect of increasing the overall mass, and thus reducing the pipe length required for the same resonant frequency if it were empty. The pipe length was calculated based on its mass including the internal medium and both end attachments, to achieve a resonance in the first bending mode at around 30. The resonance fatigue test rig comprises a drive unit at one end as shown in Figure 1-a. A ‘balance’ unit is present at the other end for dynamic symmetry. The drive unit contains an eccentric mass which is spun using a motor to provide a rotating radial force to the system. The driving frequency was adjusted to achieve a particular strain range (as measured by strain gauges located at the mid-length of the pipe). The pipe mid-length, where the welded joint is located, is subject to the highest cyclic strain and hence the highest cyclic stress around the pipe circumference. The variation in stress from maximum to minimum is defined as a stress ratio of R=-1, and is superimposed on the axial stress generated by pressurising the water. The water pressure is chosen to produce an axial stress that is half of the applied stress range so that the resulting R ratio is greater than zero (R > 0). The pipe is supported at the nodes of the first vibration mode as illustrated in Figure 1-b, where the displacement is minimal. 
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[bookmark: _Ref472175050]Figure 1: The test set up. (a) Cyclic excitation is driven by a rotating eccentric mass at the drive end. There is a similar (static) mass at the other (balance) end for dynamic symmetry. (b) Two supports are positioned at the nodes where the pipe displacement is almost negligible.
Instrumentation setup
Four broad band acoustic emission sensors (model VS900-RIC) with built in pre-amplifier from Vallen Systeme were used with a Vallen AMSY-6 multi-channel test system. The system was set to 5 sample rate with a band-pass filter between 95 and 850. The duration discrimination time (DDT) and number of samples were set to  and , respectively, to allow for sufficiently long recording of transient signals. Acoustic emission signals are highly contaminated by extraneous noise such as fretting at the pipe supports. Other sources of noise may be generated due to the mechanisms of fatigue cracking such as crack closure or crack face rubbing. Therefore, appropriate sensor positioning is crucial to avoid unwanted signals. In order to remove the effect of noise generated from the pipe supports and mechanical noise from both pipe ends, guard sensors (the noise will hit the guard sensor before hitting the data sensors) were placed at the 6 o’clock position (see Figure 2) at either side of the nodes close to the pipe supports. Elastic deformation creates additional noise by friction between the sensors and the pipe surface. To overcome these problems, two sensors were located at each node where the local displacement should be minimal, as illustrated in Figure 2. To reduce the uncertainty related to AE signal source location, an asymmetric ring set-up was used allowing each sensor to record different arrival times than the case when all sensors would be located in the same plane. The sensors are attached using magnetic holders with grease between them and the pipe surface. 
[image: ]
[bookmark: _Ref472187648]Figure 2: The location setup of acoustic emission sensors (numbered 1-4) at 12, 6, 9 and 3 o’clock positions respectively. A guard sensor (G) was mounted at 6 o’clock position close to each node and an accelerometer was mounted at 12 o’clock position in close proximity to the weld joint.
The vibration measurement was evaluated from the input and output signals. The input (excitation) frequency from the motor was monitored and compared with the output vibration response of an accelerometer mounted near the weld joint. The measured output was fed into the Vallen system as parametric input with a sampling rate of 500. 
Localization Technique
A planar localization method was used to locate the source of acoustic emission. A maximum time of arrival,  is introduced by limiting the arrival time of sensor signals detected after the trigger sensor signal. The trigger sensor is the first sensor that receives signal above threshold. Limiting the arrival time prevents detection of AE signals outside the assessment area. The asymmetric sensor arrangement provides a triangular pattern for localization where limiting the time of arrival can be applied effectively. However, this method requires a specific arrangement of the sensors such that the defect locations are expected at the circumcentre of a triangular sensor arrangement. In this work, the expected defect location is in the weld areas at the mid-point between the supports where the sensors are placed. The maximum time of arrival can be written as;
	
	

	(1)


where  are the centre of the assessment area (weld area) or equivalently the identified damage locations, is the group velocity, and  are the extents of the measurement area. This approach removes further uncertainties of falsely detected AE signals, such as reflection from boundaries with longer arrival times than the limit. Figure 3 shows the areas of possible sources marked in red for arbitrary  and.
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[bookmark: _Ref492123018][bookmark: _Toc491806711]Figure 3:  An example of coverage area (red) around weld joint using the proposed triangular sensor arrangement with .
[bookmark: _Ref492126583]Calibration measurement
The average group velocity,  is determined by pulsing between acoustic emission sensors (using one as a transmitter and the others as receivers). The propagating waves are identified by comparing the wave velocity against the DISPERSE code 

































[3], a general purpose program for creating dispersion curves. A high threshold setting of 70dB was used during the calibration to remove the background noise based on initial trials carried out prior to the actual test. The frequency of the arriving waves and their velocity were measured as approximately 180 and, respectively. Although many wave modes appear at the measured frequency, the calculated velocity is close to the transverse wave velocity (S-wave) in steel, which indicates Rayleigh waves in thick structures. Calibrations using a pencil lead break test (PLB) 






































[4,5] were performed at the 3, 6, 9 and 12 o’clock positions near the girth weld to examine the reliability of the proposed sensor arrangement. Using the standard localization method provided by the Vallen Systeme, the events were accurately located as shown by the green dots in Figure 4. It has been noted that using a single wave velocity can be erroneous due to the dispersion effect and mode conversion resulting from reflection at boundaries. Crack orientation could also influence the propagating waves 





































[6]. In this work, the calculated velocity was assumed to be similar to that when the crack propagates through the thickness of the pipe.  
[image: C:\Users\mepgmfs\Dropbox\Shared Folder\Thesis\Papers\ICSV\LocalizationV3 - Marked.png]
[bookmark: _Ref475441101]Figure 4: The located events from PLB tests. Sensor 2 is labelled twice which marks a complete pipe revolution.
Signal Processing Method
The literature summarizes many different techniques and approaches for damage detection in structural health monitoring 
































































































































































[7–10]. Generally, selection of features can be categorized as parametric-based or signal-based 














































[11]. The signal-based method employs signal processing techniques which acquire parameters directly in the time domain, frequency domain or time-frequency domain 


















































































































































[12–15]. The parametric-based method uses explicit physical-dynamic parameters from the measurements 


























































































































[16–18]. These methods have been applied in many engineering applications. Damage detection using signal-based methods receives less attention due to large uncertainties associated with the measurement output. Thus, in this paper, Bayesian estimation is used to reduce the uncertainties rising from the signals acquired in extreme conditions during resonance fatigue tests. In comparison with the above signal processing techniques, Bayesian estimation takes advantage of a priori information from past measurements and updates the prior based on the current data. The posteriors are the probability distribution where inferences can be made about the underlying parameters. The results are compared with acoustic emission burst energy, which is attributed to the rapid change of stress state within the pipe as a result of fatigue damage.
Cross Correlation of Signals
Cross correlation is a method to find correlation between two signals. The method is useful to measure similarity of signals 














































[19] or their time differences for source localization 










































[20]. In general, a cross correlation between two functions  and  can be calculated as follows;
	
	
	(2)


The cross correlation functions are a matrix of cross correlation values obtained by shifting one signal relative to the other. These values are based on the length and amplitude of the signals. The maximum values can be normalized by the autocorrelation of each signal at zero lag to obtain a cross correlation coefficient between zero and one as follows;
	
	
	(3)


where; 	
 is the cross correlation function of signals and at lag of  
 is the cross correlation coefficient of signals and
 is the autocorrelation of signals for sensorat lag of zero
Acoustic emission signals are susceptible to extraneous noise and may consist of burst-type signals that are normally generated from rapid released of energy such as cracks, or continuous signals resulting from plastic deformation 








































































[21,22]. Continuous emission can also be generated due to rubbing of materials in contact during dynamic motion. The significance of using cross correlation for acoustic emission signals is that some signals with specific characteristics can be distinguished from other signals detected at the same instance. In this paper, Bayesian estimation is inferred from a set of time series signals represented by the effective coefficients (EC) from all possible sensor/signals combinations. The relationship can be described as follows;
	
	
	(4)


where;
 is the correction factor 
 is the cross correlation coefficient of signals and
EC measures a minimum degree of similarity of the correlated signals taking into account the maximum and minimum cross correlation coefficients of any two signals from the located events. Using this relationship, if all signals are perfectly similar then the ratio is equal to one. Therefore, the EC in this case is also one. If only two out of three signals are similar, then the less correlated signals reduce the calculated EC. An example of this is illustrated in Figure 5. The signal which is different in b) that is continuous rather than a short burst is at sensor 1. Using this relationship any located event that has high EC means the signals are similar. However, the coefficients calculated from the cross correlation are highly dependent on the lengths and amplitudes of the signals which will have an impact on the measured EC. A number of PLBs (i.e. similar calibration techniques as described in section 2.3) were carried out around the weld circumference to obtain a range of EC values for various signal lengths between  and  in increments of. 
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[bookmark: _Ref492234497]Figure 5: The located events from (a) high EC values (b) low EC value.
Bayesian Estimation
Bayes’s Theorem is attributed to Reverend Thomas Bayes (1702-1761). The premise of using Bayesian methods is based upon the ‘degree-of-belief’ interpretation of probability. The ‘belief’ is updated upon ‘seeing’ evidence, which updates the distribution of parameters. Statistical inferences can be made from the updated distributions either by point or interval estimates 










































































[23,24], such as the mean values of the posterior distributions. Bayesian estimation consists of a prior probability distribution, which is the initial hypothesis of random parameters that cannot be measured directly. It represents the distribution of the sought-after parameters before considering any observations (i.e. the input data). In this work the prior knowledge is assumed to follow the distribution obtained from the pencil lead break tests, which is considered the most relevant method to simulate cracks. The quality of the process depends on the likelihood function which finds the most probable data set for different values of. Bayes’s theorem can be written as follows;
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where;
 - The sought-after parameters or variables
 - The observed data 
Analysis Procedures
In Bayesian estimation, the integration in the denominator of Eq. 5 (i.e. “evidence”) must be carried out over a high-dimensional space and may not be tractable. This problem is usually solved using the Markov Chain Monte Carlo (MCMC) method 



































































[25,26] which enables the solution of integrals over high dimension probability distributions. The Monte-Carlo method approximates the integration of a continuous random variable , by summation over a large number of discrete random variables, which is independent and identically distributed. The solution is computed by concentrating the samples in the regions of high probability. The stochastic process of Markov Chain Monte Carlo (MCMC) method 







































[26], is referred to as a guided random walk which combines multiple samples sequentially. In the estimation of the posterior distribution, a chain of distributions of the random variables is constructed. The sequence of distributions tends to equilibrium, independent of the initial estimate. The convergent to posterior distributions i.e.  is termed the stationary distribution of the Markov chain such that . This means the parameter distribution  at step  depends only on  and is independent of . 
Bayesian Model
The WinBUGS 


















































[27]  (Bayesian Inference Using Gibbs Sampling 









































[28]) program is used to generate samples from full conditional distributions of the posterior distribution 










































[29]. The likelihood estimation of the parameter is assumed to follow a Gaussian distribution given the random nature of the fatigue damage process. The likelihood is formulated as follows;
	
	
	(6)


where; 
 is the mean of the distribution
 is the precision or inverse of variance
The prior distribution for the samples’ precision,, in this case is set to follow the Gamma distribution ; where  is the shape parameter and  is the rate parameter. The parameters are unknown and hence. However, “Informative prior” is used for  based on the fitted distribution from the PLB tests. Therefore the posterior distribution is;
	
	
	(7)


In this model the mean of the posterior distribution is indeed the most probable EC. The estimation was carried out with the signals obtained from the located events. The signals were extracted and cross correlated in MATLAB®. The EC values were calculated for each event and imported into WinBUGS for estimation. A schematic of the process is illustrated in Figure 6. During the estimation process, there is non-stationary period known as a “burn-in” stage at the beginning of the iterations before the Markov chain is converged. These values are discarded in the final estimation.
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[bookmark: _Ref493262428]Figure 6: Estimation process flow chart.
Results and Discussion 
The resonance tests lasted in this experiment from start-up to failure for six days (corresponding to 14,106,360 applied cycles). The drive motor was stopped by a trip system immediately as the internal pressure in the pipe dropped rapidly when a through-wall crack was present. The failure location was identified at the 6 o’clock position where a 4mm long crack was present on the pipe outer wall. The crack had initiated on the inner surface and propagated through the pipe thickness. The vibration frequencies were calculated to be 30Hz consistent over one hour durations at the beginning and end of the test. This shows that the excitation frequency of the pipe remained constant throughout the test, and is equal to the resonance frequency. The vibration amplitudes increase considerably towards the end of the test, and additional frequencies of approximately 50Hz emerged as soon as the drive motor was stopped allowing the pipe to come freely to a stop. These frequencies were identified as corresponding to damage as reported in the authors’ separate paper 















































[30]. The acoustic emission test recorded significant events in the last three days of the test when cracks were actively propagating. Therefore only these results were post-processed to demonstrate the practicality of using the proposed method. In this experiment the potential crack location is around the weld joint and hence damage was expected to concentrate in this area. However, the located events are distributed across the entire mid-section and span about 100cm in each direction along the pipe length from the weld joint as shown in Figure 7-a. This implies the located events are uncertain due to large false events being recorded, and hence motivates the current research to understand the signals which generated these events. Figure 7-b shows the AE burst energy corresponding to those events. There are peaks of AE energy towards the end of Day 4. However the energy is relatively low before the pipe failed, which requires further investigation.
	[image: C:\Users\mepgmfs\Dropbox\Shared Folder\Thesis\Papers\ICSV\Located Source Before Filter.png]
(a)
	[image: C:\RunAgainWithInformativePriorV2\Outputs\20Int\Energy_Without_Filter.png]
(b)


[bookmark: _Ref475293101]Figure 7: test (a) Located events on the pipe. Sensor 2 is labelled twice, marking a complete pipe revolution (b) Acoustic emission energy recorded for the last three days of the fatigue test.
The acoustic emission signals associated with the located events were identified not only as typical burst signals that are normally observed from crack-related activities. There are several random signals which are continuous and have long signal duration. Figure 8-a shows the signals from sensors 1-3, which are more random in nature, despite some signal peaks being recorded. Although the signals from sensor 3 may have some burst-like formation, the acoustic emission event was actually generated from the combination of less-well correlated signals as can be seen from the correlogram in Figure 8-b. In contrast, the event generated by the other sensor combination shown in Figure 9-a and Figure 9-b provide better correlation, and such signals are predominantly generated from cracks. Therefore, based on this idea, Bayesian estimation is used to estimate recursively the credible parameter derivable according to this relationship, and to compare with the acoustic emission energy.
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[bookmark: _Ref476040609]Figure 8: (a) Typical random signals recorded at sensor 1 – 3. (b) Low correlations of the random signals calculated for different combinations of signals.
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[bookmark: _Ref475655187]Figure 9: (a) Typical burst-like signals recorded by sensor 1 – 3. (b) High correlations of the burst-like signals calculated for different combinations of signals.
The weld joint is at the mid-point between sensors 1, 2 and 3, 4. The asymmetric sensor arrangement can make four combinations of isosceles triangular patterns i.e. 2-4-1, 4-1-3, 1-3-2 and 3-2-4, as illustrated in Figure 10. In contrast, the events located in Figure 7-a are based on all available sensors, and hence not in a triangular pattern. The maximum time of arrival  limits the acquisition system to capture only the events generated near the weld area. Figure 10 shows the located events after limiting the time to 50 which covers the entire weld circumference. There are a number of located events recorded around the weld joint apart from the location of the failure at the 6 o’clock position (i.e. Figure 10-d), as a result of the applied cyclic stress around the pipe circumference. The located events (marked in green) were recorded repeatedly before the crack finally emerged on the pipe. The observation is consistent with the increase of AE energy towards the end of the test as shown in Figure 11. The gaps in Figure 11 imply some AE energy depicted in Figure 7-b could be generated outside the weld area. 
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(a) 1-3-2
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(b) 2-4-1
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(c) 4-1-3
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(d) 3-2-4


[bookmark: _Ref475954400]Figure 10: Located acoustic emission events filtered by . Sensor 2 is labelled twice which indicates a complete pipe revolution. The marked areas are the located events immediately before failure.
EC was estimated in 20 intervals of equal length of time. There is no rule on the selection of the number of intervals. For this assessment the selected number of intervals is considered sufficient given a clear distinction of successive events and that gaps are made in some intervals as illustrated in Figure 11. 
[image: C:\RunAgainWithInformativePriorV2\Outputs\20Int\Energy_With_Filter.png]
[bookmark: _Ref493277306]Figure 11: The acoustic energy obtained from the signals of the located events when is used.
Bayesian estimation
Examples of the PLB signals are shown in Figure 12-a. A range of EC values were determined for various signal lengths and the distributions obtained are shown in a whisker plot (Figure 12-b). A larger signal length results in reduction of the mean values and variance.
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[bookmark: _Ref493264516]Figure 12: Distribution of cross correlation coefficients of various signal durations. 
As can be seen from Figure 12-a, a larger signal length accommodates larger signal variations. Each signal length provides important information for Bayesian estimation, thus these distributions are assumed to provide an important reference for crack damage. The priors derived from the PLB tests are assumed to have normal distribution based on the distributions of EC for each signal length as shown Figure 12-b. A summary of these values is tabulated in Table 1.
	Signal length (
	
	
	
	
	
	

	50
	
	0.376
	
	0.01075
	
	93.05

	100
	
	0.502
	
	0.02238
	
	44.68

	150
	
	0.359
	
	0.01239
	
	80.71

	200
	
	0.323
	
	0.01087
	
	92.03

	250
	
	0.290
	
	0.00291
	
	343.25

	300
	
	0.251
	
	0.00210
	
	477.09

	350
	
	0.224
	
	0.00314
	
	318.28

	400
	
	0.217
	
	0.00303
	
	330.14

	450
	
	0.205
	
	0.00312
	
	320.88

	500
	
	0.204
	
	0.00274
	
	364.90


[bookmark: _Ref493278875]Table 1- The prior distribution
The 100 signal length has the largest spread of EC values with the highest mean. The arrival signals from each sensor for this duration are very similar as shown in Figure 12-a. However, the signals below 50 are of small magnitude within the pre-trigger duration and hence are not considered as the prior. Likewise, the means of the distributions above 300 converge to a single mean value as shown in Figure 12-b. Therefore the estimation was made for each signal length from 100 to 300. Bayesian estimation was carried out for the signals obtained from the located events of the resonance fatigue test. The 95% credible intervals of the estimated means from the posterior distributions are plotted with the AE burst energy in Figure 13. 
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[bookmark: _Ref493342650]Figure 13: The estimated EC means with 95% credible intervals and the prior mean values from the PLB tests for various signal lengths (a) 100 (b) 150 (c) 200 (d) 250 (e) 300. The estimated ECs are plotted with the AE burst energy for comparisons. The highlighted red and green areas are the intervals where the majority of located events are away from the weld area.
Interesting observations can be seen from the estimated EC for different signal lengths. The estimation for signal length has a large EC variance particularly in the highlighted intervals, which is largely contributed by the variance from the prior distribution. Almost all of the estimated means are below the reference mean derived from the PLB tests. The reason is believed due to the fact that signals generated by PLB are not perfectly similar to the actual crack signals as shown in Figure 9-a and Figure 12-a. The distinction of the waves generated by the PLB on the pipe surface with respect to the actual cracks originally initiated within the weld is also noted. The similarity is more pronounced before the pipe failure since the sources are mainly near the surface. In these intervals the estimated EC for all signal lengths is higher compared to preceding intervals. For larger signal lengths, the estimated EC is lower for all intervals; the means of the highlighted (red) intervals in Figure 13 are consistently below the reference means, apart from the highlighted (green) intervals where uncertainties remain due to the large estimation of variance. The AE energy is mostly empty for these intervals, which implies that the low EC values are mainly events generated outside the weld area. The uncertainties of the located events can be justified by studying the 95% confidence level of the estimated means; for the estimated EC within the same intervals as when the AE energy was recorded using the filtering method (i.e. maximum time of arrival), most of them are very close to the reference means which implies the located events are indeed related to damage. 
Conclusions
In this work, Bayesian estimation of the effective coefficients (EC) derived from the cross correlation of AE signals was undertaken for a resonance fatigue test of a welded pipe. The premise of the Bayesian method to estimate credible EC is based on similarity of signals and makes use of the prior information from pencil lead break (PLB) tests to evaluate the uncertainties of the located events. A large number of data were generated during the test and errors in source localization were encountered. The acquired results did not produce good indications of damage evolution by studying the AE energy of the identified sources which were mostly generated by extraneous signals. The signals corresponding to these energies were quantified using Bayesian estimation. It was found that good correlation signals are most likely to be associated with cracks, and hence high EC values were estimated. The proposed method is able to evaluate the uncertainties of the located events. The method can thus potentially be used as an additional tool to increase confidence in source localization in AE testing and for monitoring crack growth in extreme conditions. 
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