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N-Step MPC for Systems with Persistent
Bounded Disturbances under Stochastic
Communication Protocol

Yan Song, Zidong Wang, Shuai Liu and Guoliang Wei

Abstract—This paper is concerned with theN-step model pre-
dictive control (MPC) problem for a class of constrained syseems
with persistent bounded disturbances under the stochasticom-
munication protocol (SCP). The control signals are transntted
to the plant via a shared network subject to a prescribed SCP
for the purpose of avoiding data collisions. The SCP scheding,
which is governed by a Markov chain, is applied to orchestrag¢
the transmission order of the controller nodes. Under the S@,
only one control node is allowed to update the control signasent
to the plant at each communication instant. Our aim is to degin
a set of desired controllers in the framework of N-step MPC
such that the mean-square input-to-state stability of the losed-
loop system is guaranteed. An optimization algorithm consiing
of both off-line and online parts is developed to cope with tk
design problem of the N-step controller. Finally, a numerical
example is utilized to illustrate the validity of the proposed N-
step MPC strategy.

Index Terms—N-step model predictive control, stochastic
communication protocol, mean-square input-to-state staitity,
persistent bounded disturbances.

I. INTRODUCTION

realization of the disturbances. As mentioned in [2], such
an approach would bring in additional computation burden
while possibly leading to poor performance. By contrast,
the open-loop optimization approach is more efficient in the
sense of achieving the desired robustness performance whil
its feasibility cannot be ensured. Note that, in the context
of RMPC algorithm development, it is rather difficult to
have an appropriate methodology capable of examining the
impacts from external bounded disturbances on the control
performance.

For traditional MPC approaches, an arguably drawback is
the heavy computation burden caused by the online optimiza-
tion procedure which, in turn, largely hinders their apations
in practical engineering. To overcome such a limitatiorhaitt
considerably sacrificing the system performance, tremesido
research efforts have recently been invested in the de$itpe o
off-line control algorithms, see e.g. [10], [25]. Among various
existing off-line algorithms in the MPC paradigm, théstep
MPC (also called as multi-step MPC) proposed in [21], [22] is
recognized as a powerful approach that has been widely used

Over the past few decades, due to its practical insight§, 5 variety of engineering systems. Technically speaking,
the model predictive control (MPC) problem has attractegt_step MPC aims to design a series of control inputs by means
considerable research interest in systems with bounded @i solving certain optimization problems such that the eyst
turbances, which gives rise to robust MPC (RMPC), see [4}51e |ocated in the initial feasible region will be steeirio

[10], [17], [35] for discrete-time systems and [21], [26}8]
for continuous-time systems. Up to date, RMPC strategy

a fixed terminal constraint set withiN time steps. Moreover,

h@%h the increase of the step numh¥r the size of the initial

been extensively applied into various engineering areab syeasible region grows at the cost of increasing the comiamtat

as chemical process, power systems, DC motors and mo

robots [8], [10]-[14], [31], [36]. From the technical viewint,

l(1.'8?1‘|plexities. As such, a well-noted challenge for fiestep

MPC problem is how to design an appropriate control strategy

there are generally two approaches dealing with the exterag a5 1o make the right trade-off between the initial feasibl
bounded disturbances for discrete-time systems with &$pe (egion and the computation complexities, and this cortetitu
the RMPC problem, namely, the “min-max” optimization apge main motivation of our current investigation.

proach [24] and the open-loop optimization approach [3].[1

On another research frontier, networked control systems

More specifically, the main idea of the “min-max” approaciiycss) have aroused considerable research interest owing
is to minimize the objective function in the worst possible; their merits in low cost, simple installation and easy
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implementation, see e.qg. [5], [6], [29], [30], [32], [33h & s-
patially distributed NCS, sensors/controllers are oftestalled
remotely to obtain the measurements/calculations andrirén

the signals separately to a certain target node (i.e., stégd

The components (sensors, controllers, actuators, etaheof
NCSs execute the data-exchange tasks via a commonly shared
communication network. As pointed out in [20], data codlisi
might occur in carrier sense multiple accesses with coliisi
detection (CSMA/CD) if more than one link detects the idle
common channel and sets out the transmission. Consequently
to prevent the data packets from being congested, an effecti
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method is to apply the so-calledbmmunication protocol® tent bounded disturbances under the SCP; 2) some sufficient
schedule the transmission order of the data to be sent. @mditions on theN-step MPC strategy are established so
far, most frequently used communication protocols in itigus as to ensure the mean-square input-to-state stability ef th
include, but are not limited to, the Try-Once-Discard (TODaddressed systems; and 3) the impacts from the SCP and
protocol [18], [38], the Round-Robin (RR) protocol [23]5]3 persistent bounded disturbances are clearly reflected en th
[38] and the stochastic communication protocol (SCP) [7hroposed optimization algorithmThe rest of this paper is
[19], [34], [37]. The RR protocol is a typical static scheidgl, organized as follows. In Section Il, the system with peesist
where data are transmitted in a pre-given order. In contifest bounded disturbances under the SCP is introduced and some
TOD and SCP protocols are two dynamic scheduling, whenecessary preliminaries are presented. In Section Ill,esom
the links are scheduled according to the time varying erragafficient conditions are established to compute the teamin
(the difference between the latest two measurements) or ic@nstraint set and the corresponding control law. In Sedio
stochastic manner. Compared with the static schedulirey, #in off-line optimization problem is first developed to ohtai
dynamic one has a better flexibility for the resource alliorat sequence of robust one-step sets (ROSSs), and then an online
and scheduling. optimization problem is proposed to derive the correspogdi
With respect to the SCP scheduling, the probability distreontrol laws. In Section V, the mean-square input-to-state
bution for a certain node to gain the random priority so as &tability of the addressed closed-loop system is ensunetaa
be accessible to the shared communication network is ysuadptimization algorithm including both online and off-liparts
characterized by a Markov chain [37] or a Bernoulli process proposed. Subsequently, a simulation example is prdvide
[20], where the zero-hold-order input mechanism or the zeio Section VI to illustrate the effectiveness of the promgbse
input mechanism is used to compensate the nodes/componalgsrithm. Finally, we summarize the paper in Section VII.
that don’t obtain the privilege for the updating. For exaeyl Notation The notation used here is fairly standard except
new Markov chain has been constructed in [37] to model theéhere otherwise statedR™ and R™*™ denote, respectively,
SCP scheduling of communication networks, andihe con- the n dimensional Euclidean space and the set ofnalt m
trol problem has been investigated for the establishecedlosreal matricesZ, and R, are used to denote the sets of all
loop system. Among the aforementioned three communicatinannegative integers and reals, respectivelgnd0 represent
protocols (RR, TOD and SCP), the SCP protocol reflecte identity and zero matrices of compatible dimensions,
the random selection of the node gaining the transmissiogspectively. The shorthandiag{M;, Ms, ..., M,} denotes
privilege, thereby ensuring the equal allocation for thele® a block diagonal matrix with diagonal blocks being matrices
in a complex networked environment. Although the SCP hagy, M, ..., M,. ||z|| describes the Euclidean norm of a
been extensively investigated in various NCSs, fWiestep vectorz. We denote||z|?, £ 27 Wz, whereW > 0 is a
MPC problem for discrete-time systems under the SCP hsyanmetric weighting matrix. Given two sets and B, A\B
not yet been adequately studied due mainly to its matheatatidenotes the difference set dfand B. e(k + n|k) denotes the
difficulties in the analysis/design of the control strateggt prediction value at the future time instantn predicted at real
to mention the case where the persistent bounded distugbartame k, specially,e(k|k) = o(k). In symmetric block matrices,
are also considered. the symbol %" is used as an ellipsis for terms induced by
In response to above discussions, in this paper, we agymmetries. MatrixX > 0 (X > 0) means that each entry
to investigate the SCP-based-step MPC problem for a of X is positive (non-negative). Moreover, for two symmetric
class of linear discrete-time systems with persistent dedn matricesX andY, X > Y (especially,X > Y) means that
disturbances. To be more specific, our goal is to design & setd— Y is positive semi-definite (especially, positive definite).
desired controllers in the framework 8f-step MPC such that M7 represents the transpose df. The probability of the
the closed-loop system is mean-square input-to-statdestabccurrence of event-™ is denoted by Prop}. E{x} stands
(ISS). To achieve such an objective, three identified chgs for the mathematical expectation of the stochastic vagiabl
need to be overcome: 1) how to solve the terminal constraitfunction : R>g — R>( is a-function if it is continuous
set off-line for the addressed system subject to the uniderly and strictly increasing with(0) = 0. vy is a Ko-function if it
SCP and the persistent bounded disturbances? 2) how todesga K-function and satisfies(t) — oo ast — oo. A function
the multi-step controller to steer the state into the olet@ing : R, x Ry — R, is a KL-function if, for eachk > 0,
terminal constraint set? and 3) how to examine the impagt-, k) is a L-function, and for each fixed> 0, the function
from the SCP and the persistent bounded disturbances on (g ) is decreasing wittp (¢, k) — 0 ask — oo.
system stability? It is, therefore, the primary motivatafrthis
paper to provide satisfactory answers to these three guessti I1. PRELIMINARIES AND PROBLEM FORMULATION
Some specific mathematical tools (e.g. quadratic bound;sdng
technique, input-to-state stability theory and convexrojzia-
tion approach) will be employed to facilitate the multifste Consider the following linear discrete-time system with
controller analysis/synthesis for constrained systenth thie Persistent bounded disturbances:
persistent bounded disturbances under the SCP. -
The main contributions are highlighted as follows: the z(k + 1) = Az(k) + Bu(k) + Ew(k) (1)
addressed problem is new in the sense that this paper makgere z(k) € R™ is the system state and(k) € R™ is
the first attempt to deal with the RMPC problem with persighe control input after being transmitted via communiaatio

. The system model under the SCP scheduling
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networks. Matricesi, B andE are some known matrices withfunction satisfyingd(d, — i) = 1 for 6, = i, otherwise
appropriate dimensions(k) is the exogenous disturbance and (6, — i) = 0.
satisfies To better reflect the engineering practice, the followingdha

constraints are taken into consideration:
w(k) € W £ {w(k) € RY|w” (k)w(k) < w} 2)

[a(B)]p| < [alp, pef{l,....m}  (6a)
wherew > 0 is a known scalar, an@V is a compact set 9] z(k)| < [Zq, qe{l,...,0} (6b)
involving the origin. ) o B

where¥ € R™" is a known real matrixy > 0 andz > 0 are
(T known vectors, and-]; (i € {p,q}) denotes theth element

COMMUNICAITON
NETWORK

| . .
I of a vector or theth row of a matrix.
I UNDER SCP

| 2

|

|

|

\
|
l
|
ak) | | | @) B. N-step MPC strategy
- W : | (0| wvsicar | *(6) Along the similar line as [10], the control law in the
i : = PLANT framework of theN-step MPC strategy is determined by
] . Z
L : Ky 2k +nlk), 0<n<N
|8 L alk+nlk) = 4 U
________ - Ko, .nz(k+nlk), n>N

Fig. 1. The structure of the MPC-based closed-loop systedenthe SCP where 9k+n|k denotes the predicted controller node to be
scheduling. selected at the time instahtn based on the current selected
controller nodefy., and by, € M. Ko, ., n (0<n<N)

For illustration convenience, the controller is said to éna2'€ Multi-step controller galns to be determined in the skqu
n nodes corresponding to the components of the control BY derT10t|ng§(k +nlk) = [¢T(k+nlk) u'(k+n—
input. As described in Fig. 1;(k) € R (i = 1,2,...,m) 11k — 1)]_ , one obtains t_he following dynamlc system with
stands for the signal from théth controller node before the persistent bounded disturbances:
being transmitted via the network. To avoid data collisjons ¢( + n + 1|k) = Agyp €k +nlk) + Ew(k +nlk) (8)
the SCP is employed during the data transmission from the
controller to the plant via a communication network equigppevhere& = [E” 0} and
with a SCP scheduler. More precisely, at each time instant, A

+ B®y Ky n

only one controller node has an access to the shared comy, . . = ® ’f*I"{‘k kAnlk - %
munication network, which is determined by a sequence of Oktnie ™ Ontninn Oktnin
random variables, that is, only one component of contralisp ~ For later development, some necessary definitions are pre-
defined byii(k) £ [i1 (k) G2(k) ... @m(k)]” is updated, and sented as follows.
other nodes without the transmission right will hold thet las Definition 1: For the closed-loop system (8), the S&tis
transmission values by the zero-order holders (ZOHs). said to be a robust positively invariant (RPI) set{k + n +

Associated with the SCP, we denote the indicator functidik) € X for all £(k + n|k) € X (k,n € Z4) and allowable
asf, € M = {1,2,...,m}, which indicates the selecteddisturbancesuv(k + n|k).
controller node at the time instakt According to [37], the  Definition 2: [25]. The RPI setQ(£2) is said to be a robust
random variabl@;, can be described by a Markov chain witrone-step set (ROSS) if all states for allowable disturbsices
the transition probability matri$ = [p;;] ., whose(i, j)th be steered into an RPI s&t by an admissible input.
entry is defined by Definition 3: [9]. The system (8) is said to be mean-square
input-to-state stable (ISS) if there exist functioghe KL and
~ € K such that

whergpij >0 _(z‘,j € I\\flgl) is the transition probability from E{||I€(k) 17} < BUIEO)]12 k) + v(|lw(E)]|%)
nodei to nodej and_._, p;; = 1. ) s ) . o
Define the control signal received by the plantg) 2 Wherellw (k)5 = suprez, {w(k)[} and(0) is an initial

k) us(k) ... um(k)]T. Under the scheduling of SCP, theState vector.
Lupléazi:gz (ru)le forzz-(k() )c]an be expressed aSUI ’ For the closed-loop system (8) with the control strategy (7)
the objective of this paper is twofold:

i) = ;(k), if i= 0y @ « R1) design the multi-step controller gairs
! ui(k — 1), otherwise

Dij £ PI’Ob(@k_H = j|9k = 2) (3)

P (o]
all O € M, 0 <n < N to obtain a sequence of
ROSSs{Py,Py,...,Px_1} and the terminal constraint
Combining (3) with (4),u(k) can be rewritten as the  get) such that, in the simultaneous presence of persistent
following compact form bounded disturbances and SCP, the states included in the
- ~ initial feasible regio?a UP, U...UPx_1 can be steered
u(k) = o, a(k) + (I = Toy Julk —1) ®) into the terminalgconstraint sé€l within N steps; and
where ®p, = diag{d (0x —1),5(0k —2),...,6(0x —m)} « R2) establish a set of sufficient conditions to guarantee
with 6(6 — i) (i = 1,2,...,m) being a Kronecker delta that the closed-loop system (8) achieves the mean-square
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input-to-state stability while entering into the terminalinder the constraint
constraint set. 1 , 1 5
Remark 1:In terms of the time steps required to ensure the = llw(k +nlk)|” < - €k +nlk)|p, (12)

prediction states entering into the terminal constraimt the
MPC strategy can be generally classified into two categ,orié@'ds-
one is called the “zero-step” MPC strategy which means that Proof: The proof can be carried out along the similar line
the initial prediction state is included in the terminal soaint in [1], [25], and the details are therefore omitted. u
set, and the other is theN-step” MPC strategy where the Next, by means of the stochastic analysis technique, we are
initial prediction state enters into the terminal constraiet ready to establish some matrix inequalities to guarantép (1
within N steps. It is worth noting that, compared with thé12).
“zero-step” MPC strategy, one distinct feature of tié-Step” Lemma 2:Let the bound of disturbancg the matrix? and
MPC strategy lies in that the size of the initial feasibleioegs the transition probability matrif = [ps:]mxm be given. For
obviously enlarged. In theX-step” MPC strategy framework, the system (8) with constraints (6a)-(6b), suppose thaethe
after the state enters into the terminal constraint se thrd exist positive-definite matrice¥1s v, Yas v, Xs v, Ysn, @
feedback control law corresponding to the terminal coirstramatrix Z x, scalars0 < o« < 1 and ¢ > 0 such that for
set is applied to the plant, and the computation burden is thts € M, the following inequalities hold:
effectively reduced. _

1-a)Ysn = * * T
I11. TERMINAL CONSTRAINT SET 0 ol YI*N
For Vr € M, define the following set: Loy £ 2 oo *
Ls N & 0 Yer * >0, (13)
Qv £ {€lE7PrvE < o} ©) . T .
where P,y = diag{ Py, v, Por.n} (r € M) with Py, v (i € 1“' g 0 0 Yo n
{1,2}) denoting positive-definite matrices with appropriate - 5N Pem
dimensions to be designed.> 0 is a positive scalar. X .
As stated in [16], if the following requirements are simul- [Z‘;N v, } >0, [XS_,N]W < [a]f” p=1,...,m, (14)
taneously satisfied: s,N *1sN
Y&N *

(6a)-(6b);

2) the terminal cost functiorV (¢(k + n|k)) defined by
V(E(k+nlk)) £ T (k+n|k)Ps, . .. nE(k +nlk) with
{(k+nlk) € Qp, .. is alocal Lyapunov-like function y " owis o g

satisfying ~ R
E{V(E(k -+ 7+ 1J1)} = V(€ + nlk)) Ty = [Ty F B0 BT~ B

~ (I)SZS,N (I - q)s)l/és,N
< = [lE(k +nlk) G — llatk +nlk) 1% (10) Yo x = diag(Vao v, You ). Ve n = 9P
+ /\||w(k+n|k)|\2 s,N 1s,N, L2s,N f5 L s,N s,N>»

- L
where Q and R are known positive-definite weighting Yisn = ¢y, 7 €412}
matrices, and\ > 0 is a known scalar, Then, the ellipsoid sef2, y defined by (9) is an RPI set.
then the sef2y, .~ is aterminal constraint set of the closedFurthermore, the corresponding controller gain is given by
loop system (8) with constraints (6a)-(6b). -
In what follows, we shall address the above requirements Kon = ZsnY7y (16)
for the terminal constraint set in a step-by-step manneznTh
an off-line optimization problem is provided to obtain the

1) the setQy, ., .~ is an RPI set subject to constraints
|: :| 207 [YS,N]qu[j]ga qzla"'ao
(15)
where[];; (7 € {p,q}) denotes theth diagonal element of

N
Yign¥° Yisn

Proof: By using the Schur Complement, (13) holds if and

terminal constraint set as well as the corresponding feﬂdba(l)nly i
gain. HllN % }
5 >0 17
N o, |2 .
A. Robust positively invariant set
To begin with, by resorting to the quadratic boundedneg‘:,here
technique [1], [25], the following sufficient condition is-d - P .
rectly put forward to ensure that the St x (r € M) is an Iy =(1—- a)Ys N — s ZpSTYI“,N]‘—‘SvN7
RPI set. For brevity, we denote= ;.. andt = 6y ,, 1. . r=1
Lemma 1:The setQ2, n defined by (9) is an RPI set if the 21 T -1
! " % Iy =-¢ Y Ns N,
following condition 5N ;p nN©eN
1 2 1 2 m
SE{lee 4 n 1B, - Sl +nlbl, <0 2, = 27Ty e

(11) =1
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Subsequently, pre- and post-multiplying (17) withmatrix inequality
diag{lfsfj\l,,l} and its transpose, the following inequality

is obtained from (8) and (33):

EHN *
—? >0 (18)
[ :g,lN H?,QN }
where
g~ [A+BOKLy B(I -2,
sN = DK, N I—®, |’
EilN =(1- 0‘)1/:1\17 - AFEF.,N Zpsrnjz\ers,Na
r=1
Eg,lN - = 5T Zpsry;,_]\lf-As,N-

r=1

Moreover, pre- and post-multiplying (18) with¢” (k +
nlk) w?(k+ nlk)] and its transpose, we have

(Asn&(k +nlk) + Ew(k +nlk)" > paY,
r=1
X (Asn€(k +nlk) + Ew(k + nlk)) (19)

— (1= )€™ (k + n|k)Y, yE(k + nlk)
= CUT(k + nlk)w(k + nlk) < 0.
w
Then, it follows directly from (8) and (19) that
Mk +n+11k) > paY, vk +n+ 1|k)
r=1
— &0 (k + nlk)Y, Nk + nlk) + a(€” (k + nlk)
X Y ek +nlk) — 20T (k + nlk)w(k + nlk)) < 0.
’ w

(20)

Noticing E{P, n} = > psPr n, it is inferred that

r=1
éE{s% ot 1R)PnECk+n+ 1k)}
_ égT(k k) Py €k +nlk) + g(éT(k +alk) (1)
x Py nE(k + k) — ng(k: + nlk)w(k + n|k)) < 0.

To this end, by applying th&-procedure, we obtain imme-
diately from (21) that the conditions (11)-(12) are satikfie

Yo n * *
0 Ap *
Fesnv  Ep ?—f * * * *
: : : : S 120 (22
sy o 0O . );:nz:’ * *
QYsny 0 o - 0 pQ x
|ROsn 0 0 e 0 0 pR)

holds, where®, v = [Zs,n 0], Y5y and D', y are defined
in Lemma 2, then the condition (10) is satisfied.

Proof: First, pre- and post-multiplying (22) with
diag{Ysj\l,,go—l,I, ..., I} and its transpose, respectively, we
obtain

i Y;ﬁ, * * * * * * ]
0 A * * * * *
o Yi,n
Asn € o * * *
- 20 @
Ay € 0 - ’Z’;r‘nN * *
Q 0 0 0 0 pQ  *
| RKsn O 0 0 0 0 ¢R

where K, y = [K,n 0]
By using the Schur Complement, (23) holds if and only if

EllN * }
>0 24
[ sy w2 | (24)
where
Sy =Y, Ny~ BN — 9 Q-9 Kaw,

m
21 T —1
ES,N -& ZPerTVNAs,N,
r=1

A G -
n22 = = - ETS paY,NE,

r=1

m
) T —1
=s,N = As,N § perT_’NAs,N,

r=1

Ksn = KIyRE N

which implies that2; » is an RPI set of the system (8) with According to (8), pre- and post-multiplying (24) by

constraints (6a)-(6b). In addition, the correspondinglbeek
gain is determined by (33). The proof is complete. |

B. Terminal cost function

Lemma 3:Let the weighting matrices) > 0, R > 0,
a scalarA > 0 and the transition probability matri® =

[pstlmxm D€ given. For system (8) under the SCP (5),

there exist a matrix¥ v, positive-definite matrice¥ s y and
Yss. v, and a scalap > 0 such that, foivs € M, the following

[€T(k +nlk) wT(k+ nlk)] and its transpose, the following
inequality is obtained:

'k +n+1k)> paY, Nk +n+1]k)

r=1

= &7 (k+nlk)Y, y&(k +nlk) + € (k+nlk)e™'Q (o5

i X E(k+nlk) + 7 a" (k +nlk)Ra(k +nlk)

+ %wT(k +nlk)w(k +nlk) <0.
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By multiplying both sides of (25) withp, it is easily seen Yy s <72 4=
that: Vi e? Yy n| = 0, [¥nly < falyy g=1,..000 (32)

- whereq is obtained in Lemma 0y = [Z 0] and
7+ 1+ 1K) S par Prn€(k + 1+ 1]k) a By =2y 0

r=1 ¢ _ [AViy + B Zy B - ®)Yax
— &7 (k + nlk) Py nE(k + nlk) + € (k +n[k)Q  (26) sN = AN (I-®)Van |

~T ~
x g(kT"_ nlk) + @ (k + nlk)Ru(k + nlk) Then, the ellipsoid sef) defined by (28) is an RPI set.
+ Aw” (k + nlk)w(k + n|k) < 0. Furthermore, the corresponding controller gain is deriged

m follows:
Noticing the factE{P, x} = psrPr. n, We have: .

{ ! } TZZ:I KN = ZN}q,]%] (33)
E{¢"(k +n + 1|k) P, nE(k +n+ 1[k)} and the control law is given by = Kyz(.).
— &7 (k + n|k)Ps nE(k +nlk) + €7 (k +n|k)Q 27) Proof: The proof follows directly from Lemmas 2 and 3,
% g(k 4 TL|I€) 4 ﬂT(kf 4 TL|I€)R’EL(}C 4 n|k) and is thus omitted. |

Remark 2:1t can be observed from the Lemmas 2-4 that
a unified terminal constraint sé? is determined by taking

By some straightforward manipulations, it is not difficulthe stochastic property of the SCP into account. In addition
to see that (27) implies (10), which ensures that the termirlzy solving the optimization probler®P1, such a set can be
cost functionV (¢(k +n|k)) is a local Lyapunov-like function further minimized and hence potentially improve the cointro
satisfying (10). The proof is complete. m performance.

So far, sufficient conditions have been derived to guarantee
that the set), y (s € M) is a terminal constraint set for the IV. ROBUST ONE STEP SETS
system (8) with constraints (6a)-(6b). To minimize the tgah
constraint set, let us establish the following optimizatio

+ X (k + n|k)w(k +nlk) <0.

A. An off-line optimization problem

problem: For the N-step prediction, suppose thatk + N — 1|k)
. belongs to the ROSS defined By _1, thené(k + N|k) € Q
OP1 ap,a,YS,N,er}Vr{YS,N,ZS,N traceY;,v) can be guaranteed by applying the control lay_;. Simi-
s.t.(13) — (15) and (22) larly, if {(k + N —2|k) € Py, then the control lawiy
. can ensuré(k + N — 1|k) € Py_;. Following this idea, we
where “trace{)” denotes the trace of the matrix. can obtain a sequence of ROSE%),P,...,Py_,} and the
It can now be concluded from Lemmas 2 and 3 that the %ﬁirresponding control law$ho, hi, ..., hx_1}.

Q. ~ (s € M) is a terminal constraint set. For convenience of | the following, by using a similar technique in [25], an
dealing with the ROSSs later, we define the following set: qff-line computation is proposed to solve the ROSSs and the
a Ty —1 corresponding control laws.

Q= {deyyies ) (@8) " emma 5:Define P, £ {¢[€TP.6 < ¢} with P, =
whereYy! = S, Y, 4 with Yy = diag{V1,n, Yan} diag{P1 s, P2,}. Let the bound of disturbance, the matrix
andpu,. > 0 (r = 1,...,m) are the weighting coefficients ¥ and the transition probability matri® = [pst]mxm be
satisfyingd""" | 1 = 1. given. For system (8) with hard constraints (6a)-(6b), ssep

Next, some sufficient conditions are derived to guarant#eat there exist positive-definite matric&s,,, Y2 n, U,, Va,
that 2 is a terminal constraint set. a matrix Z; ,, scalars0 < 5 < 1 and > 0 such that, for
Lemma 4:Let the bound of disturbanceand the matrixtt'  Vi,s € M andn =0,1,..., N — 1, the following inequalities
be given. For the system (8) with constraints (6a)-(6b)y s

that there exist positive-definite matricEg;, Y and a matrix (1 _Oﬁ)Y" ﬂ*I ¥ >0 (34)
Zy such that, forvs € M, the following inequalities hold: ) =
Fi,s,n & YnJrl
ﬁYN * *
0 eI x| >0, (29) Y, * % % *
Isn E Yy 0 Ao k% *
Lisn Eo Y, x x | >0, (35)
YN *  x  x % QYsn O 0 0@ =«
0 A ox k% RO;, 0 0 0 ¢R
FS,N 5 YN * * Z O, (30)
QYy 0 0 Q 0 L < @2 p=
Ré]\] 0 0 0 R Z;Z;n }/1.,71 - 07 [Un]pp — [u]p7 p 17 sy, (36)
XN * 12 Vn * ) -
[Z]Tv m] >0, [Xnl,, < @2, p=1,...,m, (31) [Y&\PT Yl] >0, [Val,, <2 g=1,..,0 (37)
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are feasible, where which can be handled by using solvers like PENBMI toolbox.
AYM +B®.Z, B(I - fI)s)f/z,n For convenience, a feasibie' (or 5*) is utilized to replacev

Disn= (or ), and then (13) and (34) can be converted into convex

©5Zin _ (}_ ?S)YQ’" conditions that can be solved by LMI or YALMIP toolbox.
Oin = [Zin 0], Y, =diag(Y1,,Y2,}, On the other hand, for th©P2, N,.. is the pre-specified
Yjn = wp;nl, j=1,2. maximum number of iterative steps. Then, adopting the amil

approach in [25], the time ste' can be selected as follows:
Then, the sefP,, is an ellipsoidal approximating ROSS of

P,,.1. Furthermore, the corresponding feedback gain is given
by

1) If the ROSSs converge after (n < Nu.x) steps, i.e.
Yn_n =Yn_n_1, thenN can be assigned as

m 2) Given a sufficiently small positive scalar > 0. If
K, = ZMTKM (38) IYN—n —Yn_n_1]| <€ holds, thenN can be assigned
r=1 asn.

3) Otherwise,N is assigned as the maximum number of

where K,.,, = Z,.,,Y;-}. Moreover, the control law is deter- . .
o on Lo iterative stepSVay.

mined byh,, = K, z(+).
Proof: Pre- and post-multiplying (34) with¢” (k +
ilk) wT(k+ilk)] and its transpose, it follows from the Schur

Complement and (34) that B. An on-line optimization problem
ST IR D 0 S 12 e i v op
< (1= B (k + k)Y, & (k + ilk) (39) timization algorithm to compute the control signialk) such
+ ng(k +ilk)w(k + i|k). that the state, which is included in the initial feasibleioag

can be forced into the terminal constraint Setvithin NV steps

It is clear that¢” (k + 4 + 1|k) € P,,,, if £(k+i|k) € P,, while ensuring the minimum control cost.
under the condition” (k+i|k)w(k+ilk) < @. Together with ~ To be more specific, we suppose that the system &tate
(34)-(35), it is obvious from Lemmas 2-3 th&t, is an RPI is obtained at the time instakt and an online index search is
set. Thus, it can be concluded tHat is an ROSS ofP,.;. subsequently carried out to determine the maximum intdex
In this sense, it (k +i|k) € P,,, £(k+1i+ 1|k) can be steered such thaté(k) € Pa/\Papy1 (M = 0,1,...,N —1). Then,
into P,,, 1 by applying the control law,,. On the other hand, we calculate the control law(k) in order to guarantee that
the hard constraints (6a)-(6b) can be guaranteed by (38)-(3he stateS(k + 1) enters intoPps 1.
and the proof is thus complete. ] Next, our attention is focused on the calculation of the con-

Now, letting P be the terminal constraint se®, by trol law u(k). Inspired by the approach in [25], we construct
backward solving (34)-(37) froom = N — 1 ton = 0, the following disturbance-free model fots € M:
the ROSSHPy, Py, ...,Px_1} and the corresponding control
lawsh, (n = 0,1,2,..., N—1) can be successively obtained E(k + 1]k) = A& (k) + Ba(k) (40)
off-line.

In order to maximize the size of ROSSs, the followingvheres(k) = £(k) and
N off-line optimization problems are proposed far =

N {A B(I—@S)} 5 [B}

0,1,...,N—1:
oP2 0 I—-d, I

P

min —logdet(Y,)
LP;Bv[UnaVn,7Yn,aZi,n,(i€M)

st (34) — (37) Here, the notations is slightly abused to denote both the

9k+n\k and 0.

where ‘log det(-)” denotes the logarithm of the matrix deter- Based on the above discussions, a quadratic performance

minant. index.J (k) is introduced together with the following optimiza-
Remark 3:From Lemma 5, a sequence of the modeion problem:

independent ROSSEPy, Py, ...,Px_1} is obtained and then

further maximized by solving the optimization probledi2. H&I)l J (k) (41a)
To this end, the initial feasible region can be denoted as ¢

P, UP; U...UPxy_1, in which the state can enter into the op3!{ St §~(k +1lk) € Parsa (41b)
terminal constraint set withiV' steps. It is obvious that with [a(k)]p| < [ulp, p=1,...,m  (41c)
the increase of the step numbéf, the size of the initial [[@]qz(k)| < [Z]q, g=1,...,0 (41d)

feasible region becomes bigger at the cost of increasing the

computation complexities. Therefore, there is a need t@ ke\?/hereJ B 2 9k = 1k B (k) 2 eT(k k

a trade-off between the computation complexities and the (k) ( )+n2::1 ( +vn| )y 0k) = L (R)QE (k) +

control performance of the system. a” (k)Ru(k) andl(k+nlk) £ [|€(k+n|k) |3+ a(k + nlk)||5
Remark 4:Notice that the conditions (13) and (34) are norwith ¢ and R being known positive-definite weighting matri-

convex due to the terffl —a)Y;, v and(1—p)Y,,, respectively, ces.
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Noting (35) and (40), the following inequality is true: wherep=1,...,mandqg=1,...,0.
i Y On the basis of the above analys@P4 can be further
& (k+n 4+ 11k) Pariad(h +n +1]k) converted into the following online auxiliary optimizatio

— E7(k + n|k) Par1€(k + nlk) 42) problem:
< =&k + nlk)QE(k + nlk) OP5 min )
— 4 (k +nlk)Ra(k + n|k). a(k)

Keeping the form ofJ/(k) in mind and summing up (42) St (45), (48) = (50).

on both sides fron to co with respect ton, one has
- V. MEAN-SQUARE INPUFTO-STATE STABILITY
J(k) =9(k) + Z I(k + n|k) Before proceeding, we first provide the following lemma.
n=1 43) Lemma 6: [25] The closed-loop system (8) is said to be
< O(k) + T (k + 1|k) Py E(k + 1K) mean-square ISS if there exist quadratic functiof¢(k)),
2 J(k) Koo-function g, g, ¢ and KC-function¢ such that
Therefore, the optimization proble@P3 can be transformed 1 Q||§(k)||2 = VIER) < alle®I”, 2 2
’ 2) E{V(&(k+ 1)} = V(£(R)) < =ClIER)II® + cllw (k)|

into the following auxiliary optimization problem: In this caseV (¢(k)) is called the mean-square ISS quadratic

IJ}}CI; P function.

7 Theorem 1:Consider the system (8) with hard constraints
OP4 st J(k)<p (442) (6a)-(6b) under the SCP (5). If there exist feasible sohsitm
E(k + 1K) € Paria (44Db) optimization problem®©P1-OP2 andOP5 at the time stef,
l[u(k)]p| < [ulp, p=1,...,m  (44c) then there also exist feasible solutions at any future titep s
[ W],2(k)| < [Z]g, ¢=1,...,0. (44d) t > k. Moreover, the closed-loop system (8) is mean-square

ISS. Furthermore, the corresponding control laws are dden
er(]33) anda (k) is obtained by solvingP5.
Proof: The proof of the recursive feasibility can be easily
obtained by following the lines similar to that in [25], ar&l i
therefore omitted. In what follows, the desired mean-sguar

In what follows, let us deal with the constraints @®P4.
Substituting (40) into (44a), and using the Schur Compldm
(44a) holds if and only if, forvs € M, the following
inequalities hold:

p x % * input-to-state stability of the system (8) needs to be shdtvn
Ru(k) R % * >0 (45) should be pointed out that, under théstep MPC strategy,
Q¢(k) 0 @ * =7 we only need to prove that the plant can achieve the mean-
fisﬁ(k) + Ba(k) 0 0 PA}}H square input-to-state stability while entering into thertmal

constraint set.

Now, ttention to th traint (44b), i.e., .
ow, we pay attention to the constraint (44b), i.e From the definition oft’({(k)), one easily has

Nk +1|k)Y, 2 E(k+1|k) < 1, (46) . . .
o v | Famin (P* (1) €0k * < Vi (6(8)) < max (P (k) € (R) |
from which it is inferred that, by applying th§-procedure (51)
technique, (46)_ can be _guaranteed under the conditiwﬁereﬁmin(.) and k. (-), respectively, denote the minimal
w!'(k)w(k) < @ if and only if and maximal eigenvalues of the matrix. At timedenote the
Tk 1YY= ek + 11k optimal Py (k) as P*(k), the optimalV (§(k)) as V¥ (&(k))
& T | )T it +_| ) (47) and the control inputi(k) as K% x(k).
—1=A(w' (Fw(k) —w) <0 On the other hand, it follows from (22) that
where) > 0 is a known scalar. ) 5 EA{V(€(k+ 1))} — Vi (£(k))
Next, by substituting (k+1|k) = A&(k) + Bu(k)+Ew(k) 5 i} 5 T
into (47) and utilizing the Schur Complement, one has <- (Hf(k)HQ + HKN(k)iE(k)HR) + A’ (F)w(k)  (52)
1- Ao x % <= [€®)1G + A" (k) (k).
. 0 . A * =0, (48) Notice that V;*({(k + 1)) is a feasible solution while
AsL(k) + Bu(k) € Yus Vi1 (€(k + 1)) is an optimal solution for the time instant
which implies that (44b) holds. k+1, and thusV', | (§(k + 1)) < Vi*(¢(k + 1)). According

Note that (44c) and (44d) can be guaranteed, respectivé/the optimality and the condition (52), one has
by the following two conditions: , «
g ; : E{ Vi (€0 + 1)} = Vi (€(R) < = €I + A ||w<k>(|2.)
* _12 53
- > <
[u(k) I} 20, [F]PP = [l (49) From Lemma 6, (51) and (53) guarantee the mean-square
input-to-state stability for the closed-loop system (8jwhiard
constraints (6a)-(6b) under the SCP (5), and the proof is thu
complete. [ |

and

IN
=)

[ © - 2 (50)

>0, |G
YEH‘PT YM+1:| - [ ]qq
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Theorem 1 indicates that, as long as the states enter into ¢fnen as:

terminal constraint se, by applying the feedback gaili v,
the mean-square input-to-state stability can be ensuretthéo
closed-loop system (8) with hard constraints (6a)-(6b)eund

the SCP (5).

Based on the above discussions, one can conclude the SCP- Q=
basedN-step MPC algorithm (including both online and off-

line parts) as follows.
Algorithm 1: 1) Off-line Part:

ﬂ7'30 s [10] p_fo1 o0
~ 30/ 7 |00/ T [0 06"

05 0 0 0
0 06 0 0| o [0.1 0.2}
0 0 300 0|’ 02 1|
0 0 0 300

The scalars are given by* = 0.1, A = 0.5, g* = 0.1

« Step 1:Calculate the terminal constraint €etby solving a@nd A = 0.1. It is easily seen thav” (k)w(k) < © = 1.

optimization problemOP1, meanwhile, obtain the corre-BY solving OP1, the terminal constraint set is obtained as

sponding feedback gaifi .
o Step 2:Solve the optimization probler®P2 to obtain a
sequence of the ROSS&y, Py, Py, ..., Py_1}.

2) Online Part:

« Step 1:At time instantk = 0, obtain the system state

¢(k), and set the node.

Step 2:If £(k) € Py, go toStep 4 Else if {(k) € Py U

PiU...UPxn_q, find the maximum index\/ such that
&(k) € Py \Ppr41, and then go tdStep 3

Step 3: Calculate the current control signal(k) by

solving optimization problen®P5. Then, calculate:(k)

by substituting into (5) under the SCP. %et k+1 and
go to Step 2

Step 4:Feed the control inputi(k) = Kyz(k) to the

plant.

Q = {¢l¢TYy '€ < 1} with

0.0310 —0.0126 0 0
Yy = —0.0126  0.2447 0 0
0 0 0.0005 0

0 0 0 0.0001

and the corresponding feedback gain is calculated as

_ |—0.1116 —0.0031
© 1 0.0366  0.0378 |-

By solving the optimization problen®P2, the obtained
sequence of ROSSs converges with 1 x 10~2 after 6 steps.
Thus, the iteration number is chosen/fsis= 7, and the initial
state is selected aq0) = [-7 8 0 0]”. The controller
node 2 is selected at the initial time instant. Fig. 2 deptieés
switching modes of channels 1 and 2 under the SCP. Fig. 3

Ky

Remark 5:In this paper, theN-step MPC problem is shows the state evolution of the system (1) under the SCP.
studied for a class of discrete-time systems with perdistépl€arly, the system state enters into the terminal comstsait
bounded disturbances and hard constraints. The scheduffighe seventh step. Figs. 4 and 5 are the state response and
of SCP is first taken into consideration to prevent the da3e control input of the addressed system, respectivelg. Th
from collisions, under which only a certain controller nodgimulation results illustrate the effectiveness of theppsed
obtains the access to the shared communication network/\astep MPC strategy.

each transmission instant. Sufficient conditions are iexi

to guarantee the mean-square input-to-state stabilityhef {channel2
underlying system. It can be seen from Algorithm 1 that a

the essential factors contributing to the system compfexi

have been reflected which cover 1) the transition probaslit

of the SCP; 2) the respective upper bounds of the exten
disturbances, the system state and control input; and 3) -

step numberV.

VI. A NUMERICAL EXAMPLE

Consider the following linear discrete-time system:

:v(k—i—l):[_;); :gﬂ x(k)—i—[i ﬂ u(k)

[0 et

£ Az(k) + Bu(k) + Ew(k).

The transition probability matrix is denoted by

0.45 0.55
P= [0.7 0.3] '

channel 1
5 10 15 20

Time step

Fig. 2. Switching modes for the channels under the SCP.

VII. CONCLUSIONS

In this paper, we have investigated thestep MPC prob-
lem for constrained systems subject to persistent bounded
disturbances and the SCP. Under the scheduling of SCP
characterized by a Markov chain, only one controller node
has obtained the access to the shared communication network
at each transmission instant. A set of desired controllers i

The hard constraint bounds and weighting matrices datee framework of N-step MPC has been designed to steer
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Approximating sets of ROSSs
T T T T T

40 ROSS 1 |4

30

20 -

-10

-30

-40 .

-10 -8 -6 -4 -2 0 2 4 6 8 10

Fig. 3. Evolution of system states by tié-step MPC strategy.

States

25 I I I I I I I I I

Time step

Fig. 4. State responses of the closed-loop system underGRe S

40
u
R, 1
30 4
.: '._- ............. U2

Inputs

.10 I I I I I I I I I
0 2 4 6 8 10 12 14 16 18 20

Time step

Fig. 5. Control inputs of the closed-loop system under th@.SC

the system state into the terminal constraint set within
steps. Sufficient conditions have been derived to guardheee
mean-square input-to-state stability of the addressetbsys

10

systems under communication protocols.
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