Intelligent condition monitoring method for bearing faults from highly compressed measurements using sparse over-complete features

H.O.A. Ahmed, M.L.D. Wong, A.K. Nandi

Department of Electronic and Computer Engineering, Brunel University London, Uxbridge UB8 3PH, United Kingdom
Heriot-Watt University Malaysia, Precinct 5, 62200 Putrajaya, Malaysia
The Key Laboratory of Embedded Systems and Service Computing, College of Electronic and Information Engineering, Tongji University, Shanghai, China

Abstract

Condition classification of rolling element bearings in rotating machines is important to prevent the breakdown of industrial machinery. A considerable amount of literature has been published on bearing faults classification. These studies aim to determine automatically the current status of a roller element bearing. Of these studies, methods based on compressed sensing (CS) have received some attention recently due to their ability to allow one to sample below the Nyquist sampling rate. This technology has many possible uses in machine condition monitoring and has been investigated as a possible approach for fault detection and classification in the compressed domain, i.e., without reconstructing the original signal. However, previous CS based methods have been found to be too weak for highly compressed data. The present paper explores computationally, for the first time, the effects of sparse autoencoder based over-complete sparse representations on the classification performance of highly compressed measurements of bearing vibration signals. For this study, the CS method was used to produce highly compressed measurements of the original bearing dataset. Then, an effective deep neural network (DNN) with unsupervised feature learning algorithm based on sparse autoencoder is used for learning over-complete sparse representations of these compressed datasets. Finally, the fault classification is achieved using two stages, namely, pre-training classification based on stacked autoencoder and softmax regression layer form the deep net stage (the first stage), and re-training classification based on backpropagation (BP) algorithm forms the fine-tuning stage (the second stage). The experimental results show that the proposed method is able to achieve high levels of accuracy even with extremely compressed measurements compared with the existing techniques.

1. Introduction

Rolling element bearings are among the most fundamental elements in rotating machinery and their failures are accountable for more substantial failures in the machine. Thus, roller bearings require an effective condition monitoring and machinery maintenance program to avoid machine breakdowns. In fact, machines’ availability and functions can be monitored by...
accurate, rapid and automatic fault detection techniques. Therefore, rolling element bearing condition monitoring (CM) [1] has attracted considerable attention from researchers in the past decades. In the course of their operation, rotating machines produce signals in different forms, e.g., noise, vibration, temperature, lubricating oil condition, etc. [2]. Various characteristic features can be observed from vibration signals that make it the best choice for machine condition monitoring. Vibration signal analysis can be performed in three main groups – time domain, frequency domain, and time-frequency domain analysis [3–6]. Time domain techniques extract features from the raw vibration signals using some statistical parameters, these include, peak-to-peak value, root mean square, crest Factor, skewness, kurtosis, Impulse factor, etc. [7]. The frequency domain analysis techniques have the ability to divulge some information based on the frequency characteristics that are not easily observed in time-domain. In practice, the time-domain signal is transformed into frequency-domain by using Fast Fourier Transform (FFT). The time-frequency domain has been used for non-stationary waveform signals which are very common when machinery fault occurs. Thus far, several time–frequency analysis techniques have been developed and applied to machinery fault diagnosis, e.g., Wavelet Transform (WT), Short Time Fourier Transform (STFT) adaptive parametric time-frequency analysis based on atomic decomposition, and non-parametric time-frequency analysis, including, Hilbert-Huang Transform (HHT), local mean decomposition, energy separation and empirical mode decomposition [8–15]. Spectral Kurtosis (SK) has been used effectively in the vibration-based condition monitoring of rotating machines. In this method, signal is first decomposed into the time-frequency domain where the kurtosis values are defined for each frequency group. In addition, Kurtogram concept has been proposed to increase the signal-to-noise ratio [16], and have been effectively used for both vibration and acoustic emission [17]. An alternative framework to strictly stationary vibration signal processing methods, cyclostationary analysis has been used for analysing vibration signals [18,19].

All the above techniques use data that have been recorded satisfying the Shannon/Nyquist sampling theorem, in which the sampling rate must be at least double the maximum frequency present in the signal. One aspect of much of the literature on using Nyquist sampling rate is that it may result in measuring a large amount of data. It is clear that acquiring a large amount of data requires large storage and time for signal processing and this also may limit the number of machines that can be monitored remotely across wireless sensor networks (WSNs) due to bandwidth and power constraints.

Compressive sensing (CS) also called compressed sensing or compressed sampling [20,21] is a new technique that supports sampling below the Nyquist rate. CS is being considered in a large diversity of applications including medical imaging, seismic imaging, and radio detection and ranging, communications and networks [22–27]. The basic idea of CS is that original signals can be reconstructed from fewer measurements far below than the Shannon sampling rate using sparse representation and a well-designed measurement matrix. The literature on compressive sensing shows a variety of approaches to reconstruct signals from few measurements [28–31]. In an analysis of effects of compressive sensing on the classification of bearing faults after reconstructing the original signal, Wong et al. [32] found slight performance degradation with a large reduction of bandwidth constraint caused by using CS. Similarly, Li et al. in [33] shown the possibility to detect the fault of train’s rolling bearing from the reconstructed signal based on compressive sensing. However, signal reconstruction techniques may not be practical in all applications and make no attempt to address the question of whether or not it is possible to learn in the compressed domain rather than recovering original signals. For instance, bearing vibration signal is always acquired for faults detection and estimation, and as long as it is possible to detect faulty signals in the measurement domain, then it is not necessary to recover the original signal to identify faults. A significant analysis and discussion on the subject of how to solve a range of signal detection and estimation problems given compressed measurements without reconstructing the original signal was presented by Davenport et al. in [34].

Over the past years, most research in compressive sensing based methods has emphasized the use of compressed measurements, sparse representations and incomplete signal reconstruction for the bearing fault diagnosis. For example, Tang et al. [35] developed a sparse classification strategy based on compressive sensing by extracting and classifying fault features through sparse representation combined with random dimensionality reduction. Zhang et al. [36] suggest a bearing fault diagnosis method based on the low-dimensional compressed vibration signal by training several over-complete dictionaries that can be effective in signal sparse decomposition for each vibration signal state. Another learning dictionary basis for extracting impulse components is described by Chen et al. in [37]. Tang et al. [38] proposed an interesting approach in which authors attempted to observe the characteristic harmonics from sparse measurements through a compressive matching pursuit strategy during the process of incomplete reconstruction. The outcomes of these studies corroborate the efficiency of compressive sensing in machinery fault diagnosis.

Even though the efficiency of CS in machine fault diagnosis has been validated in these studies, most of the fault classification improvements in the literature were achieved by increasing the sampling rate, otherwise highly compressed measurements attained poor classification accuracy. The aim of this work is to improve the efficiency of using highly compressed measurements for signal classification purpose. With this goal, this work explores the possibility of learning sparse over-complete representations from highly compressed measurements in an unsupervised manner based on a deep learning approach.

Various deep learning architectures, e.g., Convolution Deep Neural Networks (CNNs), Deep Belief Networks (DBNs), Recurrent Neural Networks (RNNs), and stacked Autoencoders (AEs), have been used for reducing dimensionality or extracting features from signals. Unlike the standard Neural Network (NN), the architecture of CNN is usually composed of a convolutional layer and a sub-sampling layer, also called a pooling layer. CNN learns abstract features by alternating and stacking convolutional layers, and pooling operation. The convolution layers convolve multiple local filters with raw input data and generate invariant local features and the pooling layers extract most significant features. DBNs are generative
neural networks that stack multiple Restricted Boltzmann Machines (RBM) that can be trained in a greedy layer-wise unsupervised way, then it can be further fine-tuned with respect to labels of training data by adding a softmax layer in the top layer. RNN builds connections between units from a direct cycle and map form the entire history of previous inputs to target vectors in principal and allows a memory of previous inputs to be kept in the network state. As is the case with DBNs, RNNs can be trained via backpropagation through time for supervised tasks with sequential input data and target outputs. A good overview of these deep learning architectures can be found in [39].

Previous research has shown that sparse representations of signals are able to signify the diagnosis features for machinery fault [40–44]. The advantages of sparse over-complete representations i.e. the number of obtained features is greater than the number of input samples have been studied by Lewicki et al. [45], who concluded that over-complete bases can produce a better approximation of the underlying statistical distribution of the data. Olshausen et al. [46] and Doi et al. [47] identify several advantages of over-complete basis set, for example, their robustness to noise and their ability to improve classification performance. Sparse feature learning methods normally contain two stages: (1) produce a dictionary $W$ that represents the data $\{x_i\}_{i=1}^n$, sparsely using a learning algorithm, e.g. training artificial neural network (ANN) with sparsity penalties; and (2) obtain a feature vector from a new input vector using encoding algorithm.

Various recent studies investigating sparse feature representation have been carried out. These include: Sparse Autoencoder (SAE) [48] Sparse Coding [43] and RBMs [49]. SAE approach has a number of attractive features: (1) simple to train, (2) the encoding stage is very fast, and (3) the ability to learn features when the number of hidden units is greater than the number of input samples. Therefore it was decided that SAE is an appropriate method to adopt for our investigation. In an analysis of Autoencoder (AE), Bengio et al., [50] found that AE can be used as a building block of a Deep Neural Network (DNN), using greedy layer-wise pre-training.

Several studies have been undertaken to use deep neural network using an autoencoder algorithm for the purpose of machinery fault diagnosis. For example, Tao et al. [51] suggested a deep neural network algorithm framework for bearing fault diagnosis based on stacked Autoencoder and softmax regression. Jia et al. in [52] shown the effectiveness of a proposed DNN-based intelligent method in the classification of different datasets from rolling element bearings and planetary gearboxes with massive samples using Autoencoder as a learning algorithm. In a recent paper by Sun et al. [53], a sparse Autoencoder-based deep neural network approach with the help of the denoising coding and dropout method using one hidden layer was proposed for induction motor fault classification with 600 data samples and 2000 features from each induction motor working condition. The results of these investigations validate the effectiveness of DNN based on autoencoder learning algorithm in machinery fault classification. However, their focus was mainly on using autoencoder as a dimensionality reduction technique, i.e., the number of hidden nodes in each hidden layer is less than the number of input samples for the purpose of fault diagnosis with large amount of input data.

This paper proposes a novel intelligent classification method for bearing faults from highly compressed measurements using sparse-over-complete features and training DNN through SAE. In this method we impose some flexible constraints for regularization on the hidden units of the sparse-Autoencoder. These include sparsity constraint that can be controlled by different parameters such as, sparsity parameter, weight decay parameter and the weight of the sparsity penalty parameter. For the intent of learning sparse over-complete representations of our highly compressed measurements the number of hidden units in each hidden layer is set to be greater than the number of input samples, and we used the encoder part of our unsupervised learning algorithm (i.e. The SAE). One important aspect in this proposed method is to pre-train the DNNs in an unsupervised manner using previously described SAE and then to fine-tune it with back-propagation (BP) algorithm for classification. The difficulty of multilayer training can be overcome with an appropriate set of features. One of the advantages of pre-training and fine-tuning in this approach is the power to mine flexibly fault features from highly compressed signals. Thus, the proposed approach is expected to achieve better classification accuracy compared with methods based on under-complete feature representations. Consequently, the efficiency of compressive sensing in machine faults classification is expected to be improved.

The remainder of this paper is organized as follows. Section 2 briefly describes the theoretical background of CS. Section 3 introduces the process of DNN for bearing faults classification, with SAE algorithm and softmax regression. Section 4 is devoted to descriptions of the proposed method. Section 5 is dedicated to a description of the performed experiments and datasets used in these experiments using different sampling rates and the corresponding experimental results. In addition, the proposed method is compared with several published methods using the same datasets. Finally, Section 6 draws some conclusions from this study.

2. Compressive sensing

This section gives a brief description of CS [20,21]. Quite recently, considerable attention has been paid to compressive sensing for its ability to allow one to sample far below the Nyquist sampling rate and yet be able to reconstruct the original signal when needed. The basic thought is that many real-world signals have sparse features in some domain, e.g., wavelet transform, can be reconstructed from fewer measurements under certain conditions. Suppose we have $n$ data points, $x_i \in \mathbb{R}^N$, we call these data points the original signal. To produce a set of sparse components of these data points we need to use sparsifying transform $\psi$ and this can be computed by the following equation:

$$x = \psi s$$

(1)
where $s$ is an $N \times 1$ column vector with $k$ nonzero coefficients and represent the sparse elements. According to compressive sampling theory, the signal $x$ can be recovered from its compressed measurements $y$ when the measurement matrix $\Phi$ is incoherent with the dictionary (sparsifying transform) $\psi$ such that

$$ y = \Phi \psi s $$

(2)

Following the idea of compressive sensing, when $\Phi$ and $\Psi$ are incoherent, the original signal can be recovered from $m = O \left( K \log (N) \right)$ Gaussian measurements or $K \leq C m / \log (N / m)$ Bernoulli measurements [54]. Random matrix with i.i.d. Gaussian entries or Bernoulli ($\pm 1$) matrix are both satisfy Restricted Isometry Property (RIP) [55].

**Definition 1.1.** The measurement matrix $\Phi$ satisfies the Restricted Isometry Property (RIP) if there exists a parameter $\delta \in (0, 1)$ such that

$$(1 - \delta)\|x\|^2 \leq \|\Phi x\|^2 \leq (1 + \delta)\|x\|^2$$

holds for all sparse vectors $s$.

Then we can take $\phi \in \mathbb{R}^{m \times N}$ to be one of these random matrices, the size of this matrix $(m = N)$ depends on the compressive sampling rate $(\xi)$, which is significantly lower than the Nyquist rate $(m \ll N)$. In this case, Eq. (2) is underdetermined. To estimate the coefficients vector $s$ is to solve the optimization problem by using $\ell 1$-norm; thus, our estimation $\hat{s}$ of the original $s$ is given by the equation

$$ \hat{s} = \min_{s \in \mathbb{R}^N} \frac{1}{2} \| \phi \psi s - y \|^2 + \gamma \|s\|_1 $$

(4)

where $\|\phi \psi s - y\|_2 \leq \varepsilon$ for a chosen $\varepsilon > 0$, and a particular regularization parameter $\gamma > 0$ that controls the relative importance applied to the sparseness $\ell 1$ and the $\ell 2$ error. Based on CS we can reconstruct the original signal $x$ from the sparsifying transform $\psi$ and $\hat{s}$ such that

$$ \hat{x} = \psi \hat{s} $$

(5)

The set of compressed data $y$ provided by the compressive sensing framework in Eq. (2) has enough information to reconstruct the original signal. In our case, this compressed measurement can be applied directly for faults classification.

### 3. Deep neural network

Although, supervised learning based artificial neural network (ANN) with many hidden layers are found to be difficult in practice, DNNs have been well developed as a research topic and have been made practically feasible with the assistance of unsupervised learning. Moreover, DNNs have attracted extensive attention by outperforming other machine learning methods. Each layer of DNN performs a non-linear transformation of the input samples in the preceding layer to the following one. A good overview of DNNs can be found in [56]. Different from ANN, DNNs can be trained in a supervised or unsupervised manner [50,57] and they are also appropriate in the general area of Reinforcement Learning (RL) [58,59]. The basic idea of training DNN is that we first train the network layer by layer using unsupervised learning algorithm, e.g. autoencoder; this process is called DNN pre-training. In this process, the output from each layer will be the input to the succeeding layer. Then the DNN is retrained in a supervised way with backpropagation algorithm for classification.

#### 3.1. Sparse autoencoder

An autoencoder neural network provides a means of an unsupervised learning algorithm that sets the target values, i.e., the outputs to be equal to the inputs and applies backpropagation [48]. As shown in Fig. 1, like many unsupervised feature learning methods the design of an autoencoder relies on an encoder - decoder architecture, where the encoder produces a feature vector from the input samples and the decoder recovers the input from this feature vector. The encoder part is a feature extraction function, $f_e$, that compute a feature vector $h(x_i)$ from an input $x_i$, we define

$$ H(x_i) = f_e(x_i) $$

(6)

where, $h(x_i)$ is the feature representation. The decoder part is a recovery function, $g_o$, that reconstructs the input space $\tilde{x}_i$ from the feature space $h(x_i)$ such that

$$ \tilde{x}_i = g_o(h(x_i)) $$

(7)

The autoencoder is attempting to learn an approximation such that $x_i$ is similar to $\tilde{x}_i$, i.e., is trying to attain the lowest possible reconstruction error $E(x_i, \tilde{x}_i)$ that measure the discrepancy between $x_i$ and $\tilde{x}_i$. Hence the following equation is obtained

$$ E(x_i, \tilde{x}_i) = \|x_i - \tilde{x}_i\|^2 $$

(8)
In fact, autoencoders were mainly developed as a multi-layer perceptron (MLP) and the most common used forms for the encoder and decoder are affine transformations that keep collinearity followed by a nonlinearity:

\[ f_{\theta}(x_i) = s_f(b + W) \]  
\[ g_{\phi}(h(x_i)) = s_g(c + \bar{W}) \]

where \( s_f \) and \( s_g \) are the encoder and decoder activation function, e.g. sigmoid and hyperbolic tangent, \( b \) and \( c \) are the encoder and decoder bias vectors, \( W \) and \( \bar{W} \) are the encoder and decoder weight matrices.

The autoencoder is one of the more practical ways of reinforcement learning. For instance, by forcing some constraints on the autoencoder network such as limiting the number of hidden units and imposing some regularizers, Autoencoder may learn interesting feature structure about the data. Therefore, different constraints give different forms of autoencoders. Sparse Autoencoder (SAE) is an autoencoder that contains sparsity constraint on the hidden unit’s activation that must typically be near 0. This may be accomplished by adding Kullback-Leibler (KL) divergence penalty term

\[ \sum_{j=1}^{d} KL(\rho \| \hat{\rho}) \]  

where

\[ KL(\rho \| \hat{\rho}) = \rho \log \frac{\rho}{\hat{\rho}} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}} \]  

and \( \rho \) is a sparsity parameter, normally its value can be small and close to zero, e.g., \( \rho = 0.2 \), while \(\hat{\rho} \) is the average threshold activation of hidden units and can be calculated by the following equation:

\[ \hat{\rho}_j = \frac{1}{m} \sum_{i=1}^{m} |a_j^i(x_i)| \]

where \( a_j^i \) represents the activation of hidden unit \( j \). By minimizing this penalty term \( \hat{\rho} \) would be close to \( \rho \), and the overall cost function (CF) can be calculated by the following equation

\[ CF_{\text{sparse}}(W, b) = \frac{1}{2m} \sum_{i=1}^{m} \| \hat{x}_i - x_i \|^2 + \lambda \| W \|^2 + \beta \sum_{j=1}^{d} KL(\rho \| \hat{\rho}) \]

where \( m \) is the input size, \( d \) is the hidden layer size, \( \lambda \) represents weight decay parameter, and \( \beta \) is the weight of the sparsity penalty term.

Fig. 1. Autoencoder architecture.
3.2. Softmax regression

Softmax regression also called multinomial logistic regression [60], is a supervised regression model that generalizes the logistic regression where labels are binary, i.e., \( c^{(i)} \in \{0, 1\} \) to multi-classification problems that have labels \( c^{(i)} \in \{1, \ldots, K\} \) where \( K \) is the number of classes. Briefly, we present the simplified softmax regression algorithm as follows:

Let a training set \( \{(x^{(1)}, c^{(1)}), \ldots, (x^{(m)}, c^{(m)})\} \) of \( m \) labelled examples and input features \( x^{(i)} \in \mathbb{R}^d \). In logistic regression with binary labels, \( c^{(i)} \in \{0, 1\} \) our hypothesis can be written as follows:

Fig. 2. Training of our proposed method.
where $\theta$ are model parameters that are trained to minimize the cost function $J(\theta)$ defined by the following equation

$$J(\theta) = - \sum_{i=1}^{m} c^{(i)} \log h_{\theta}(x^{(i)}) + (1 - c^{(i)}) \log(1 - h_{\theta}(x^{(i)}))$$

(16)

In softmax regression with multi-labels $c^{(i)} \in \{1, \ldots, K\}$ our hypothesis will be to estimate the probability $P(c = k|x)$ for each value of $k = 1$ to $K$, such that

$$h_{\theta}(x) = \begin{bmatrix} P(c = 1|x; \theta) \\ P(c = 2|x; \theta) \\ \vdots \\ P(c = K|x; \theta) \end{bmatrix} = \frac{1}{\sum_{j=1}^{K} \exp(\theta^{jT}x)} \begin{bmatrix} \exp(\theta^{1T}x) \\ \exp(\theta^{2T}x) \\ \vdots \\ \exp(\theta^{KT}x) \end{bmatrix}$$

(17)

where $\theta^{1}, \theta^{2}, \ldots, \theta^{K} \in R^{n}$ are the parameters of softmax regression model.

### 4. Proposed algorithm

To predict the status of the rolling bearing from highly compressed measurements, a novel feature learning approach is proposed in this paper. The intention of this technique is to learn sparse-over-complete feature representations from these compressed measurements for the purpose of faults classifications. Our method applies a learning algorithm in multi-stages of non-linear feature transformation, each stage is a kind of feature transformation. One way to do this is by using DNN with multiple hidden layers and each layer is connected to the layers below it in a non-linear combination. In the pre-training stage, sparse-autoencoder is used to train the DNN, the encoder part of the sparse-autoencoder with sigmoid activation function was used to learn the over-complete feature representations. The sparse autoencoder particularly has many attractive aspects that make it an appropriate choice for our investigation, e.g., SAEs are simple to train and their encoding stage is very fast.

As expressed in Fig 2, the proposed method produces over-complete representations from the input compressed measurements ($y$) by setting the number of hidden units ($d_i$) to be greater than the number of input samples ($m$), i.e., $d_i > m$ in each hidden layer ($i$), where $d_{i+1} > d_i$ for $i = 1, 2, 3, \ldots, n$ and Input ($n$) represent the output of Encoder ($n-1$), and $d_n$ is the number of hidden layers in Encoder ($n$). As drawn in Section 3, DNN training includes two levels of training, namely, pre-training using unsupervised learning algorithm and re-training using backpropagation algorithm. In the pre-training stage, the unlabelled bearing compressed measurements ($y$) are first used to train DNN by setting the parameters in each hidden layer and compute the sparse-over-complete feature representations. In fact, in the DNN based on sparse autoencoder we are making use of the SAE algorithm applied multiple times through the network. Therefore, the output over-complete feature vector from the first encoder is the input of the second encoder.

Finally, the fault classification is achieved using two stages, namely, (1) pre-training classification based on stacked autoencoder and softmax regression layer which is the deep net stage (the first stage), and (2) re-training classification based on backpropagation (BP) algorithm and that is the fine-tuning stage (the second stage).

The pre-training process can be described in the following steps:

1. **Initialization**, $m$ is the number of input samples, $n$ is the number of hidden layers,
   
   $d_0 = m, i = 1, 2, \ldots, n$

2. **For** $i = 1$ to $n$,
   
   (3) Set up the number of hidden units ($d_i$) to be greater than the input samples ($m$), i.e., $d_i > d_{i-1}$.

   (4) Set up sparsity parameter, weight decay parameter, weight of the sparsity penalty term and the maximum training epoch that achieve the lowest possible reconstruction error $E(x_i, \bar{x}_i)$.

   (5) Use scale conjugate gradient training (SCG) algorithm for network training. By utilizing SCG, the learning rate is automatically adopted at each epoch and the average threshold activation of hidden units ($\bar{\rho}$) can be computed using Eq. (11).

3. Based on Eq. (12), compute the cost function.

4. Using the encoder part of the sparse autoencoder calculate the output over-complete feature vector $\nu_i$ and use it as the input of the following hidden layer.

5. $i = i + 1$.

6. Repeat steps 2, to 8 until $i = n$.

7. Use the over-complete feature vector of the last hidden layer $\nu_n$ to be the input of the softmax regression layer.
Fig 3 shows an illustration of the pre-training process using two hidden layers. With enforcement of sparsity constraints and by setting the number of units in each hidden layer to be greater than input samples, each autoencoder learns useful features of the compressed unlabelled training samples. The training process is performed by optimizing the cost function $C_{\text{spars}}(W, b)$ in Eq. (14). The optimization is performed using Scaled Conjugate Gradient (SCG) which is a member of Conjugate Gradient (CG) methods [61]. In the first learning stage, the encoder part of the first SAE with sigmoid functions of the range of unit activation function values [0,1] is used to learn features from compressed vibration signals of length $m$, where number of hidden units $d_1 > m$ and the extracted over-complete features ($v_1$) are used as the input signals for the second learning stage. Then Encoder 2 of the second SAE with number of hidden units $d_2$ is used to extract over-complete features ($v_2$) from ($v_1$). Finally, softmax regression is trained using ($v_2$) to classify bearings health conditions.

5. Experimental study

Automatic condition monitoring on rolling element bearings (Fig. 4) is essential to avoid machine breakdown. Given highly compressed measurements (recorded below the Nyquist sampling rate), our proposed method is designed to learn directly from these compressed measurements without recovering the original signal. In this section, two faults classification cases of rolling element bearings are used to validate the proposed method.

5.1. First case study

5.1.1. Data description

The vibration data used in this case were collected from experiments on a small test rig that simulates running roller bearings’ environment. Six conditions of roller bearings status have been recorded and examined. These include, two normal conditions, namely, a brand new condition (NO) and a worn but undamaged condition (NW); and four fault conditions containing, inner race (IR) fault, an outer race (OR) fault, rolling element (RE) fault, and cage (CA) fault. Each condition has its corresponding unique characteristic as follows.

1. The NO bearing is a brand new bearing and in perfect condition.
2. The NW bearing is in service for some period of time but in good condition.
3. The IR fault is created by first removing the cage, moving the elements to one side of the bearing, and then removing the inner race. A groove was cut in the raceway of the inner race using a small grinding stone, and the bearing was reassembled.
4. The OR fault is created by removing the cage, pushing all the balls to one side, and then inserting a small grinding stone and cutting a small groove in the outer raceway.
5. The RE fault is created by using an electrical etcher to mark the surface of one of the balls, simulating corrosion.
6. The CA fault is created by removing the plastic cage from one of the bearings, cutting away a section of the cage so that two of the balls were free to move and not held at a regular spacing, as would normally be the case.

Data were recorded at 16 different speeds. Fig. 5 depicts some typical time series plots for the six different aforementioned conditions. Depending on the fault conditions, the defects modulate the vibration signals with their own patterns. The inner and outer race fault conditions have a fairly periodic signal; the rolling element fault may or may not be periodic, dependent upon several factors including the level of damage to the rolling element, the loading of the bearing, and also the track that the ball describes within the raceway itself. The cage fault generates a random distortion, which also depends on the degree of damage and the bearing loading.

Fig. 6 shows the test rig to collect the vibration data of bearings. The test rig consists of a DC motor driving the shaft through a flexible coupling, with the shaft supported by two Plummer bearing blocks. A series of damaged bearing were inserted in one of the Plummer blocks, and the resultant vibrations in the horizontal and vertical planes were measured using two accelerometers. The output from the accelerometers was fed back through a charge amplifier to a Loughborough Sound Images DSP32 ADC card (using a low-pass filter with a cut-off 18 kHz), and sampled at 48 kHz, giving a slight oversampling. The machine was run at a series of 16 different speeds ranging between 25 and 75 rev/s, and ten-time series were taken at each speed. This gave a total of 160 examples of each condition, and a total of 960 raw data files to work with. The description of the dataset is presented in Table 1.

5.1.2. Processing of data

We began by obtaining the compressed vibration signal from the big data of rolling elements bearing vibration signal. First, we used wavelet transform to decompose the signal into low and high-frequency levels to obtain the sparse components that are demanded by the compressive sensing framework. One of the choices is Haar wavelet basis that had been used as sparse representations for vibration signals in several research papers e.g., [62,63]. We used Haar wavelet basis with five decomposition levels as sparsifying transform. The wavelet coefficients of the vibration data are displayed in Fig. 7(a). After applying the penalized hard threshold [64], the wavelet coefficients are sparse in the Haar wavelet domain as shown in Fig. 7.
(b) where only 216 are non-zeros (nnz) in NO wavelet coefficients that is 95.8% of the 5120 coefficients are zeros. Other conditions NW, IR, OR, RE and CA have 276, 209, 298, 199, and 299 non-zero elements respectively; and 94.6%, 95.9, 94.2%, 96.1 and 94.2% of 5120 coefficients are zeros.

Then we applied compressive sampling with different sampling rates (ς) (0.0016, 0.003, 0.006, 0.013, 0.025, 0.05 and 0.1) with 8, 16, 32, 64, 128, 256, and 512 compressed measurements of our original vibration signal using random Gaussian matrix. The size of Gaussian matrix is m by N, where N is the length of the original vibration signal measurements and m is the number of compressed signal elements (i.e., m = ς * N). Based on compressive sampling framework, multiplying this matrix with our signal sparse representations generates different sets of compressed measurements of the vibration signal.

Fig. 3. Illustration of the proposed method using two hidden layers. Data flow from the bottom to the top.
The obtained compressed measurements must possess the quality of the original signal, i.e., have sufficient information of the original signal. Thus, we need to test that our CS model generates enough samples for the purpose of bearings fault classification. Roman et al. proposed a generalized flip test [65] for CS model that has the ability to test the efficiency of any sparsity model, any signal class, any sampling operator, and any recovery algorithm towards accurate CS model. The basic idea of this test is to flip sparsity basis coefficients which represent the sparse representations and then perform a reconstruction with measurements matrix using the sampling operator and the recovery algorithm. If the sparse vector (s) is not recovered within a low tolerance, then decrease the thresholding level to obtain a sparse signal and repeat until s recovered exactly. More details of the original flip test can be found in [66,67].

Following the idea of the generalized flip test, we tried different sampling rates (0.05, 0.1, 0.15, and 0.2) and tested the efficiency of our CS model by thresholding the wavelet coefficients to obtain sparse signal (s) and then by reconstructing s.
from the obtained compressed measurements using random Gaussian matrix. The compressive sampling matching pursuit (CoSaMP) algorithm [68] is used to reconstruct the sparse signal.

The reconstruction errors measured by Root Mean Squared Error (RMSE) for the six conditions of bearings are presented in the following Table 2. The second column depicts the reconstruction errors compared to the original thresholded coefficients using 5% of the original signal for the six conditions, the third column shows the reconstructions errors using 10% of the original signal, the fourth is for 15% of the original signal and the fifth column is for 20% of the original signal.

It is clear that as \( \alpha \) increases RMSE decreases, indicating better signal reconstruction. The better signal reconstruction indicate that the compressed measurements possess the quality of the original signal.

5.1.3. Experiments

In order to verify the validity of the proposed method, we carried out several experiments to learn over-complete features of various highly compressed bearing data sets obtained by using different compressed sampling rate. Fifty percent of these compressed samples are randomly selected for the pre-training stage of DNN, then these samples are used to re-train the deep net, the other 50% of samples are used for testing the performance. Then, the obtained over-complete features used for classification using different settings of DNN. Finally, we compare our proposed method, using our highly compressed datasets, with several existing methods.

To learn features from these compressed measurements, we used a sparse autoencoder neural network with a limited number of hidden layers (2, 3, and 4 hidden layers). The structures of these different hidden layers are chosen to be in the form of over-complete feature learning (expansion), where the number of neurons in different hidden layers network structure is twice the number of neurons in preceding layer, for example, if the number of input samples in the input layer is \( z \) then the number of nodes in the first hidden layer is \( 2z \) and \( 4z \) in the second hidden layer and so on. The number of nodes of the output layer is limited by the number of bearing conditions (6 conditions). A Bi-directional deep architecture of stacked autoencoders has been used for the purpose of deep learning, these include feedforward and backpropagation (BP). The parameters that control the effects of using regularizers by sparse autoencoder were set as follows: the weight decay (\( \lambda \)) was set to very small value 0.002, the weight of the sparsity penalty term (\( \beta \)) was set to 4, and the sparsity parameter (\( \rho \)) to 0.1. The maximum training epoch is 200.
5.1.4. Results

The previous sections have described the principle structure of our proposed method and the experimental setup. Various experiments were conducted to use our method for classifying bearing faults from different highly compressed vibration measurements. The overall classification results obtained from these experiments are shown in Table 3. The first major comment is that the classification accuracy after the second stage is better than that after the first stage for every dataset at these values of $\alpha$. The classification in the deep net stage (the first stage) achieved good results for larger numbers of measurements, i.e., for values of $m$ equal to 512, 256 and 128, and high accuracy was achieved by the two hidden layers DNN using only 64 samples of our signal. Most of the classification accuracies for the two, three and four hidden layers DNNs using fine-tuning stage (the second stage) are 99% or above and some are 100% for even less than 1% compressed measurements of the original vibration signal, i.e., when $\alpha = 0.006$. The two hidden layers DNN achieved high classification accuracy (98%) for $\alpha$ equal to 0.003 and 0.0016 with 16 and 8 compressed measurements. Moreover, the three hidden layers DNN achieved 100% with only 16 measurements, i.e., $\alpha = 0.003$. Taken together, these results show that the proposed method has the ability to classify the bearing conditions with a high accuracy from highly compressed bearing vibration measurements.

In comparison with DNN based on sparse autoencoder using under-complete representations, i.e., when the number of nodes in each hidden layer is less than the number of input samples. Classification results from several experiments using

<table>
<thead>
<tr>
<th>Condition</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.10$</th>
<th>$\alpha = 0.15$</th>
<th>$\alpha = 0.20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>9.37</td>
<td>8.45</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>NW</td>
<td>11.29</td>
<td>24.64</td>
<td>5.8</td>
<td>0.06</td>
</tr>
<tr>
<td>IR</td>
<td>20.82</td>
<td>15.23</td>
<td>0.16</td>
<td>0.09</td>
</tr>
<tr>
<td>OR</td>
<td>14.38</td>
<td>12.71</td>
<td>8.18</td>
<td>0.07</td>
</tr>
<tr>
<td>RE</td>
<td>17.02</td>
<td>11.87</td>
<td>0.35</td>
<td>0.12</td>
</tr>
<tr>
<td>CA</td>
<td>8.84</td>
<td>5.29</td>
<td>0.14</td>
<td>0.04</td>
</tr>
</tbody>
</table>
under-complete feature representations that also deal with the same highly compressed datasets are compared to the results acquired using over-complete representations as shown in Fig 8. From this figure, it can be clearly seen that all the scenarios of DNNs that used over-complete feature representations outperform all those utilizing under-complete sparse features when the input samples are extremely compressed datasets (i.e., with only 8 and 16 compressed measurements). Evidently, the two hidden layers DNNs in all scenarios achieved better results than other network structures, i.e., three hidden layers DNN and four hidden layers DNN.

In order to measure the training performance of the proposed over-complete feature based DNN compared to under-complete representations based DNN, a typical value of \( \alpha = 0.025 \) and two hidden layers DNN has been used in this comparison. Fig 9 shows that minimum Mean Squared Error (MSE) value which is 0.003 was achieved with the training of three hidden layers DNN using over-complete features in epoch 200, compared to the same DNN structure using under-complete feature representations where MSE was 0.021.

For further verification of the performance of the proposed method, complete comparison results of the classification accuracy using the proposed technique compared with three classifiers, namely, logistic regression classifier (LRC), support vector machine (SVM) and neural network (NN) were used to classify faults from the same highly compressed measurements sets and the complete results are shown in Table 4. It is clear that results from our proposed method with smaller sampling rate as in \( \alpha = 0.0016, 0.003, \) and 0.006 are better than those achieved by other classifiers.

Table 3

<table>
<thead>
<tr>
<th>Compressive sampling rate</th>
<th>Classification stage</th>
<th>Number of hidden layers</th>
<th>Deep net (the first stage)</th>
<th>Fine – tuning (the second stage)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha = 0.0016 )</td>
<td>2</td>
<td>Deep net (the first stage)</td>
<td>95.3 ± 1.0</td>
</tr>
<tr>
<td></td>
<td>( \alpha = 0.003 )</td>
<td>2</td>
<td>Fine – tuning (the second stage)</td>
<td>98.0 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>( \alpha = 0.006 )</td>
<td>3</td>
<td>Deep net (the first stage)</td>
<td>64.8 ± 4.2</td>
</tr>
<tr>
<td></td>
<td>( \alpha = 0.008 )</td>
<td>3</td>
<td>Fine – tuning (the second stage)</td>
<td>82.0 ± 5.1</td>
</tr>
<tr>
<td></td>
<td>( \alpha = 0.013 )</td>
<td>4</td>
<td>Deep net (the first stage)</td>
<td>36.6 ± 8.3</td>
</tr>
<tr>
<td></td>
<td>( \alpha = 0.025 )</td>
<td>4</td>
<td>Fine – tuning (the second stage)</td>
<td>83.1 ± 1.6</td>
</tr>
</tbody>
</table>

**Fig. 8.** Classification performance of under-complete and over-complete feature representations with two, three and four hidden layers DNN.

5.1.4.1. Effects of parameterization on the classification accuracy. To control the effects of parameterization on SAEs, some parameters need to be set, these include, sparsity parameter (\( \rho \)), weight decay (\( \lambda \)) and the weight of the sparsity penalty term (\( \beta \)). To test the influence of these parameters values on bearing fault classification performance, several experiments have been carried out using our proposed method with two hidden layers, and different values of SAE parameterization. The sampling rate \( \alpha \) was set to 0.05 where two hidden layers achieved 100% classification accuracy for both classification stages, i.e.,
deep net (the first stage) and fine-tuning (the second stage) with the parameters values described in section 4.1.3. As can be seen from Fig 10, while the classification accuracy is sensitive to the value of \( k \), there are very broad range of values for \( q \) and \( b \) for which classification accuracies are very high and stable.

### Table 4
Complete classification results and their related standard deviations using LRC, SVM, NN and the proposed method.

<table>
<thead>
<tr>
<th>Compressive sampling rate</th>
<th>Classification method</th>
<th>( \alpha = 0.0016 ) (m = 8)</th>
<th>( \alpha = 0.003 ) (m = 16)</th>
<th>( \alpha = 0.006 ) (m = 32)</th>
<th>( \alpha = 0.013 ) (m = 64)</th>
<th>( \alpha = 0.025 ) (m = 128)</th>
<th>( \alpha = 0.05 ) (m = 256)</th>
<th>( \alpha = 0.1 ) (m = 512)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRC</td>
<td>64.2 ± 7.9</td>
<td>92.2 ± 5.5</td>
<td>96.2 ± 0.6</td>
<td>98.2 ± 0.5</td>
<td>99.0 ± 0.5</td>
<td>99.0 ± 0.3</td>
<td>99.0 ± 0.3</td>
<td>99.3 ± 0.3</td>
</tr>
<tr>
<td>SVM</td>
<td>77.7 ± 19.3</td>
<td>94.3 ± 2.3</td>
<td>97.8 ± 0.4</td>
<td>98.4 ± 0.4</td>
<td>99.5 ± 0.3</td>
<td>99.7 ± 0.2</td>
<td>99.7 ± 0.2</td>
<td>99.7 ± 0.2</td>
</tr>
<tr>
<td>ANN</td>
<td>60.4 ± 10.5</td>
<td>76.7 ± 6.2</td>
<td>98.0 ± 1.9</td>
<td>98.8 ± 0.3</td>
<td>99.6 ± 0.2</td>
<td>99.7 ± 0.2</td>
<td>99.7 ± 0.2</td>
<td>99.7 ± 0.2</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.0 ± 0.3</td>
<td>98.8 ± 0.3</td>
<td>99.6 ± 0.1</td>
<td>99.8 ± 0.1</td>
<td>100</td>
<td>99.8 ± 0.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 9.** Training performance of over-complete feature based two hidden layers DNN and under complete feature based two hidden layers DNN (\( \alpha = 0.025 \)).

**Fig. 10.** Effects of parameterization on the classification accuracy.
5.1.5. Comparison of results

In this subsection, a comparison of several methods using the same vibration dataset as in [32]. One method uses all the original samples. Each of the two other methods uses compressed measurements (for values of \( \alpha \) of 0.5 and 0.25) and then reconstruct the original signals. These three have been reported in [32]. The remaining three are our proposed methods to demonstrate the possibility to sample the vibration data of roller element bearings at less than Nyquist rate using CS and to perform fault classification without reconstructing the original signal. Table 5 shows classification results of bearing faults using our proposed method with two hidden layers and a sampling rate \( \alpha \) of 0.5, 0.25 and 0.1 and the reported results in [32] using the same dataset. It is clear that all our results are better than those in [32].

5.2. Second case study

5.2.1. Data description

The bearing datasets used in this case are provided by the Case Western Reserve University [69]. The data were acquired from a motor driving mechanical system where the faults were seeded into the drive-end bearing of the motor. The bearing datasets were collected under normal condition (NO), with inner race fault (IR), with roller element fault (RE) and with outer race fault (OR). The datasets are further categorised by fault width (0.18–0.53 mm) and motor load (0–3 hp). The sampling rate used were 48 kHz, a good description of the test setup can be found in [69,70].

In this study, three categories of bearings datasets, i.e., A, B and C based on motor load were used to test the performance of the proposed method. The description of these datasets is presented in Tables 6 and 7. Under motor loads of 1, 2 and 3 hp. These datasets contain 10 bearing health conditions and have 200 samples for each condition, and each signal contains 2400 data points.

We applied the same data processing steps as in case I to each dataset (i.e., A, B and C) to obtain compressed vibration signals with different sampling rates (\( \alpha \)) (as 0.025, 0.05 and 0.1, and 0.2) with 60, 120, 240 and 480 compressed measure-

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of the three bearing datasets.</td>
</tr>
<tr>
<td>Datasets</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of the bearing health conditions.</td>
</tr>
<tr>
<td>Fault type</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>NO</td>
</tr>
<tr>
<td>IR1</td>
</tr>
<tr>
<td>IR2</td>
</tr>
<tr>
<td>IR3</td>
</tr>
<tr>
<td>RE1</td>
</tr>
<tr>
<td>RE2</td>
</tr>
<tr>
<td>RE3</td>
</tr>
<tr>
<td>OR1</td>
</tr>
<tr>
<td>OR2</td>
</tr>
<tr>
<td>OR3</td>
</tr>
</tbody>
</table>
ments of A, B and C original vibration signals. Fifty percent of these compressed samples are randomly selected for the pre-
training stage of DNN, then these samples are used to re-train the deep net, the other 50% of samples are used for testing the
performance.

5.2.2. Classification results

The proposed method with two hidden layers is used to process the compressed measurements of each dataset. The clas-
sification accuracy rates are obtained by averaging the results of ten experiments for each compressed datasets obtained
using the different sampling rates described in section 4.2.1; 50% of samples are selected for training and the other samples
are used for testing. The average accuracies and their corresponding standard deviations of ten experiments for each dataset
are shown in Table 8. One of the more significant findings to emerge from the results in Table 8 is that classification results
after the fine-tuning stage (the second stage) is better than that after the first stage for all datasets A, B and C with different
values of $\alpha$. Also, it shows that the deep net stage (the first stage) achieved good results with 99.6% and 99.5% for $\alpha = 0.2$ with
datasets B and C respectively. Most of the classification accuracy results after the second stage are above 99% for values of $\alpha$
in the range of 0.05 to 0.2. In particular, results after the second stage of our proposed method for datasets B and C with $\alpha$
equal to 0.2 achieved 100% accuracy for every single run in our investigations, and also the 100% accuracy achieved for data C
for $\alpha$ equal to 0.1. Overall, these results indicate that the proposed method has the ability to classify the bearing conditions
with high accuracy from highly compressed vibration measurements.

5.2.3. Comparison of results

To evaluate the effectiveness of our proposed method, Table 9 presents the comparisons with some recently published
results [52,71] with the same roller bearing datasets A, B and C. The second left hand column presents the classification
results of DNN based method in [52] while the third column shows the classification results of back propagation neural net-
work (BPNN) based method in [52]. In [71] a generic multi-layer perceptron (MLP) was used for the classification purpose.

It is clear that results from our proposed methods with fine-tuning (second stage) are very competitive. In particular,
results from our fine-tuning method with dataset C achieved 100% accuracy for every single run in our investigations, even

| Table 8 |
| Classification results for CWRU datasets. |
| Compressive sampling rate |
| Datasets | Classification stage | $\alpha = 0.025$ (m = 60) | $\alpha = 0.05$ (m = 120) | $\alpha = 0.1$ (m = 240) | $\alpha = 0.2$ (m = 480) |
| A | Deep net (the first stage) | 89.7 ± 5.4 | 93.7 ± 2.9 | 92.5 ± 2.2 | 98.7 ± 0.8 |
| | Fine – tuning (the second stage) | 97.6 ± 0.7 | 98.4 ± 1.3 | 99.3 ± 0.6 | 99.8 ± 0.2 |
| B | Deep net (the first stage) | 94.5 ± 1.1 | 96.2 ± 1.6 | 98.2 ± 0.6 | 99.6 ± 0.6 |
| | Fine – tuning (the second stage) | 98.9 ± 0.2 | 99.3 ± 0.4 | 99.7 ± 0.5 | 100 ± 0.0 |
| C | Deep net (the first stage) | 97.3 ± 0.8 | 98.5 ± 1.4 | 98.2 ± 0.4 | 99.5 ± 0.2 |
| | Fine – tuning (the second stage) | 99.4 ± 0.6 | 99.7 ± 0.3 | 100 ± 0.0 | 100 ± 0.0 |

| Table 9 |
| A comparison with the results from literature on CWRU vibration datasets of roller bearings. |
| Method | [52] DNN | [52] BPNN | [71] MLP | Our proposed method with fine-tuning (the second stage) with 2 hidden layers $\alpha = 0.1$ |
| A | 99.95 ± 0.06 | 65.20 ± 18.09 | 95.7 | 99.3 ± 0.6 |
| B | 99.61 ± 0.21 | 61.95 ± 22.09 | 99.6 | 99.7 ± 0.5 |
| C | 99.74 ± 0.16 | 69.82 ± 17.67 | 99.4 | 100 ± 0.0 |

| Table 10 |
| A comparison results to examine the speed and accuracy performances in several scenarios. |
| Dataset | WT-DNN with fine-tuning | Using DNN implementation of [52] with 2 hidden layers (with no CS) | Using DNN implementation in this paper with 2 hidden layers (with no CS) | Our proposed method with fine-tuning (the second stage) |
| | Accuracy (%) | Time (mins) | Accuracy (%) | Time (mins) | Accuracy (%) | Time (mins) |
| | WT - CS- DNN (2 hidden layers) |
| A | 99.0 ± 0.1 | 41.5 ± 0.3 | 99.4 ± 0.5 | 34.1 ± 0.7 | 99.3 ± 0.6 | 5.7 ± 0.1 |
| B | 99.1 ± 0.6 | 43.3 ± 0.7 | 99.5 ± 0.8 | 32.9 ± 0.3 | 99.7 ± 0.5 | 5.9 ± 0.4 |
| C | 99.6 ± 0.3 | 43.1 ± 0.2 | 99.8 ± 1.1 | 34.2 ± 0.9 | 100 | 5.7 ± 0.2 |
though we are using a limited amount (only 10%) of the original data, which are not matched by any of the other methods using 100% of the data.

For further verification of the efficiency of the proposed method, we conducted three experiments (all with 2 hidden layers and fine-tuning) to examine the speed and accuracy performances in several scenarios. The results are presented in Table 10. The first column refers to the three datasets. The second and third columns describe accuracies and execution times of using a “traditional” autoencoder based DNN of [52] with 2400 inputs from Haar Wavelet (with no CS), while the fourth and fifth columns describe accuracies and execution times of using our sparse autoencoder based DNN with 2400 inputs from Haar Wavelet (with no CS). Two things are clear for each of the three datasets – 1) our autoencoder based DNN (even without CS) is much faster than (or requires only 80% of the time of) the “traditional” autoencoder based DNN, and 2) yet our classification results are very competitive.

The sixth and seventh columns describe accuracies and execution times of using our proposed sparse autoencoder based DNN with 2400 inputs from Haar Wavelet (with CS). Two things are clear for each of the three datasets – 1) our autoencoder based DNN (even with CS) is significantly faster than (or requires only 15% of the time of) the “traditional” autoencoder based DNN, and 2) yet our classification results are as good as, if not better than, the other two scenarios.

In summary, the significant reduction in computation time comes from two sources – (1) using our proposed sparse autoencoder and (2) using CS. Finally, our complete proposal (using sparse autoencoder and CS) achieves classification results for all three datasets that are as good as, if not better than, the other two scenarios.

6. Conclusion

In this investigation, the aim was to assess classification of bearing faults from highly compressed measurements based on CS. The proposed method includes the extraction of over-complete sparse representations from highly compressed measurements. It involves the unsupervised feature learning algorithm SAE for learning feature representations in multi-stages of non-linear feature transformation based on DNN. The accuracy of the proposed method is verified using highly compressed datasets of rolling element bearings signals obtained using different compressed sampling rates. These compressed datasets contain fewer samples for each bearing condition. The most obvious finding to emerge from this study is that, despite achieving fairly high classification accuracy in the first stage, the proposed method is able to achieve higher classification accuracy in the second stage even from highly compressed measurements compared to the existing methods. Moreover, classification results from our proposed method outperform those achieved by reconstructing the original signals. Additionally, a significant reduction in computation time is achieved using our proposed method compared to another autoencoder based DNN method [52], with better classification accuracies. The implication of this is the possibility that the proposed method of compressive sensing in machine faults classification will require fewer measurements thus it would reduce the computational complexity, storage requirement and the bandwidth for transmitting reduced data.
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